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We develop a perturbation scheme to treat the dynamics of a quantum Brownian particle (coordinate
x) coupled nonlinearly to a bath of oscillators (coordinates g,) with an interaction action in the form
Af(x)qf. We derive the influence functionals for the k =2,3,4 cases to order A? and derive the master
equations for the special cases of local dissipation and white noise, as well as the general cases of nonlo-
cal dissipation and colored noise for f(x)=x and x2. We show that a generalized fluctuation-dissipation
relation exists between the /th-order noise kernels of the kth-order coupling and their corresponding dis-

sipation kernels.
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I. INTRODUCTION

In a recent paper [1] (called paper 1 hereafter), we
treated the problem of a quantum Brownian particle in-
teracting with a general (non-Ohmic) environment via
linear coupling. We used the influence-functional [2]
method to derive an exact master equation with time-
dependent coefficients valid for both high and low tem-
peratures. This master equation can be used to examine
the properties of the most general linear quantum
Brownian motion. The linear-coupling models have been
analyzed repeatedly, not only because they are technical-
ly tractable, but also because they are often viewed as a
good approximation to a number of physical situations
where the system weakly interacts with the environmen-
tal degrees of freedom. In reality, many problems of in-
terest in physics involve some form of nonlinearity in the
interaction between the system and environment. The
nature of this. nonlinear quantum Brownian motion
(QBM) has not yet been fully explored, and its analysis is
the purpose of the present paper.

We were led to the study of nonlinear QBM by our in-
terest in problems in field theory, gravitation, and
cosmology (such as those related to structure formation
in inflationary cosmology [3-5], anisotropy dissipation in
semiclassical and quantum cosmology [6], the validity of
the minisuperspace approximation in quantum cosmolo-
gy [7,8], and the decoherence and back-reaction processes
in the transition from quantum to semiclassical gravity
[9]). All these problems, which can be approached using
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the basic methods of statistical mechanics [10,11],
schematically involve, in one way or another, the coarse
graining of interacting quantum fields (such as the
inflaton in the inflationary universe or some of the
gravitational-field modes in semiclassical cosmology). In
contrast with problems in laboratory physics where one
can prepare one’s sample and, to some extent, control its
interaction with the environment by conveniently isolat-
ing it, in problems involving gravity or other fundamen-
tal field theories nonlinearity is often a rule rather than
an exception (and this is especially relevant in the
strong-field conditions prevailing in the early Universe).
There, the interaction is intrinsically fixed. One begins
with the whole (closed) system of quantum fields with an
infinite number of modes and chooses one’s system
defining the system-environment separation according to
the nature of the physical problem one poses. For exam-
ple, in the case of the minisuperspace approximation, the
system can be regarded as the homogeneous gravitational
modes, corresponding to Bianchi universes, and the envi-
ronment as the inhomogeneous modes, which are the
gravitational waves. In invoking the minisuperspace ap-
proximation, one ignores these modes whose average
effect on the “system” (the minisuperspace sector) can be
analyzed using the QBM paradigm. Indeed, they are
found to introduce a “dissipative” term in the equation of
motion, which turns the Wheeler-DeWitt equation into
an effective equation [8]. Another example is the forma-
tion of large-scale structures via the gravitational insta-
bility mechanism. There, vacuum fluctuations of the sca-
lar field responsible for driving the Universe through
inflation are regarded as the primordial seeds of struc-
ture. According to a popular scheme, the so-called “‘sto-
chastic inflation” [3], the scalar field can be separated
into two sectors: Those modes with physical wavelengths
longer than the horizon are regarded as the system and
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treated as a classical field, while those with wavelengths
shorter than the horizon are treated as quantum fluctua-
tions (the bath). The “system” field obeys a Langevin
equation driven by a noise associated with the quantum
fluctuations. This scheme involves two basic assump-
tions, both of which need proof: that the long-
wavelength modes behave classically and that the short-
wavelength quantum modes constitute an effective noise.
In the original proposal of Starobinsky [3], it is argued
that quantum fluctuations in a free field act as a source of
white noise in the Langevin equation for the system.
This approach has been widely used, and it was shown
that nonlinearities (both in the inflaton potential and
gravitationally induced) can produce non-Gaussian
features in the distribution of fluctuations (see, for exam-
ple, [4]). The role of nonlinearities in this context was
also emphasized by the present authors [5], who pointed
out that the coarse graining of short-wavelength modes of
interacting fields will almost always generate a colored-
noise source, from which non-Gaussian distributions are
naturally expected.

The two above problems (semiclassical cosmology and
stochastic inflation) invoke the paradigm of QBM, up-
graded to the field-theoretical level and generalized to in-
clude nonlinear couplings. For these and other applica-
tions, it is therefore important to devise practical compu-
tational methods to find the effective equations for the
system including the effect of the environment. As the
nonlinear QBM has not been previously analyzed in any
detail, the corresponding calculational tools do not exist
even for simple quantum-mechanical models. The aim of
this paper is to present some useful techniques that can
be employed to obtain master equations in the nonlinear
QBM problem. Although our motivation comes from
field theory and cosmology, we will restrict our attention
here to simple quantum-mechanical models. The results
will be generalized to field theory and applied to early
Universe problems elsewhere (see [12] for the extension to
field theory and [5] for some preliminary results in
cosmology).

The QBM models we will analyze in this paper have
also received increasing attention in recent years, particu-
larly in the context of the quantum-to-classical transition
problem. The process of decoherence [13] by which a
quantum system loses coherence as a consequence of its
interaction with an external environment can be, and has
been, naturally modeled and analyzed using the QBM
paradigm. The basic idea here is that the interaction
with the environment may induce classical behavior by
dynamically suppressing the possibility of observing the
system in the vast majority of possible states in its Hilbert
space. In this way the environment would ‘“‘choose” a
preferred set of states that are relatively immune to the
loss of quantum coherence [14]. If decoherence is
effective, every initial state for the system would decay
into a mixture of the preferred states, called ‘“‘pointer
states” by Zurek, after a time which is the so-called
“decoherence time.” Finding the pointer states and es-
timating the decoherence time are two nontrivial issues
that, so far, have been analyzed only in simplified models.
In the context of quantum-measurement theory [15,16],
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where the “system” is the measurement apparatus, the
usual and natural assumption is to neglect the role of the
system’s self-Hamiltonian. Consequently, the pointer
states are obviously the eigenstates of the interaction
Hamiltonian (since they are precisely the states that are
undisturbed by the interaction). However, if one tries to
explain the existence of classical behavior as a conse-
quence of decoherence in systems for which the self-
Hamiltonian is not negligible, the above result is no
longer true: Pointer states, defined through a predictabil-
ity sieve as being the most stable ones, do not generally
coincide with the eigenstates of the interaction Hamil-
tonian [14,17]. The nature of the pointer states as well as
the decoherence time scale have been analyzed in various
cases using models that reduce, in one way or another, to
the linear QBM [15-21]. However, the role of nonlinear-
ities has yet to be explored in this context and this work
provides the basic techniques for its pursuit. This paper
presents the necessary techniques for deriving the master
equation for the nonlinear QBM problem. This equation,
which governs the evolution of the reduced density ma-
trix, has proven to be a very useful tool to study the
decoherence process. A brief analysis of the application
of our results on the calculation of the decoherence rate
will be presented in the final section. Further investiga-
tions on this and related issues are in progress.

As another motivation for our work, let us mention
that the techniques we use here could also be used to
study the ‘“‘consistent-histories” approach to quantum
mechanics [22], which received renewed attention in re-
cent years partly because of its relevance to the study of
the quantum-to-classical transition. In this formulation
one analyzes the validity of probability sum rules in the
set of possible histories (time-ordered sequences of events,
represented by projection operators) of a closed quantum
system. The decoherence functional, which gives us in-
formation about the validity of the above sum rules, can
be computed using a path-integral representation. There
are not many realistic computations of the decoherence
functional, and one of the canonical examples is, again,
given by the linear QBM. There, the environment is
coarse grained away and the decoherence functional for
the histories of the system is computed. In the case of
linear coupling at high temperatures (and simple initial
conditions), the decoherence functional for histories of a
particle consisting of sequences of projections onto posi-
tion intervals at finite number of times has recently been
computed by Dowker and Halliwell [23]. (The correc-
tions introduced in the low-temperature regime have also
been discussed in this case [24].) More recently, Gell-
Mann and Hartle [25] and Brun [26] discussed the way in
which, in the presence of nonlinear coupling, using the
decoherence-functional, effective classical equations can
be derived. These equations, containing dissipative terms
generated by the environment, are obtained by analyzing
the diagonal part of the decoherence functional that, pro-
vided the “consistency conditions” (also called “decoher-
ence conditions” by Gell-Mann and Hartle) are satisfied,
gives the probability measure in the space of histories. In
the nonlinear case, the above authors obtained both the
effective equations and the probability distribution (which
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gives information about the fluctuations around the most
probable trajectory) using a perturbative technique that
enables them to compute the Feynman-Vernon influence
functional for these models. The nonlinear models and
the perturbation techniques introduced by Brun, Gell-
Mann, and Hartle are structurally very similar to ours
(while we aimed at deriving the master equations, their
works focus on the computation of the decoherence func-
tional).

The model we study is that of a quantum Brownian os-
cillator nonlinearly coupled to a bath of harmonic oscilla-
tors. The form of the coupling is given by (2.3) (it can be
thought of as defining vertices in Feynman-diagram
language). The framework we adopt is the Feynman-
Vernon influence-functional formalism [2,27,28] and the
approach we take for nonlinear coupling is to carry out a
perturbation expansion in powers of the coupling con-
stant A (up to second order). The calculation of the
influence functional can be shown to correspond to the
computation of an average ( ---), that is defined
through a path integral and can be expressed in terms of
a set of basic two-point functions (which can be thought
as defining the propagators in Feynman-diagram
language). We introduce a set of Feynman rules to facili-
tate the perturbation calculations (with lines denoting the
propagators and circles denoting the vertices; see Figs.
1-4). The average required to compute the influence
functional is diagrammatically obtained by closing the
lines upon themselves. The method is exactly identical to
that of perturbation theory in the Schwinger-Keldysh (or
closed-time-path) [29,30] formalism, which we have ap-
plied to field theory before [8,31]. This is not surprising,
because, as we mentioned in paper I, the Feynman-
Vernon influence-functional approach is formally
equivalent to the Schwinger-Keldysh method [30].

There are three aspects of significance arising from
these calculations. (1) The derivation of the master equa-
tions for the reduced density matrix (or the equations for
the reduced Wigner function) from these influence ac-
tions for different types of nonlinear coupling. From
them, one can carry out various studies of statistical
dynamical processes such as decoherence and dissipation.
(2) The formulation of a quantum theory of multiplicative
noise [32] from the calculated form of the noise kernels.
They provide the correlators of the stochastic forces and
define the character of the colored noise for different
types of nonlinear couplings. These results can be useful
for analyzing, say, the growth of fluctuations in terms of
classical stochastic dynamics [4,5]. (3) The establishment
of a generalized fluctuation-dissipation relation [33,34]
for nonlinear couplings of the system and the bath, which
involve nonlocal dissipation and colored noise.

After treating different kinds of nonlinear couplings
with nonlocal dissipation and colored noise, we
discovered that a fluctuation-dissipation (FD) relation ex-
ists (3.12) between each I/th-order noise kernel of the
kth-order coupling and the corresponding dissipation
kernel. Except for a different temperature-dependent fac-
tor, these relations have the same form for different types
of couplings. The forms at high and zero temperatures
are identical for both linear and nonlinear couplings. The
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high-temperature limit gives the famous Callen-Welton-
Kubo relation [34]. The zero-temperature FD relation
reflects the dissipative effects of quantum fluctuations.
The generalization of such a relation to quantum fields in
the cosmological context has been anticipated before [35],
but the explicit form for the quantum Brownian-motion
problem is given for the first time here. The insensitive-
ness of the FD relation to the different system-bath cou-
plings reflects that it is a categorical relation (back reac-
tion) between the stochastic stimuli (fluctuation noise) of
the environment and the averaged response of the system
(dissipation relaxation), which has a much deeper and
broader meaning than that usually associated with partic-
ular cases or under special conditions.

In Sec. IT we derive the influence action for quadratic,
cubic, and quartic couplings. In Sec. III we discuss the
general fluctuation-dissipation relations. In Sec. IV we
derive the master equation for different cases, first for the
Markovian regime of the nonlinear QBM (Sec. IV A) and
then for the non-Markovian one (Secs. IVB and IV C).
In Sec. V we summarize our results and discuss some
qualitative features of the master equations of the non-
linear QBM. After comparing the equations obtained in
Sec. IV with the ones obtained in the linear case in paper
I, we apply them to a study of some simple aspects of the
decoherence process in the Markovian regime. Generali-
zation of this work to field theory will appear in paper 111
[12].

II. INFLUENCE FUNCTIONAL
FOR NONLINEAR COUPLINGS

Consider a Brownian particle interacting with a
thermal bath. The classical action of the Brownian parti-
cle is given by

S[x]=fozds{%M5c2—V(x)} ) 2.1)
while the environment consists of a set of harmonic oscil-
lators with the classical action

Spl{g,}1= [ ds 3 (tmugi—im,0la2) . @2)

We will assume that the action for the system-
environment interaction has the form

Siml[x,14,}1= [ ds 3 {—AC,f(x)q;]

= fo'ds S v, (x)gk, 2.3)
n

where k is an integer and v, (x)= —AC, f(x) will play the
role of a vertex function in the Feynman rules below. We
have added a new dimensionless couple constant A, which
will later be taken as a small parameter to facilitate per-
turbative expansions.

Following Feynman and Vernon [2], we introduce the
evolution operator of the reduced density matrix defined
by the relation



47 QUANTUM BROWNIAN MOTIONINA ... . IL. ... 1579

+ o0 +
p,(xf,x},t)=f_w dx; f_w dxJ,(x;,x},t|x,x{,0)p,(x;,x/,0) . (2.4)

This operator has a path-integral representation

J,(xf,x},t|x,»,xi',0)=fx_fDxf ,fDx’exp é{S[x]—S[x’]} Flx,x'], (2.5)

where

+ + + , ,
Flx,x']=TI N, wa danf_w dqm-f_w 44, {gni}> {4ni },0)
n

FCA(PRIEMENPR)

x [ q:'fDq,, f q:fDq,’ICXP

—Sb[[qr:}]—sint[x"{qr:}]) (2.6)

is the influence functional produced by the environment. In (2.6) we have already assumed that the initial density ma-
trix is factorized as a product of the (reduced) density matrix 3, of the Brownian particle and that of the bath 5, i.e.,

p(0)=p5,(0)5,(0) . @.7)

We will also assume that initially the bath is in a thermal-equilibrium state at temperature T = (k)

P69}, {90i3,0)0= TI Pn(4ni»9ni50)= TT gy lexp{ _Bﬁan;i) . (2.8)

Under the above assumptions, the influence functional can be written as

Flx,x']= ][I F.[x,x'], 2.9)

where the contribution of the nth bath oscillator is

, + + + , B Inf Ins ' i
F,[x,x']=N, f_w dq,.ffw dqm-f_w dqnipb(qnnq"i,qu_ Dg, fq,‘ Dgyexp | - {Sp[n ]+ Sin (X545 ]
_Sb[qut]——sim[x,’qr:]}
i .
ESA,,[x,x ]

=exp , (2.10)

and 84, [x,x’] is what we have called the influence action. The total influence action is

0A[x,x']= 3 8A4,[x,x']. (2.11)

Note that the normalization constant N, in (2.6) and (2.10) is chosen so that if the interaction term is zero, then the
influence functional is equal to unity and the influence action vanishes.

It is clear that for nonlinear couplings the above path integral cannot be computed exactly. However, if the coupling
constant A is small, one can compute (2.10) perturbatively in orders of A. For this purpose we introduce the influence
functional of an environment where the bath oscillators are linearly coupled to the coordinate of the system:

, + o0 + o + o0 , , 9y s ,
FVUI= [ gy [ " daw [ 4400 40009500 [, " Dy [ Daexp

i t
% [Sb[qn 1+ fods J(s)g,(s)

=Syla; 1= [ ds J'()g(s) ] ‘

7 [Jlas 79a,0~ [ s Is1g50

= <exp > , (2.12)
0

where the average (Q[q,,4, 1), of any function of the bath variables is defined as
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+ + 0 , B Inf Iny B i _ , ,
(Q[qn’qn N f dqnff dqu dqnipb(qm"qni’o)fqni an fq’:i an exXp Z{Sb[qn] Sb[qn]} Q[qn’qn] .
(2.13)
In terms of F, ,(,“, this average can also be obtained as
L) # b 1) ,
’ = — ,——— |F,[J,J (2.14)
(Qlana:10=Q | 5575~ 7 5y | o) S r—o
Using these definitions, the influence functional is related to F D by
[ .
Flxox1=(enp | 1 (Sulxoa0 1= Sulx"ai )|},
i ﬁ & A S 1) ,
= — —S. = FUlJ,J (2.15)
eXp | h Slnt X, 8J Smt X i 8]1 [ ] J=r—o0

If we expand the exponential in this equation, we obtain a perturbative expansion for the influence functional. The re-

sult, up to the second order of A, is given by

i

SAn[xrx']:{<Sint[x’qn]>0~<Sint[x’7qr’1]>0}+§
{<Smt[ rQn]Sint[x’7qr’x]>O
5 Sl 20— (Simlx',05 1))

{<(Smt['x qn] )

(<Smt[ )qn]>0)21

- (Sint[xvqn ] >O<Sint[xlyqr: ] >0]

(2.16)

Each term in (2.16) can be computed in terms of the unperturbed influence functional F \U[J,J'], which has the exact

form [29,30]

DLJ,J' 1=exp

fdslf ds,[J(s;)—
——f dslf ds,[J

(51)]

Here 7\)(s) and v{!)(s) are the dissipation and noise ker-
nels given, respectively, by

N (s)=— 2o, sinw,,s , (2.18a)

v‘,,”(s)= 2, o, Z Cos®w,s , (2.18b)
and the parameter z denotes

z=cothlffiw . (2.18¢)

We are using here a superscript (1) to indicate that the
influence functional, and the kernels are those corre-
sponding to the linear-coupling case we have already en-
countered in paper I. They act here as the unperturbed
quantities from which we construct the higher-order
nonlinear-dissipation and noise kernels.

From the known form of the unperturbed influence
functional FV[J,,J,] given by (2.17), one can easily
show that

(g,(5))o={g,(5))=0 (2.19)

] (1)(5.1

—5)[J(s5)+JT"(s5,)]
V(s —5,)[J(s5)—J"(s5)] (2.17)
[
and compute the two-point functions
(gn(51)g,(52))o=—i#i{ =9\ (s; —s,)sgn(s, —s,)
+iviD(s;—s,)} , (2.20a)
(qn(51)9,(55) o= —ifi{ +7{D(s, —5,)sgn(s, —s,)
+iV(,,1)(Sl‘—sz)} , (220b)
<Qn(51)q;(52)>o:“‘iﬁ{”'?(n”( —s H'Wm( 17820},
(2.20c)
where the sign function is sgn(s)=s /|s]|.

One can also introduce Feynman diagrams to facilitate
the perturbative calculation: Equations (2.20a)—(2.20c)
define the bath propagators, which in Fig. 1 are denoted
by a wavy line, a dashed line, and a wavy-dashed line, re-
spectively. (We reserve a solid line for system propaga-
tors if needed.) The coupling terms (vertices) v(x) and
v(x') are depicted by a solid and an open circle on the
Feynman graphs accompanied by v, and v), etc. The
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\ v’ 1
NANANNBNNNN —_— O — — NANNNS— — —
q q q’ q q q’
(a) (b) (c)

FIG. 1. Propagators for the bath variables qq, ¢’q’, and qq’
are denoted in (a), (b), and (c), respectively, by a wavy, a dashed,
and a wavy-dashed line. The vertices v and v’ are denoted by a
solid and an open circle, respectively.

subscripts 1,2 denote time sequence s,,s, in the variables.
The average ( --- ), is obtained by closing the bath-
propagator lines upon themselves. These Feynman rules
can be shown to be identical to those of the Schwinger-
Keldysh (or closed-time-path or “in-in”’) formalism [29].
The influence action is obtained by adding all the one-
particle-irreducible vacuum diagrams. For the A¢*
theory, the diagrams have been calculated before for the
construction of the coarse-grained effective action in the
in-out (Schwinger-DeWitt) [11] and the in-in (Schwinger-
Keldysh) formalisms [8,31].

In the following subsections, we discuss separately the
cases where f(x) is coupled to ¢* with k=2,3,4, i.e.,
quadratic, cubic, and quartic in the environmental coor-
dinates. The use of the Feynman rules and the perturba-
tive method is amply exemplified in the quadratic case,
for which we will also derive the master equation in Sec.
IV. Explicit forms of the influence functional for the oth-
er two cases are also derived, not so much for the illustra-
tion of the technique, as it is a straightforward extension,
but mainly for the convenience of readers who may want
to use these results directly for their particular problems.

A. Quadratic coupling

For an interaction of the form (2.3) with k=2, i.e.,
with vertex function

i
2%

where
2
C,

N (s)=4C2 VsV (s)=—2
2m,w,)

5z sin(2w,,s)

and

2
n

V() =2C2{[v () P =[N (s) 1P} = (2m, 0, )

Terms in the last set of curly brackets in (2.16) are obtained by replacing x and x’ in (2.23) [Fig. 2(d)].

{(z24+1)cos(2w,s)+(z2—1)} .

TN
/ \
‘ J
/
~o—
v v’
(a) (b)
RN - \b
vy Vo vy bvz vl’é Vg
// ~_.__ - /

(©) (d) (e)

FIG. 2. Quadratic coupling diagrams: v;,v5 denote
v(x(s;)),v{x'(s;,)), etc. (a) and (b) depict Eq. (2.22) and its
primed identical; (c) and (d) depict Egs. (2.23) and (2.25); and (e)
depicts the primed identical of (2.23).

v,(x)g;=—AC,f(x)q?, (2.21)

we find by using the above equations that the term of or-
der A in (2.16) introduces a renormalization of the poten-
tial, which is [Figs. 2(a) and 2(b)]

<Sim[x,qn]>o=fotds{—SVn(x)} , 2.22)

where

8V, (x)=8A, f(x)=#LC, v\ (0)f(x)
#LC,

n

=—2zf(x) .

2m, 0,

The contribution of terms in the second set of curly
brackets in (2.16) is nonlocal in time and given by [Fig.
2(c)]

—{((Sim[x,qn])2)0——(Sim[x,q,,])(2)}=fotdslfotdsﬁsz(x(sl)){—nﬁ,z’(sl——sz)sgn(sl-—s2)+iv(,,2)(s1—52)}f(x(s2)) ,

(2.23)

(2.24a)

(2.24b)

The (“mixed”)

terms in the third set of curly brackets in (2.16) become [Fig. 2(e)]

_é{ (Sint[x’qn ]Sint[x"qr; ] >0_. <Sint[x’qn ] >O<Sint[x’1qr’1]>0}

= [ds, [ dsahf Gels ) P sy —52) =iy =50} (x'(52)) -

(2.25)
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Adding up these contributions (diagrams a —b +c¢ +d —2e), the influence action for the quantum Brownian motion

with quadratic coupling to a general environment is, to second order in A, given by

8A[x,x']= 25A,,{x,x’]=fo’dsg—aV(x)}~f0’ds{—5V(x')}

— fotds1 f;ldszkz[f(x(sl N—F(x" (s NI Ps; —s5,)[F(x(5,))+F(x"(5,))]

+ifotds1fosxdszlz[f(x(sl))—f(x’(sl))]vm(sl—sz)[f(x(sz))—f(x’(sz))] ,  (2.26)
where

§V(x)= 8V, (x), nPs)=3 nPs), vPs)= T vP(s) 2.27)

n

are the potential shift, dissipation kernel, and noise kernel, respectively.

B. Cubic coupling
We now consider an interaction of the form (2.3) with k =3, i.e., with a vertex function [Figs. 3(a) and 3(b)],
v,(x)gi=—AC, f(x)g} . (2.28)

The one-loop terms are identically zero because the average of g with odd k vanishes (this manifests diagrammatically
in the fact that there is no way to form a one-loop closed diagram with an odd number of legs in its vertex):

(Sint[%,0,1)0= (Sinc[x",4,1)0=0 . (2.29)
For the quadratic terms in (2.16) [Figs. 3(c) and 3(d)],

S22, 80 D?o— ({ Sine[%,9, 100}

2%
=fo'dslfo’dszwf(x(sl)){—n‘,,”(sl—sz)sgn(sl—sz)ﬂvif’(sl—sz)}f(x<s2)), (2.30)
where
3#AECE )
N Ns)=— ———={(92%—3)sinw,s +(3z>+ 1)sin(30,s)} (2.31a)
202m,0,)
and
R 3#A’C
v3(s) {(z24+3)cosw,s +(922—3)cos(3w,s)} . (2.31b)

— 2
22m,w, )}

The last term is obtained by replacing x by x' in (2.30) [Figs. 3(e) and 3(f)]. The mixed term in (2.16) [Figs. 3(g) and
3(h)] is

- —;_[ <Sint[x’qn ]Sim[x’»q;; :l )0— <Sint[x7qn ] >0<Sint[xl’qr: ] >0}
= [ds, [ dsyh 2 Gels Dnsy —s3) =i s =5} fx'(s2) . @.32)

Adding these contributions, we get the following influence action up to the second order in A:

8A[x,x']=364,[x,x']

= — [[ds, [ dsy 20 G500 = £ (x5 D In sy =830 (x5 £ (x5 ))]

+i [ dsy [ s, R f (e (s)) = £ (s ) sy =50 £ (x () = £ (x (5] (2.33)

where the dissipation kernel 7®(s) and the noise kernel v*)(s) are obtained by summing (2.31) over all the oscillators of
the environment.

C. Quartic coupling
For an interaction of the form (2.3) with ¢* coupling, i.e., with a vertex function [Figs. 4(a) and 4(b)],

v,(x)gt=—AC,f(x)q} . (2.34)
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FIG. 3. Cubic coupling diagrams. FIG. 4. Quartic coupling diagrams.
The lowest-order terms introduce a renormalization of the potential
(Sine[x,9,1)0= fotdS[ —8V,(x)} , (2.35)
where
8V, (x)=8A, f(x)=4#*AC,(2m, o, )2 f(x) . (2.36)
The terms second order in A are depicted by Figs. 4(c)—4(j). The complete result for the influence action is
8A[x,x']= 3 8A4,[x,x']
t t ,
= fods{ 8V(x(s))) fods{-—éV(x (s))}
- fotdsl fo L, 2L (x (s ) — F(x (s 1@ sy —s,)[F(x(53)+ F(x"(53))]
+if0’ds1f0 Y, ML f (x(s))) = F(x" (s NIV W5y —s,)[f (x(5))— f(x"(5,0)] (2.37)
where the dissipation and noise kernels are given, respectively, by
2
7\ (s)= —24#° Lz {(2z2—1)sin2w, s + 1(z*+1)sindw,s} , (2.38a)
2m,w,)
C2
v(,,4)(s)=24ﬁ2—"—)z{%(3—1022—!—724)—{-%(3244-22—1)cos2wns+%(1+622+z4)cos4cons} . (2.38b)

2m, o,
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III. FLUCTUATION-DISSIPATION RELATION

In this section we will discuss the properties of the dis-
sipation and noise kernels for the three nonlinear-
coupling cases. We will analyze their high- and low-
temperature behavior and deduce a general fluctuation-
dissipation relation valid for all cases.

It is convenient to write the kernels %'¥)(s) in the real
part of the influence action (2.26), (2.33), and (2.37) as

n‘k)(s)=§;y(k)(s) , (3.1)

where the kernels ¥ '¥'(s) are the dissipation kernels that
will appear in the fluctuation-dissipation relations below.
By examining the explicit expressions for these kernels
given in (2.24a), (2.31a), and (2.38a), we realize that
y¥)(s) can be written as a sum of various contributions:

(k) 2 ,V(k) (3.2)

where the sum is over even (odd) values of / when k is
even (odd). To derive the explicit forms of each dissipa-
tion kernel, it is useful to define first the spectral density
functions:
202
)= 3 8lw—w, kot 2 2E10)
n

mo) (3.3)

In terms of these functions, the dissipation kernels can be
written as

yiRs)= [ 1742 Ly

0 m™ o

o)M{®(z)coslw,s , (3.4)

where M{¥)(z) are temperature-dependent factors given
by

MP(z)=0,

MP(z)=1z,

MP(z2)=3(3z2~1),

MP(z2)=1(3z2+1), (3.5)
M“”(z)=0 ,

M (2)=3z(z*—1),

MP(2)=3z(z>+1) .

Analogously, the noise kernels v'¥'(s) can also be written

as a sum of various contributions:

(k) 2 V(k) , (3.6)

where the sum runs again over even (odd) values of / for k
even (odd). The kernels v{¥)(s) can be written as

Yo d
Vﬂk):ﬁfo Twl(k)(w)N,‘k)(z)coslws , (3.7)

where the temperature-dependent factors N/ ¥(z) are
given by
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N¥(z)=3z(3z*—1),

NP (z)=1z(z*+3), (3.8)

NP (z)=L(7z*—10z*+3) ,

N (z2)=1(3z%+22-2),

N®(z)=1(z*+622+1) .

1
8
To understand the physical meaning of the noise ker-
nels of different orders, we can think of them as being as-
sociated with / independent stochastic sources that are
coupled to the Brownian particle through interaction

terms of the form

t
fods S £Rs)f(x) (3.9)
1

This type of coupling generates a stochastic force in the
associated Langevin equation:
F(k) é—(k) f

>

which corresponds to multiplicative noise [34,36]. The
stochastic sources £/%) have the probability distribution

P[§5k] N”‘)exp ——f dslfdsz ”‘)(sl)

Xvi(x,—s,) !

XEF(s,) [, (3.10)
which generates the correlation functions
(&F(s))=0,
(3.11)
(ER()ER (")) =w(s—s') .

To every stochastic source we can associate a dissipa-
tive term that is present in the real part of the influence
action. The dissipative and noise kernels are related by
generalized fluctuation-dissipation relations of the form

VP = [ ds K{P—s )y s) (3.12)
where the kernel K*'(s) is

KPs)= [ 729 1 0210 coslws (3.13)

o 7
and the temperature-dependent factor L*’ is given by
N{¥(z)
LF(z)=— . (3.14)
1\ k)(Z)

A fluctuation-dissipation relation of the form (3.12) exists
for the linear case where the temperature-dependent fac-
tor appearing in (3.13) is simply LYW=z The
fluctuation-dissipation kernels K;*' have rather compli-
cated forms except in some special cases. In the high-
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temperature limit, which is characterized by the condi-
tion kT >>#I, where I' is the cutoff frequency of the
environment, we can replace

z=coth— B‘ﬁw——»BT s (3.15)
and we obtain
2k T
LGz ——2= L (3.16)
i o
In the limit ' — + o, we get the general result
2k T
K{F(s)= ; 8(s) , (3.17)

which tells us that at high temperature there is only one
form of fluctuation-dissipation relation, which is the
famous Kubo relation [2,27]

2k, T
#

In the zero-temperature limit, characterized by z— 1, we
have

LiF(z)—1 .

(k)
Yi

(k)(

v i(s)= (s) . (3.18)

(3.19)

The fluctuation-dissipation kernel becomes k independent
and hence identical to the one for the linear-coupled case:
K(s)= f +wd—ww cosws . (3.20)

0 T

It is interesting to note that the fluctuation-dissipation
relations for the linear- and nonlinear-dissipation models
are exactly identical both in the high- and zero-
temperature limits. In other words, the fluctuation-
dissipation relation is not very sensitive to the different
system-bath couplings at both high- and zero-
temperature limits. It reflects a categorical relation (back
reaction) between the stochastic stimulation (fluctuation
noise) of the environment and the averaged response of a
system (dissipation) which has a much deeper and univer-
sal meaning than that manifested in specific cases or un-
der special conditions.

A given environment is characterized by the spectral
densities I'*(w), and it is clear that if these functions are
appropriately chosen, the form of the noise and dissipa-
tion kernels can be simplified considerably. For example,
if the spectral density is

I'"(w)~w*, (3.21)

the noise and dissipation kernels become local kernels in
the high-temperature limit. In that case we have

yR(s)~ (kg T)k ~18(s) (3.22)

and

WR(s)~ (kg T)*8(s) . (3.23)

Note that (3.22) depends upon the temperature and will
produce a temperature-dependent friction term in the
effective equations of motion. On the other hand, if the
spectral density is the same linear function for all (k),

I'(0)~o , (3.24)
the dissipation kernel becomes local in the low-
temperature limit,

kb ~8(s), (3.25)

but the noise remains colored because of the nontrivial
fluctuation-dissipation relation (3.12).

A peculiarity of our results is that the noise sources
EP(s) and é‘“’ s) given by (3.11) have no dissipation
counterparts (y?’=y{"=0), and there is no way to form
any kind of fluctuation-dissipation relation. In these
cases the noise correlation function is constant, which
means that the Fourier transform of £2%(w) is a random
variable with a white-noise correlation function: i.e.,

(66(@)) =0,

(3.26)
(§Bk)(w1)§(k)(w2)>§(k 'Vfa(wl_a)z) .
It is also worth noting that £¥)(s) vanishes in the low-
temperature limit.

IV. QUANTUM MASTER EQUATION

In this section we derive the quantum master equation
for three special cases that belong to those classes of
models we have described above. We analyze first the
case in which the dissipation and noise kernels are local.
In this limit we can derive a master equation without as-
suming any particular form for the function f(x) in the
interaction term between the system and bath [see Eq.
(2.3)]. The second case we analyze corresponds to a cou-
pling that is linear in the system [i.e., f(x)=x] but non-
linear in the environment coordinates. For an arbitrary
spectral density, this will produce nonlocal dissipation
and colored noise. We finally analyze the case in which
the coupling is quadratic in the system, i.e., flx)=x2,
and nonlinear in the bath. The techniques we use to
derive the master equations are based on the path-
integral representation of the evolution operator given in
(2.5) and are similar to what was derived in paper I.
Their use is, however, not limited to the cases discussed
here since they can be generalized to treat more general
couplings or higher orders in perturbation theory.

A. Local-dissipation and white-noise regime

As we have seen from the above, the dissipation and
noise kernels become local in the high-temperature re-
gime if the spectral density of the environment satisfies
the condition (3.21). To be more specific, we will assume
that the spectral density can be written as

k—1

Io)=yw , 4.1)

L
A

where ¥ is going to play the role of the damping rate and
A is a frequency scale associated with the environment
(note that the dimensionless constant A’ has been ab-
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sorbed into y,). Thus the above is just the typical spec-
tral density of a supra-Ohmic environment. In paper I
we studied linear models with generic spectral densities
(including supra-Ohmic). It is worth noting that, for the
linear case, the noise and dissipation kernels become
purely local [satisfying (3.22) and (3.23)] only for the
J

A[x,x']=S[x]—S[x']+8A4[x,x"]

t 1 . ’ ’
=f0ds{5x2 ,en(x)——x 24V en(x")
k—1

[fx)—f(x")]

kg
fiA

—2y,

where we introduced the renormalized potential
Vien=V +8V with the counterterm 8V given in (2.22)
and (2.35). We also nelglected as an approximation) the
effect of the kernels v for even values of k (note that
these kernels vanish at low temperatures but not at high
temperatures).

In this case the master equation can be derived from
the path integral by using standard techniques (see, e.g.,
[1,27,28]). We give an alternative and simpler derivation
of this equation based on the following observation. The
effective action (4.2) can be regarded as the action of a
quantum-mechanical problem with two degrees of free-
dom x and x’, one of which (x’) has a negative kinetic en-
ergy. The potential terms contain velocity-dependent in-
teractions such as that between a charged particle and an
electromagnetic field. Therefore one can associate a
Schridinger equation to the evolution operator in (2.4).
In this equation the reduced density matrix plays the role
of the “wave function” and the “effective Hamiltonian”
is the one associated with the effective action (4.2):

iﬁg;p,(x,x',t)Zﬁp(x,x')p,(x,x',t) : (4.3)
where
A, (x,x")=H e (x) = H o (x")
—itiyo |2 k l[f(x)—f(x’)]
HA
x of(x) & 9df(x') a
ox dx ax’ ox’
k-1
—iy, ’;”AT Zk;T [fx)—f(x)]?
(4.4)
where the renormalized Hamiltonian is H ., (x)

=(—#%/2)32+ V,,(x). The last two terms are responsi-
ble for friction and diffusion, respectively, and are related
by the fluctuation-dissipation relations. Their effect can
also be appreciated by analyzing the equation for the

f(x) ., 3f(x
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Ohmic environment in the high-temperature regime. By
contrast, to get a local influence functional with non-
linear coupling, we must consider supra-Ohmic environ-
ments. To obtain the effective action that appears in the
propagator (2.5), we can use Egs. (2.26), (2.33), and (2.37)
for k =2,3,4, respectively, and write

|

axxa

] ) (4.2)

Wigner function W(X,p,t), which is defined as

A A i
X——,X+—= —
X 2,t pA

W(X,p,t)=f_+°°dAp, exp |

4.5)

In fact, from (4.3) we can derive the Wigner equation,
which is, in general, of the Krammers-Moyal form
[32,36] since, because of the nonlinearities, it contains
higher-derivative terms. The generic form of this equa-
tion will be written in the final section. Here, we will just
consider a specific case, i.e., for an anharmonic oscillator
with the potential

V(x)=103x>+Cx* (4.6)
and a biquadratic coupling in the system and bath coordi-
nates, i.e.,

Sint[%,9,] f ds{—AC,x%q?} . 4.7
Then the counterterm 8V is
8V (x)=180%x2+8Cx* (4.8)

which contains a frequency shift and a coupling-constant
renormalization given by

+o dw TAC(w)
80 =14 — —_— .
[, T @) T (4.9)
8C=—y,6(0) . (4.10)
In this case the Wigner equation is
2 Y 3
a —{H...,W}ps _ A ren O°W
at 4 ax3 9p3
9 # 9
2y X— —_—
7/OXE)p X 4 90X dp
82
+2kBTyOX2—a—~2—W : (4.11)
/4

The above equation has two terms with third deriva-
tives, both originating from nonlinearities. The first one
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can be associated with the nonlinear potential V. In
fact, the first two terms on the right-hand side of (4.11)
give the usual Wigner equation of an isolated anharmonic
oscillator. The new term with third derivatives originates
from the nonlinearity in the friction term of the master
equation. Indeed, it can be shown that the nonlinear fric-
tion term in the master equation (4.3) always generates a
term with an odd number of derivatives in the Wigner
equation (and a cross derivative). Equation (4.11) also
contains a “normal” friction term (with a single p deriva-
tive) and a “normal” diffusion term (the last one); both
are different from the ones obtained in paper I for the
linear case. In fact, the diffusion and friction coefficients
appearing in (4.11) are position dependent (both of them
are proportional to X2). This is clearly an effect associat-
ed with the multiplicative noise produced by the non-
linear nature of the coupling. Furthermore, one can see
that, as a consequence of the fluctuation-dissipation rela-
tion, the dissipation and diffusion coefficients are simply
related by a factor 2k, T.

The third derivative terms are of order #> and can be
therefore considered (in some sense) as quantum correc-
tions. When these terms are neglected, the Wigner equa-
tion (now semiclassical) becomes one of the Fokker-
Planck type and has the equilibrium distribution function

Wo(X,p,t)~exp[ —B{ip2+V n(X)}] (4.12)

J

as an asymptotic solution. Thus Eq. (4.11) describes the
process of relaxation to equilibrium under the influence
of nonlinear dissipation and diffusion.

B. Nonlinear dissipation and colored noise for f(x)=x

The model analyzed in Sec. IV A illustrates the nature
of the Markovian regime of the nonlinear QBM. We will
now examine the simplest example with non-Markovian
features. Consider the cases where the nonlinearities are
restricted to the environment variables g,; i.e., assume
that the coupling is linear in the system variables, i.e.,
f(x)=x, and that the potential is harmonic:

Vix)=10%?. (4.13)

It is easy to realize that this case, to the order of ap-
proximation that we are using here, is very similar to the
one discussed in paper I in which S, ,=A | ds C,xgq, [i.e.,
k=1 in (2.3)]. In fact, using the perturbative approach
discussed in Sec. II, we obtain an influence functional
that has the same form as the one used in paper I. The
only difference is that here the dissipation and noise ker-
nels are more complicated. However, since in paper I we
derived a master equation that is valid for noise and dissi-
pation kernels of arbitrary form, that result also applies
here. Therefore, for any order of k but small A, the mas-
ter equation is given by

., 0 ;o # | 92 3?2 | P , . | 9 d ,
zh?)?p,(x,x ,1)= {—7 Tl 3’ +Eﬂren(x —x"?) tp,(x,x",t)—iAT(£)(x —x") A ax’ px,x',t)
—iT(OR()(x —x"Pp, (x,x", 1) HAT(2)f(£)(x —x") B_x+% p,(x,x",1) (4.14)
[
where with the boundary conditions
u(s=0)=1=u,(s=t),
(4.18)
()= dl(t) , (4.152) ul(s=t)=0=u2(s=0) .
24,(2) . L
An obvious solution is
80%(t)=d,(t)—2(t)u,(t) , (4.15b) sinQy(t —s)
¢ (s):—_
e,(t) U :
flny=—2 (4.15¢) sinflot @19
2I(1)1,(0) sinQgs '
e (t) uals)= sinQg
h(t)=u,(2)f(t)+ T , (4.15d)
(2) Therefore the coefficients appearing in (4.14) can be ex-
and plicitly written as
t
d;()=2 [ ds n'™(t —s)u(s), (4.16a)
{ 0o 80%n=2 ’ds—aa—y‘m>(s)cosﬂs , (4.20a)
e(0= [ ds V'™t =5)uls) . (4.16b) ) 0 Sa
—_ 1 .9 m .
In the above formulas (4.15), we only retained terms up I'(z) Q fo ds ds ¥ " {s)sinQs (4.20b)
to order A%. In the same spirit, the elementary functions 1 .
u,(s) and u,(s) satisfy a simple equation T()f()= Y fo ds v\™(s)sinQs , (4.20c)
dZ
— i) T Qui()=0, 4.17) C(Oh(n= [ 'ds v'™(s)cosQs . (4.20d)
0

ds
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We conclude that in this case the master equation is
identical to that of linear QBM and that the nonlineari-
ties in the environment do not induce nonlinear behavior
in the system (to the order of approximation we are using
here). It is worth noting that the effect of the nonlocal
dissipation and colored noise is to introduce time-
dependent coefficients in the master equation and also to
introduce a new ‘“‘anomalous” diffusion term [the last one
in (4.14)].

C. Nonlocal dissipation
and colored noise for quadratic coupling cases f =x2

We will now turn our attention to the analysis of a
nonlinear case [f(x)=x2] that also exhibits non-
Markovian behavior. We assume that the Brownian par-

]

ticle is an anharmonic oscillator described by (4.6) and
that the system is coupled to the bath biquadratically as
in (4.7). We will not make any assumption about the na-
ture of the spectral density of the environment. There-
fore the noise and dissipation kernels will be left arbi-
trary. The derivation of the master equation is very simi-
lar to what we presented in paper I for the linear case. It
can be viewed as a generalization of (4.3) to the non-
Markovian regime or, equivalently, a generalization of
(4.14) to the truly nonlinear case. Thus one expects the
master equation to differ from (4.3) by the existence of
time-dependent coefficients and new “anomalous”
diffusion terms [one of which should generalize the last
term in (4.14)].

Consider the operator that propagates the reduced
density matrix from the initial instant to time ¢t +dt. The
path integral can be decomposed in two pieces:

(t+dt;xf,xf') . ,
f , Dx Dx'exp(iA[x,x'])
(0;x;,%;)
+w +w (t+dt;xp,x 1)
= D~ = ) ~’~I
fﬁw mf mf“x’x ) X DX’ exp(iA[X,X'])
(t;xm,x )
Xf(o ; Dx Dx exp(i A[X, ])exp(zA [x,x.,%,x']), 4.21)

X X

where the histories X(7) and X(7) are functions defined, respectively, on the (0,#) and (¢,¢ +d¢) intervals satisfying the

boundary conditions X(0)=x,, X(t)=x

m =X(1), and X (¢t +dt)=

=xy. In the limit dt —O0, the path integral over (X,X’) is

proportional to the value of the integrand evaluated on the ‘““straight-line histories” defined by

—t

X(s)= dt

With this, one can show that

~ 2
Alx,x"]= 2dtB 2dt

and write the mixed part of the action as

A[%,%;%,%'] ~—dtf ds J5(s)[x2(s)+x"Xs)

———/32——dt V(xz)+dt V(x})+O0(dt)

]—i—idtfotds JA(s)[XXs)—%

(4.22)

(4.23)

Xs)]+0W(dt)?), (4.24)

where the two sources are of order A2 since they are proportional to the noise and dissipation kernels:

Js(s)=(xf—x '™t —s)+0(dt) ,

Jals)=(xf—x "t —s)+0(dt) .

(4.25a)
(4.25b)

A simple manipulation allows us to reorganize Eq. (4.21) as follows:

J (X, %0t +dt|x;,x/], )~(ﬁdt)Kf

dBf

XTI (X s X5t 1X;5%7,0)

where we have introduced the average

(x4s))o= Nf Dxf Dx x2(s)exp A[x,X']

i
#i

l—dté[V(xf)—V(x})]+dtéfotdsJ2 S(EXs) Do+ (X72s5) Vo]

fdsJA N{E25))o—(X"Hs)), }exp %[Bﬁ—ﬁf]}

(4.26)

(4.27)
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Using the above results, we can obtain the following differential equation for the propagator:

., 0 ) VoA , t - —
tﬁgt—J,(xf,xf,ﬂxi,xi,O)— Bren(X)—h on(x )—szodsJ;_(s)[(xz(s))o+(x %(s))0]

—iszotds Ta(){X2$) o= (X H5) Do) [I,(xp,x 811, %],0) (4.28)

where the renormalized Hamiltonian £, is constructed using the renormalized frequency Q2 defined in (4.9) and the

original coupling constant C.
As the third term (dissipation) and the fourth term (noise) on the right-hand side of (4.28) are of order A%, we can cal-
culate {X%(s)), using (4.27) with the “free” action

Solx]= folds{%fcz—%ﬂfxz} (4.29)

and neglect both 6 4 (x,x’) and the anharmonicity of the potential that are of order A.
The calculation of {X?), is done straightforwardly by expanding the path X around the classical trajectories given by

(s)= sin{)y(t —s) sinQ), s (4.30)
YT TG, sinQr '
In fact, writing
X(s)=xy4(s)+y(s), (4.31)
we get
0 .
<f2(s))0=N’foDy[xcl(sH—y(s)]zexp é—So[y] =x2(s)+iQ(s) , 4.32)
where
(5)=# sin),s sin(},(z —s)
Qls)= Q,sinQ, ¢ ) 4.33)
Using these results, Eq. (4.29) becomes
. a ’ ’ . ’
lﬁ—E)?J,(xf,xf,t|xi,xi,0): lhren(x)—h,en(x')—t(x}-—xfz)fotds VOt —s)[x2(s)—x2(s)+2iQ(s)]
—(xfz—x}z)fotds 70t —s)[ x4 (s)+x3(s)] IJ(xf,xf',tlx,-,x,-',O) . (4.34)

Our last step is to eliminate the dependence on the initial points x; and x; that enter (4.34) through x(s) and x [ (s).
This can be easily done by showing that the free propagator, defined as

’ ’ xf xj" ’ ] ’
Jo(xf,xf,t|x,-,xi,0)=fx> Dx fx, Dx'exp é[SO[x]-—SO[x 11, (4.35)
satisfies the identities
, , sin{},(z —s) 9
xa(s)Wolxp,xp,tx;,%/,0)= {cosQ, (1 —s)x ,+ ifi Jolxpxp,t]x;,x/,0) (4.36)
Qr aXf
and
, , , ,  sinQ,(t —s) d
xa(sWolxs,xf,t|x;,x/,0)= {cosQ,(r —s)x;— i ~ Jolxpxp,tlx;,x/,0) . 4.37)
Qr aXf
Using these relations in (4.34), one finally obtains the master equation
. d ’ £y '
1ﬁ—a?p,(x,x 1)=H,(x,x',t)p,(x,x",t), (4.38)

where the time-dependent ‘“Hamiltonian” is



1590

B. L. HU, JUAN PABLO PAZ, AND YUHONG ZHANG 47

o ? . ’ a
A (x,x',t)=H, . (x)—H, (x")—ib(t)(x*—x"?—a,(t)(x?*—x")i#i |x——x ——,]
p n ren 5] ox
. 2y d , O 1 avig2 |0 0’
—ib,y(t)(x2—x"?)i# xa—x'f-x i’ —a,(t)x*—x"*)i#) [gx—z+ ax
9? 9’
. 12\( s 4\2 _
—iby(s)(x2—x"?)(i#) ox? o J (4.39)
I
and the effective Hamiltonian ﬁren(x) is defined as by(t)= 2(12 fotds V(s)sin202, 5 . (4.42¢)
N . ﬁZ aZ l~2 ) _ . r
ren(X) = 2 ax? + ) Q(x"+C (0x7, 4.40) In deriving Eq. (4.38), we did not make any assumption
. . . about the nature of the spectral density of the environ-
with renormalized parameters given by ment. We can easily show that if the spectral density and
QU =02+803(1)=Q%+ 560} +6Q%1) , (4.41a)  the temperature are such that the dissipation and noise
kernels become local, then the master equation (4.38)
C.(1)=Cy—a,(1), (4.41b)  reduces to Eq. (4.4) that was derived in the local approxi-
mation. In fact, if
6= A -
80,(1)= Q fods D(s) |cosQ,s sin{),s n(s)~§s-8(s) ’ (4.432)
sinf},s sin{},.(t —s) v(s)~8(s) , (4.43b)
sin{),.¢
4.41¢) one can show that
The time-dependent coefficients b; and ¢; in (4.39) are ay()~y kgT b (6)~ 2k1gT77 kyT
defined as 2 ol aa |7 ! o0 AA |
‘ 5 (4.44)
a}(t):fods n(s)cos’Q,s , (4.42a) a ()=a(1)=b,(1)=b,(1)=8w(1)=0 .
1 .
az(t)zﬁ fotds 7(s)sin2Q,s , (4.42b) Note that the time-dependent coefficients b; and c; are
r very similar to those defined in paper I in the general
_ 1 pe . 2 equation for the linear case. In fact, Eq. (4.39) also ap-
a3(1) 0?2 f 0 ds m(s)sin’@2,s (4.42c) plies to weak nonlinear-dissipation cases.
. Finally, using Eq. (4.39), one can easily derive the
bl(t):Q%b3(t)= fods 'V(S)COSZQrS N (442d) Wigner equation
|
)/ 4 w2 Ve FW ) s , W
—={H___,Wlpg— — +2a,(t)X— | Xp+— W +4#4b, ()X
¢ { ren }PB 4! aX3 ap3 2 ap 4 ax azp 1 ap2
3*wW 0 9 d d 2 o 0
—4 X +2hb, () X— | X————p | W—a;()X— |4p"—H"—— |W . (4.45)
ibs (1) dX dp 2(0) p X 3 dp P oXx?

The terms that contain third-order derivatives are quan-
tum corrections since they are of order #. In the classi-
cal limit, the Wigner equation (4.45) again becomes the
Fokker-Planck equation.

V. DISCUSSION

The master equation is a very useful tool for studying
many important physical problems. We shall mention a
few properties of the master equation obtained here for

f
nonlinear QBM and compare them with the results of the
linear case.

The Markovian regime of linear QBM corresponds to
an environment with an Ohmic spectral density [i.e.,
I(w) < w] in the high-temperature limit. It is only under
such conditions that the noise and dissipation kernels
[v(s) and y(s)] become proportional to the & function
and the influence functional becomes local in time. In
that regime the master equation was shown to be (see
[27))



iﬁp(x,x',t )= [Hren(x)—Hren(x')

2k, T
#

2

—ivg (x—x")

9

__ﬁ p——— - =
ifiyo(x —x') 3%  3x’

plx,x’',t) .

(5.1)
This equation contains a diffusion and a friction term (the

|

k—1
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second and third lines respectively) that are simply relat-
ed by the fluctuation-dissipation relation.

In the first example of Sec. IV, we analyzed the
Markovian regime of nonlinear QBM and obtained the
nonlinear generalization of Eq. (5.1). As a first remark, it
is worth stressing that, in the nonlinear case, the Markov-
ian regime corresponds always to a supra-Ohmic environ-
ment [see (4.1) and note that the spectral coefficient is
fixed by the degree of nonlinearity] in the high-
temperature limit. In this limit the form of the resulting
master equation is rather similar to (5.1) [see (4.14)] since
it reads

i#ip(x,x",t)= |H, (x)—H, (x")—i ks T 2k T )2
nplx,x, ren\ X ren\X* Yo #A % [f(x) f(x )]
kpT |7 af(x) 8 _ aflx") d
. B , X . X ’
Yo #AA LfG=f(x] dx 9dx ox’ 9x’ plx,x",t) 52
—

The information about the coupling between the system
and environment enters (5.2) in two different ways. On
the one hand, the integer k is the degree of nonlinearity
in the environment coordinates. We see that a higher
nonlinearity introduces more temperature dependence
both in the friction and diffusion terms. On the other
hand, the unspecified function f(x) in (5.2) indicates how
the system’s coordinates appear in the coupling term.
Obviously, (5.2) reduces to (5.1) in the linear case k=1
and f (x)=x. The master equation for the Markovian re-
gime of nonlinear QBM has friction and diffusion terms
that are related by the nonlinear fluctuation dissipation
relations (FDR’s). As in the case of high temperatures,
the nonlinear FDR’s are equivalent to the linear ones; the
friction and diffusion terms in (5.2) turn out to be simply
related by a factor of kpT.

The properties of the master equation in the non-
Markovian regime for linear QBM have been studied by
many for years. However, the most general result was
found only recently. It was shown (in paper I) that the
non-Markovian regime of linear QBM is described by a
local master equation which is similar in form to (5.1). It
differs from (5.1) only in the time-dependent friction and
diffusion coefficients and an extra “anomalous diffusion”
term proportional to (x —x’)(3, +9,). In the last two
examples of Sec. IV, we discussed the non-Markovian re-
gime of nonlinear QBM and found the nonlinear generali-
zation of the master equation obtained in paper I. We
first analyzed the simple case for which the coupling is
linear in the system [i.e., f(x)=x] and showed that in
this case the master equation does not differ from the one
we obtained in paper I for the linear case [see (4.14)].
Thus, to the order of approximation we are working here
(second order in the coupling constant), the nonlinearities
in the environment do not induce nonlinear behavior in

the system (this effect does manifest in the higher orders).
This property is independent of the spectral density of
the environment or other details of the model (such as the
temperature of the environment, for example) and there-
fore goes well beyond the Markovian regime. In the last
example of Sec. IV, we analyzed an example of the most
general case: The spectral density is general (thus in the
non-Markovian regime), and the coupling is nonlinear in
the system’s coordinates. In that case we obtained a mas-
ter equation that generalizes the one we found in paper I.
It is also a generalization of (5.2) that describes the Mar-
kovian regime of nonlinear QBM. In fact, the non-
Markovian equation differs from (5.2) in that it has time-
dependent coefficients and some extra ‘‘anomalous
diffusion terms” [see (4.38) and (4.39)]. In this case there
are three anomalous diffusion terms. One is proportional
to

[f(X)=f(xD]f(x)0, +f"(x"),],

which is a natural nonlinear generalization of the anoma-
lous diffusion term obtained in the linear case. The two
other terms proportional to

[f )= fe)ILf (x££ "(x")3%]

are entirely generated by the nonlinearity since they iden-
tically vanish for the linear case. The effects of these new
terms will be analyzed elsewhere.

Let us now discuss some of the effects produced by
these nonlinear master equations. For simplicity, we will
restrict ourselves to analyzing the Markovian equation
(5.2) in the study of the decoherence process. For this
purpose it is convenient to use the Wigner equation asso-
ciated with (5.2). In fact, for a general coupling, this
equation reads
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)IVrZIII+l)

o #2H(—
W:{Hren’W PB+ 2 aZI+1W

@

k—1
o (2j—2m+1) 2 0(2m +2)
2y, |2 az;+1 2 S f2m D) #nf 8,3,
#A = o 2mU2j—2m+1)! 42m +1)
kT |57 w (2j—2m+1) p(2m +1)
+7/0 b E (— ﬁ2)1821+2 2 f f , (5.3)
#AA Adb =0 Cm+1)N2j—2m+ 1)
[
where A%, =#/2MkyT is the thermal de Broglie wave- kT Ax 2
length. Here, a superscript on f denotes the order of 4, | _,=—y, b7 Aax
derivatives with respect to its argument. The first line of A Aap
the above Wigner equation corresponds to the unitary ( )
. . . . 2j—=2m+1) m +
evolution generated by the renormalized Hamiltonian. x 2 (Ax )Y 2 f f

The nonlinearities in the potential V., generate the
higher-derivative terms. Terms in the second line origi-
nate from the nonlinear friction terms in the master equa-
tion (5.2). They contain higher-odd-order and mixed
derivatives that are generated by the nonlinearities car-
ried in f(x). Terms in the last line contain an even num-
ber of derivatives with respect to the momentum variable
and describe the effect of diffusion.

To study decoherence we will analyze the decay of the
interference term between two Gaussian packets. This
problem was extensively analyzed for linear QBM in [20].
We will assume that the wave function of the system is a
superposition of two Gaussian wave packets ¥, and ¥,
whose mean values are {x ) =xy+Ax and {p)=0. The
initial Wigner function can be shown to be the sum of
two direct terms (W, and W,) and an interference term
(Win). The interference term is oscillatory and nonposi-
tive definite. In fact, at the initial time, it can be written
as

p Ax

Wint(x’p)zz[ Wl(X,P)Wz ’P)]l/z (54)

At large times the nonlinearities will destroy the Gauss-
ian nature of the wave packets and the Gaussian ansatz
will become invalid. However, at times very short com-
pared to the dynamical time scales, the Gaussian ansatz
is still adequate. As a measure of the effectiveness of
decoherence, we will use the one proposed in [20], which
is the peak-to-peak ratio between the interference and
direct terms in the Wigner function:

W

int | peak

A, In (5.5)

" PA Wl |peak WZ lpeak)l/2

It is possible to show that, assuming the Gaussian ansatz
and using the Wigner equation, only the diffusion terms
[the third line of (5.3)] directly contribute to the variation
of A4;,. In fact, the time derivative of A4,,, initially turns
out to be

f= (2m +1)N2j —2m +1)

(5.6

This equation has to be compared with the result in the
linear QBM case (see [20]), which is simply given by

Ax

(5.7
de

Aint|z=0:

The right-hand sides of Egs. (5.6) and (5.7) determine the
initial coherence rate, which in the linear regime is
directly proportional to (Ax)? and independent of x,.
The role of nonlinearities is again twofold. On the one
hand, the nonlinearities in the environment coordinates
(determined by the integer k) introduce further tempera-
ture dependence of the decoherence rate. On the other
hand, the nonlinearities carried by f(x) make the depen-
dence of the decoherence rate on Ax? deviate from the
linear one obtained in (5.7). In fact, for large values of
the separation between the superposing wave packets,
nonlinear effects can dominate and the rate may substan-
tially increase beyond the values obtained in the linear re-
gime. Some effects of the nonlinear diffusion terms ap-
pearing in the Markovian equations (5.2) and (5.3) have
previously been studied by Habib [37].

Another feature of our results is also evident from Eq.
(5.6). The decoherence rate not only depends nontrivially
upon the distance between the centers of the two Gauss-
ian wave packets (Ax?), but also depends upon the value
of x, itself (the central point between the two packets,
which coincides with the mean value of the position in
the initial state). This dependence resides in the deriva-
tives of the function f (x) in (5.6) since they are evaluated
at xo. As a consequence of the x, dependence, the spatial
homogeneity of the result is lost in the nonlinear case.
This is not surprising since it is just a consequence of the
multiplicative nature of the noise in the nonlinear regime.
Thus the stochastic force the system is interacting with
does depend on the position of the system and therefore
decoherence (and any other physical effect) is expected to
carry this dependence too. This inhomogeneity induced
by the interaction with the environment may be a desir-
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able feature of the result (in fact, physical examples of
systems that interact with a multiplicative noise are well
known; see [36]), but one may also wonder if it is possible
to construct models in which the interaction is nonlinear
but the homogeneity is preserved. There are indeed such
models. To end our discussion, let us mention just such
an example of a nonlinear but homogeneous model —that
of a particle (the system) interacting with a field (the envi-
ronment). For simplicity, we consider a scalar field ¢(r,?)
in one dimension, with a local interaction action (in the
sense that the interaction Lagrangian is proportional to
the field evaluated in the position of the particle) of the
form

_J

Sin=A [ dt dg ¢(q,1)8(g —x(1))

= [dt g(x,1) . (5.8)

This model can be thought of as a local generalization of
the one considered by Unruh and Zurek [19]. In fact, if
we use a ““dipole” approximation and expand the action
(5.8) for small values of x, we recover the results of Un-
ruh and Zurek in the first nontrivial order. If we assume
that the state of the environment is homogeneous
(thermal equilibrium, for example), the influence func-
tional can be computed exactly [38,39]. The imaginary
part of the influence action turns out to be

2 [e2]
Im6A[x,x’]=—)”Tf0 i—gfotds fotds’cosa)(s—s’){cosw[x(s)—x(s’)]+cosa)[x’(x)—x’(s’)]

—2cosw[x(s)—x'(s")]} .

(5.9)

From this expression one can immediately realize that although the interaction is highly nonlinear it does not introduce
inhomogeneity. In fact, in contradistinction to what happens in the examples discussed in this paper, the influence
functional (5.9) is invariant under translations of the form x —x +a. The behavior of the decoherence rate for this
model is under study, but preliminary results obtained by Gallis [38] show that the dependence upon the separation Ax
is nontrivial and that the rate saturates for large values of Ax. Detailed analysis of the above nonlinear models and the
properties of their master equations in the description of various physical problems of current interest will be presented
elsewhere.
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