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#### Abstract

In high-energy collisions, the soft $p_{T}$ spectra for produced mesons contain information on the motion of the quarks and antiquarks which form these mesons. We extract this information in the context of the flux-tube model with Schwinger's mechanism for particle production. We solve the Dirac equation for quarks (and antiquarks) inside a flux tube, described as an infinitely long cylinder of radius $r_{0}$, with a uniform electric field $\kappa$ inside it. We calculate the production rate of quarks, antiquarks, and pions as a function of $p_{T}$. We study first a sharp transverse boundary, and find that the result deviates from the experimental soft $p_{T}$ spectra, with its characteristic exponential fall. We therefore introduce a scalar potential which varies smoothly in the radial direction. With simplifying assumptions we show how the experimental $p_{T}$ spectra of pions, created in $p-p$ collisions, determine the transverse wave function and the scalar potential that would produce it. The classical turning point for this potential is of the order of 0.6 fm . However, the potential flattens out considerably beyond that point. The wave function decays as $r^{-3 / 2}$ and there appears to be a considerable excursion of the quark into regions far beyond the classical turning point.


PACS number(s): 13.85.Ni, 12.40.Aa, 25.75.+r

## I. INTRODUCTION

In the process of particle production, the origin of the transverse momentum distribution for soft particles ( $p_{T} \lesssim 2.5 \mathrm{GeV} / c$ ) remains one of the unsolved puzzles. In the simple model of the Schwinger mechanism [1,2], one often assumes capacitor plates which have an infinite extension in the transverse directions [3,4]. The produced quarks and antiquarks have a transverse momentum $p_{T}$ and hence a transverse mass $m_{T}=\sqrt{m_{0}^{2}+p_{T}^{2}}$, where $m_{0}$ is the rest mass of the quark. Thus, the transverse momentum acts as a mass which has to tunnel through a barrier in the longitudinal direction to lead to the production of $q \bar{q}$ pairs $[1,3]$. The produced $q$ 's will later combine with $\vec{q}$ 's to form the observed mesons. The tunneling of the transverse mass gives rise to a probability distribution for the transverse momentum of the quarks in the form

$$
\begin{equation*}
\exp \left[-\pi\left(p_{T}^{2}+m_{0}^{2}\right) / \kappa\right] \tag{1.1}
\end{equation*}
$$

Although the root-mean-squared value of the transverse momentum of the observed pions ( $\sim 0.37 \mathrm{GeV} / c$ ) is approximately consistent with a simple estimate from Eq. (1.1) $[(\sqrt{2 \kappa / \pi}) \sim 0.35 \mathrm{GeV} / c]$ with a string tension of $\kappa=1 \mathrm{GeV} / \mathrm{fm}$, there are many conceptual problems with such an explanation. First, the observed distribution [5,6] is better described in terms of an exponential function $\exp \left(-p_{T} / T\right)$ or $\exp \left(-m_{T} / T\right)$. This differs from the Gaussian shape (1.1) expected from infinite parallel plates. Second, the concept of confinement suggests a color electric flux in a limited region in the transverse direction, so the treatment of two parallel plates of infinite extension is not appropriate. The effects of a transverse boundary have been studied by Martin and Vautherin [7]. Using the Schwinger proper time method
and the Balian-Bloch multiple reflection expansion of Green's functions, they calculated the pair production in a unified electric field confined in a limited volume in space. Their result, however, is for the overall production rate, excluding the detailed momentum profile.

The transverse momentum distribution of the produced particles has well been reviewed [6]. In several papers, the confining radial potential is taken to be that of the MIT bag model, or an equivalent boundary condition. Pavel and Brink [8] have solved the Dirac equation by separating it into longitudinal and transverse components. Although they introduced a spatially dependent mass term, it was applied to a square well with a sharp boundary. In their work, and also in the work of Schönfeld et al. [9] and Sailer et al. [10], they had a boundary condition that gave a particle distribution of oscillating Bessel functions of the transverse momentum. The absence of such oscillations in experimental data [ 5,6$]$ raises the question of whether a bag model description for the transverse direction is realistic or not.

It is clear from the outset that the $p_{T}$ spectra of soft particles reveal the motion of the produced particles in the transverse degrees of freedom. This distribution can be used to provide information on the motion of the constituents of the mesons. Let us assume that the observed mesons, such as pions, come from the combination of a quark and an antiquark. If so, the distribution of the observed pion comes from the convolution of the momentum of the quark with that of the antiquark. In this paper, we show that the $q \bar{q}$ pairs are produced mainly in their ground state of their transverse degrees of freedom. Assuming they stay in that state, the $p_{T}$ spectra of pions provide direct information on the transverse momentum distribution of $q$ and $\bar{q}$. From this information, we can infer the shape of the effective potential that the quark and the antiquark experience during the process of their

The Flux Tube


FIG. 1. Schematic picture of the flux tube, as a cylinder of length $L$ and radius $r_{0}$. Inside there is a uniform field $\kappa$. Outside the field is zero.
production.
We carry out such a program with the soft $p_{T}$ spectra for nucleon-nucleon collisions and find the shape of the effective potential for the quark and antiquark. Not surprisingly, the potential one extracts rise sharply in the region inside the "flux tube." The classical turning point for the quark is of the order of 0.6 fm . The motion to the region beyond the classical turning point is, however, considerable, as the effective potential flattens out at large values of transverse distances, and the height of the potential above the effective energy of the quark is not large. In the radial cylindrical coordinate $r$, the wave function goes like $r^{-3 / 2}$ for large $r$.

In our model the flux-tube is described as a cylinder of length $L$ and of radius $r_{0}$, with a uniform electric field $\kappa$ inside it and zero everywhere outside (see Fig. 1). In the next section we define the problem, and apply the separation of the Dirac equation into longitudinal and transverse components, as shown by Pavel and Brink [8]. The longitudinal equation is the same equation as for the one-dimensional problem of two infinite capacitor plates, previously solved by Wang and Wong [4]. In this paper, we are interested in the transverse direction only. In Sec. III we study the radial equation with a square well potential, given by a small mass inside the tube and an infinite mass outside it. Such a potential leads to a boundary condition equivalent to the one given by the MIT bag model. We show that this result does not agree with the experimental $p_{T}$ spectra. In Sec. IV we allow the scalar potential to vary smoothly with the radial coordinate $m=m(r)$. We show how the soft $p_{T}$ spectra can be used to obtain the ground-state wave function and the transverse characteristics of the potential. In Sec. V we sumarize and present our conclusions.

## II. SEPARATING THE DIRAC EQUATION TO LONGITUDINAL AND TRANSVERSE DIRECTIONS

In applying the Schwinger particle production mechanism to nucleon-nucleon collisions, we envisage that after
the projectile hits the target a quark from one nucleon combines with a diquark from the other to form a flux tube. Two such tubes will be formed in each nucleonnucleon collision. The leading quark-diquark pairs act like $q \bar{q}$ strings and provide an external color field between them where new $q \bar{q}$ pairs can be produced [3]. We shall assume that the field created by the leading quark and antiquark (or diquark) can be approximated by an Abelian gauge field $A_{\mu}$. Quarks and antiquarks are spontaneously produced in this field when a quark tunnels from the negative energy continuum to the positive one. The interaction potential is $g A_{\mu}$, where $g$ is the charge which is positive for a quark and negative for an antiquark. We wish to confine both quarks and antiquarks with the same transverse effective potential (with the same sign). It is therefore proper to introduce an external scalar potential [8] $m(r)$ which contains the rest mass of the quark and does not distinguish between quarks and antiquarks. The Dirac equation for the quark is

$$
\begin{equation*}
\left[\gamma^{\mu}\left(p_{\mu}-g A_{\mu}\right)-m\right] \psi=0 \tag{2.1}
\end{equation*}
$$

Let us choose the gauge so that $\mathbf{A}=0$ and $A_{0}=A_{0}(z)$. In that case Eq. (2.1) becomes

$$
\begin{equation*}
\left[\boldsymbol{\alpha} \cdot \mathbf{p}+g A_{0}(z)+\beta m(r)\right] \psi=E \psi \tag{2.2}
\end{equation*}
$$

Separation of variables is possible if one assumes the form

$$
\left(\begin{array}{l}
\psi_{1}  \tag{2.3}\\
\psi_{2} \\
\psi_{3} \\
\psi_{4}
\end{array}\right)=\left[\begin{array}{c}
\rho_{1}(r, \phi) \varphi_{1}(E, z) \\
-\rho_{2}(r, \phi) \varphi_{2}(E, z) \\
\rho_{1}(r, \phi) \varphi_{2}(E, z) \\
\rho_{2}(r, \phi) \varphi_{1}(E, z)
\end{array}\right]
$$

Inserting these into the Dirac equation, one can introduce the separation constant $m^{*}$, so that the equation decouple to the form [8]

$$
\left[\begin{array}{cc}
-\left(m^{*}-m\right) & p_{-}  \tag{2.4}\\
p_{+} & -\left(m^{*}+m\right)
\end{array}\right]\left[\begin{array}{c}
\rho_{1}(r, \phi) \\
\rho_{2}(r, \phi)
\end{array}\right]=0
$$

where $p_{ \pm}=p_{x} \pm i p_{y}$, and

$$
\left[\begin{array}{cc}
\left(g A_{0}-E+m^{*}\right) & p_{z}  \tag{2.5}\\
p_{z} & \left(g A_{0}-E-m^{*}\right)
\end{array}\right]\left[\begin{array}{l}
\varphi_{1}(E, z) \\
\varphi_{2}(E, z)
\end{array}\right]=0 .
$$

For the longitudinal part, let us write

$$
\begin{align*}
& \varphi_{1}=\sigma_{1}(E, z)+\sigma_{2}(E, z),  \tag{2.6}\\
& \varphi_{2}=\sigma_{1}(E, z)-\sigma_{2}(E, z)
\end{align*}
$$

In this case, Eq. (2.5) becomes

$$
\left(\begin{array}{cc}
{\left[g A_{0}(z)-E\right]+p_{z}} & m^{*}  \tag{2.7a,b}\\
m^{*} & {\left[g A_{0}(z)-E\right]-p_{z}}
\end{array}\right]\left[\begin{array}{c}
\sigma_{1}(E, z) \\
\sigma_{2}(E, z)
\end{array}\right]=0
$$

Inserting (2.7a) into (2.7b) and vice versa one obtains

$$
\begin{equation*}
\left[\left\{g A_{0}(z)-E\right\}^{2}+i g \partial_{z} A_{0}(z)+\partial_{z}^{2}-m^{* 2}\right] \sigma_{1}=0 . \tag{2.8}
\end{equation*}
$$

The equation for $\sigma_{2}$ is just the complex conjugate of (2.8). Therefore, if one solution corresponds to an incoming
wave, the other solution corresponds to an outgoing wave. Equation (2.8) is identical to the one-dimensional problem for infinitely parallel plates solved by Wang and Wong [4], replacing $m_{T}$ with $m^{*}$, and choosing the vector potential

$$
g A_{0}(z)=\left\{\begin{array}{l}
0 \text { for } z \leq-L / 2 \quad \text { (region I) },  \tag{2.9}\\
-\kappa(z+L / 2) \text { for }-L / 2 \leq z \leq L / 2 \\
-\kappa L \text { for } L / 2 \leq z \quad \text { (region III) } .
\end{array}\right.
$$

In the regions where $A_{0}$ is constant (I and III), the solution of (2.8) is

$$
\begin{equation*}
\sigma_{1}(z)=\exp \left(i k_{z} z\right), \quad \sigma_{2}(z)=\exp \left(-i k_{z} z\right) \tag{2.10}
\end{equation*}
$$

with the dispersion relation

$$
\begin{equation*}
\left(g A_{0}-E\right)^{2}=m^{* 2}+k_{z}^{2}, \tag{2.11}
\end{equation*}
$$

where $A_{0}$ is different for region I and region III. In region II the solution is a hypergeometric function given by Wang and Wong [4]. Knowing the wave function, it is possible to calculate the rate of pair production. This was also calculated [4] and shown to be equivalent to the pair production rate obtained first by Schwinger [1]. The transmission rate for $L \rightarrow \infty$ is

$$
\begin{equation*}
|T|^{2} \propto \exp \left(-\frac{\pi m^{* 2}}{\kappa}\right), \tag{2.12}
\end{equation*}
$$

and the pair production rate is

$$
\begin{equation*}
\frac{d N}{d^{4} x}=-\frac{2 N_{c}}{4 \pi^{2}} \kappa \int_{0}^{\infty} d p_{T} p_{T} \ln \left(1-e^{-\pi\left(m^{* 2}\right) / \kappa}\right), \tag{2.13}
\end{equation*}
$$

where $2 N_{c}$ is the degeneracy, as we have $(2 s+1) N_{c}$ for spin $s=\frac{1}{2}$ particles of color degeneracy $N_{c}$. Schwinger's calculation has been repeated and generalized for timedependent fields by Brezin and Itzykson [2] and by Herrmann and Knoll [11]. It was shown to be useful for particle production in QCD by Casher et al. [3].

Let us now turn to the radial equation. The explicit form of (2.4) is

$$
\begin{align*}
& p_{-} \rho_{2}(r, \phi)+\left[m(r)-m^{*}\right] \rho_{1}(r, \phi)=0,  \tag{2.14}\\
& p_{+} \rho_{1}(r, \phi)-\left[m(r)+m^{*}\right] \rho_{2}(r, \phi)=0,
\end{align*}
$$

where
$p_{+} \equiv-i\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right)=-i e^{i \phi}\left(\frac{\partial}{\partial r}+\frac{i}{r} \frac{\partial}{\partial \phi}\right)$,
$p_{-} \equiv-i\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right)=-i e^{-i \phi}\left(\frac{\partial}{\partial r}-\frac{i}{r} \frac{\partial}{\partial \phi}\right)$.
The angular and radial dependence can be further separated with the assertion
$\rho_{1=}=R_{1 v}(r) e^{i v \phi}, \quad \rho_{2}=i R_{2 v}(r) e^{i(v+1) \phi}, \quad v=0, \pm 1, \pm 2, \ldots$.

This gives the coupled equations

$$
\begin{equation*}
\left(\frac{\partial}{\partial r}+\frac{v+1}{r}\right) R_{2 v}(r)+\left[m(r)-m^{*}\right] R_{1 v}(r)=0 \tag{2.17a}
\end{equation*}
$$

$\left(\frac{\partial}{\partial r}-\frac{v}{r}\right) R_{1 v}(r)+\left[m(r)+m^{*}\right] R_{2 v}(r)=0$.
Equation (2.17) is the radial equation to be solved for a given scalar potential $m(r)$.

## III. SQUARE WELL BOUNDARY CONDITIONS

This is the case solved by Pavel and Brink [8] and also by Schönfeld et al. [9] and Sailer et al. [10]. In this case, the boundary condition is $m(r)=m_{0}$ for $r<r_{0}$, where $m_{0}$ is the current quark mass, and $m(r)=M \rightarrow \infty$ for $r>r_{0}$. Solving Eqs. (2.17a) and (2.17b) on the boundary [8] for $r=r_{0}+\epsilon$ and $r=r_{0}-\epsilon$ gives the condition

$$
\begin{equation*}
R_{1 v}\left(r_{0}\right)=R_{2 v}\left(r_{0}\right) \tag{3.1}
\end{equation*}
$$

One can solve Eq. (2.17) with $m(r)=m_{0}$ for $r<r_{0}$. The solution is

$$
\begin{equation*}
R_{1 v}(r)=A_{1} J_{v}(C r), \quad R_{2 v}(r)=A_{2} J_{\mu+1}(C r) \tag{3.2}
\end{equation*}
$$

where $J_{v}$ are the Bessel functions of the first kind of order $v$. Equation (3.2) solves (2.17) with the dispersion relation [8]

$$
\begin{equation*}
m^{* 2}=C^{2}+m_{0}^{2} \Longrightarrow m_{ \pm}^{*}= \pm \sqrt{C^{2}+m_{0}^{2}} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{A_{2}}{A_{1}}\right)_{ \pm}= \pm \frac{C_{ \pm}}{\sqrt{C_{ \pm}^{2}+m_{0}^{2}} \pm m_{0}}= \pm \frac{\sqrt{C_{ \pm}^{2}+m_{0}^{2}} \mp m_{0}}{C_{ \pm}} \tag{3.4}
\end{equation*}
$$

Defining $x_{ \pm} \equiv C_{ \pm} r_{0}$, the boundary condition (3.1) with the assertion (3.2) and (3.3) and (3.4) implies

$$
\begin{equation*}
J_{v \pm 1}\left(x_{ \pm}\right)= \pm f\left(x_{ \pm}\right) J_{v}\left(x_{ \pm}\right) \tag{3.5}
\end{equation*}
$$

where

$$
f(x)=\frac{\sqrt{x^{2}+\left(m_{0} r_{0}\right)^{2}} \pm m_{0} r_{0}}{x} .
$$

Here we have a discrete set of allowed values for $C_{v, s, \pm}$ where $v=0,1,2, \ldots$ correspond to the azimuthal quantum number, and the $s$ correspond to the sth solutions of (3.5) for each $v$. The $\pm$ correspond to the two solutions
of (3.3). The full wave function is given by (2.3). The longitudinal part is given by (2.6). We limit ourselves to the incoming wave $\sigma_{1}$. The azimuthal part is given by (2.16), and the radial part for this particular square-well boundary condition is given by (3.2). Hence the allowed wave functions, as derived by Pavel and Brink [8], are

$$
\psi_{v+1 / 2, s, \pm}\left(E_{v, s, \pm}, C_{v, s, \pm}\right)=\left[\begin{array}{c}
A_{1}\left(C_{v, s, \pm}\right) J_{v}\left(C_{v, s, \pm} r\right) e^{i v \phi}  \tag{3.6}\\
-i A_{2}\left(C_{v, s, \pm}\right) J_{v+1}\left(C_{v, s, \pm} r\right) e^{i(v+1) \phi} \\
A_{1}\left(C_{v, s, \pm}\right) J_{v}\left(C_{v, s, \pm} r\right) e^{i v \phi} \\
i A_{2}\left(C_{v, s, \pm}\right) J_{v+1}\left(C_{v, s, \pm} r\right) e^{i(v+1) \phi}
\end{array}\right) \sigma_{1}\left(C_{v, s, \pm}, E_{v, s, \pm}, z\right)
$$

(The $v+1 / 2$ is just a label associated with the angular momentum of that function [8].) This result becomes interesting only after performing a Fourier transform onto momentum space. This was realized by Schönfeld et al. [9] and Sailer et al. [10]. Let us define

$$
\begin{equation*}
\partial_{v, s, \pm}\left(p_{T} r\right)=\frac{1}{2 \pi} \int_{0}^{r_{0}} d r r \int_{0}^{2 \pi} d \phi e^{-i p_{T} r \sin \phi} J_{v}\left(C_{v, s, \pm} r\right) e^{i v \phi} \tag{3.7}
\end{equation*}
$$

Equation (3.7) becomes

$$
\begin{align*}
\partial_{v, s, \pm}\left(p_{T} r_{0}\right) & =\int_{0}^{r_{0}} d r r J_{v}\left(p_{T} r\right) J_{v}\left(C_{v, s, \pm} r\right) \\
& =\frac{r_{0}}{p_{T}^{2}-C_{v, s, \pm}^{2}}\left[-C_{v, s \pm} J_{v}\left(p_{T} r_{0}\right) J_{v+1}\left(C_{v, s, \pm} r_{0}\right)+p_{T} J_{v+1}\left(p_{T} r_{0}\right) J_{v}\left(C_{v, s, \pm} r_{0}\right)\right] \tag{3.8}
\end{align*}
$$

This result was obtained by Schönfeld et al. [9] and Sailer et al. [10], and also the transformed wave function

$$
\psi_{v+1 / 2, s, \pm}\left(E_{v, s, \pm}, C_{v, s, \pm}\right)=\left(\begin{array}{c}
A_{1}\left(C_{v, s, \pm}\right) \partial_{v, s, \pm}\left(p_{T} r_{0}\right)  \tag{3.9}\\
-i A_{2}\left(C_{v, s, \pm}\right) \partial_{v+1, s, \pm}\left(p_{T} r_{0}\right) \\
A_{1}\left(C_{v, s, \pm}\right) \partial_{v, s, \pm}\left(p_{T} r_{0}\right) \\
i A_{2}\left(C_{v, s, \pm}\right) \partial_{v+1, s, \pm}\left(p_{T} r_{0}\right)
\end{array}\right) \sigma_{1}\left(C_{v, s, \pm}, E_{v, s, \pm}, z\right)
$$

These wave functions have to be normalized, but we shall ignore the normalization for the time being. The current $j_{z}$ becomes

$$
\begin{align*}
j_{z} & =\bar{\psi} \gamma_{z} \psi=\psi^{\dagger}\left(\begin{array}{cc}
0 & \sigma_{z} \\
\sigma_{z} & 0
\end{array}\right] \psi \\
& =2\left[\left|A_{1} \partial_{v, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}+\left|A_{2} \gamma_{v+1, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}\right]\left|\sigma_{1}\left(E_{v, s, \pm}, z\right)\right|^{2} \tag{3.10}
\end{align*}
$$

When $z \rightarrow \infty$, the factor $\left|\sigma_{1}\right|^{2}$ is just the transmission probability $|T|^{2}$ for a normalized wave coming from $z \rightarrow-\infty$. For an infinitely long cylinder $(L \rightarrow \infty)$ it will have the form (2.12). We remind the reader that the $c$ number $m^{* 2}$ in (2.12) is each one of the eigenvalues of the coupled radial equations ( 2.17 a ) and ( 2.17 b ). Once derived, they will each be substituted in the longitudinal equation (2.8), which is itself an eigenvalue equation for the eigenvalues $E$. The probability of producing a $q$ and a $\bar{q}$ is proportional to the current [4]

$$
\begin{equation*}
\mathcal{P}_{v, s, \pm} \propto\left|j_{z}(z \rightarrow+\infty)\right| \tag{3.11}
\end{equation*}
$$

Comparing to the case of two parallel plates with infinite transverse extension [4], the current is now multiplied by a new factor which previously was equal to 1 . Therefore,

$$
\begin{equation*}
\mathcal{P}_{v, s, \pm} \rightarrow|T|^{2}\left\{\left|A_{1} \partial_{v, s, \pm}\right|^{2}+\left|A_{2} \partial_{v+1, s, \pm}\right|^{2}\right\} \times \text { normalization } \tag{3.12}
\end{equation*}
$$

The ratio between $A_{1}$ and $A_{2}$ is given by (3.3)-(3.5). The probability of creating a pair out of the vacuum (in the area $\Delta x \Delta y)$ will be given by

$$
\begin{align*}
\mathcal{P}_{v, s, \pm}=- & \ln \left\{1-\exp \left\{-\frac{\pi\left(C_{v, s \pm}^{2}+m^{2}\right)}{\kappa}\right\}\right] \frac{1}{\Delta x \Delta y} \\
& \times \mathcal{N}_{v, s, \pm}^{-1}\left\{\left|J_{v+1}\left(C_{v, s, \pm} r_{0}\right)\right|^{2}\left|\partial_{v, s, \pm}\left(p_{0} r_{0}\right)\right|^{2}+\left|J_{v}\left(C_{v, s, \pm} r_{0}\right)\right|^{2}\left|\mathcal{J}_{v+1, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}\right\} . \tag{3.13}
\end{align*}
$$

The total number of pairs produced out of the vacuum will be

$$
\begin{equation*}
d N_{q}=\text { phase space } \times \text { probability }=2 N_{c} d x d y d z \frac{d p_{x}}{2 \pi} \frac{d p_{y}}{2 \pi} \frac{d p_{z}}{2 \pi} \sum_{v, s, \pm} \mathcal{P}_{v, s, \pm} . \tag{3.14}
\end{equation*}
$$

However $d z=v_{z} d t=p_{z} d t / E \Longrightarrow d p_{z} d z=d p_{z}\left(p_{z} / E\right) d t=d E d t$. For a constant field $\kappa, d E=\kappa d z$ and $d p_{x} d p_{y}=2 \pi d p_{T} p_{T}$ and, therefore,

$$
\begin{array}{r}
\frac{d N_{q}}{d t d z p_{T} d p_{T}}=2 N_{c} \frac{\kappa}{4 \pi^{2}} \sum_{v, s \pm} \mathcal{P}_{v, s, \pm}=-2 N_{c} \frac{\kappa}{4 \pi^{2}} \sum_{v, s, \pm} \ln \left\{1-\exp \left\{-\frac{\pi\left(C_{v, s \pm}^{2}+m^{2}\right)}{\kappa}\right\}\right) \\
\times \mathcal{N}_{v, s, \pm}^{-1}\left\{\left|J_{v+1}\left(C_{v, s, \pm} r_{0}\right)\right|^{2}\left|\mathcal{J}_{v, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}\right. \\
\left.+\left|J_{v}\left(C_{v, s, \pm} r_{0}\right)\right|^{2}\left|\mathcal{\sigma}_{v+1, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}\right\} \tag{3.15a}
\end{array}
$$

where

$$
\begin{equation*}
\mathcal{N}_{v, s, \pm}=\int_{0}^{\infty} 2 \pi d p_{T} p_{T}\left\{\left|J_{v+1}\left(C_{v, s, \pm} r_{0}\right)\right|^{2}\left|\boldsymbol{\partial}_{v, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}+\left|J_{v}\left(C_{v, s, \pm} r_{0}\right)\right|^{2}\left|\boldsymbol{d}_{v+1, s, \pm}\left(p_{T} r_{0}\right)\right|^{2}\right\} \tag{3.15b}
\end{equation*}
$$

In Appendix $A$ we show that in the limit where $r_{0} \rightarrow \infty$, we recover the Schwinger expression. This was not shown by Pavel and Brink [8], nor by Schönfeld et al. [9] who derived the limit only for the total rate integrated over all momentum space. The result (3.15) is presented in Fig. 2 with $\kappa=1 \mathrm{GeV} / \mathrm{fm}$. A different value of $\kappa$ would change the overall cross section, but not the shape of the $p_{T}$ spectra. This is due to the exponential weight in (3.15), which will make the state with the lowest energy dominant over all others. The high $p_{T}$ dependence falls off like $p_{T}^{-3}$, as seen from (3.15) and (3.8). The oscillations in Fig. 2 are characteristic of Bessel functions. Note that Eq. (3.15) and Fig. 2 are for the creation rate of pairs of quarks and antiquarks, and not of pions. Nevertheless, combining the momenta of a quark and an antiquark to form a pion (see next section), we will not be able to produce the typical $\exp \left(-p_{T} / T\right)$ falloff. The low $p_{T}$ has a Gaussian shape, and the high $p_{T}$ has oscillations. This indicates that the square well is unrealistic as a quantitative description of the transverse motion of the produced quarks.

## IV. THE SCALAR POTENTIAL

The soft $p_{T}$ spectra of the mesons contain information on the transverse motion of the quarks and antiquarks which form them. In the preceding section, we learned that the $p_{T}$ distribution of those quarks is related to their radial wave function inside the flux tube. Knowing the wave function, we can find out the potential that pro-
duces it. There is no a priori reason to justify an effective potential with a sharp boundary. We therefore introduce a smoothly varying scalar potential $m^{2}(r)$. Changing the potential will result in a change of the wave function and the $p_{T}$ spectra. By inserting (2.17b) into (2.17a) and vice versa, we obtain the equations
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FIG. 2. The rate of creating $q$ 's and $\vec{q} s$ with a sharp boundary at $r=r_{0}$. A different value of $\kappa$ will not change the general shape (see text). The wiggles result from the Bessel function $J_{0}$.

$$
\begin{align*}
\frac{\partial^{2}}{\partial r^{2}} R_{1 v}(r) & +\frac{1}{r} \frac{\partial}{\partial r} R_{1 v}(r)-\frac{v^{2}}{r^{2}} R_{1 v}(r) \\
& +\left[m^{* 2}-m^{2}(r)\right] R_{1 v}(r)=-R_{2 v}(r) \frac{\partial}{\partial r} m(r) \\
\frac{\partial^{2}}{\partial r^{2}} R_{2 v}(r) & +\frac{1}{r} \frac{\partial}{\partial r} R_{2 v}(r)-\frac{(v+1)^{2}}{r^{2}} R_{2 v}(r)  \tag{4.1}\\
+ & {\left[m^{* 2}-m^{2}(r)\right] R_{2 v}(r)=-R_{1 v}(r) \frac{\partial}{\partial r} m(r) }
\end{align*}
$$

Equations (4.1) are like two Schrödinger equations with an effective potential of the form $m^{2}(r)$ and "energy eigenvalues" equal to $m^{* 2}$. This is not entirely correct since the equations are coupled, but if one neglects the $m^{\prime}(r)$ on the right-hand sides, the equations decouple. A scalar potential is a reasonable effective potential because it acts on both the quarks and antiquarks in the same manner. In fact, the electric field $\kappa$ should not be uniform along the radial axis, and it should vary smoothly unless there is "perfect confinement." Furthermore, incorporating the gluons with all the components of the Yang-Mills fields is also missing here. We therefore allow ourselves to include a space-dependent mass, which to some extent may account for effects that were left out.

Let us now introduce a general scalar potential $m(r)$ and follow the same procedure as in the previous section. Substituting (2.16) into the wave function (2.3), and also (2.6) with $\sigma_{1}$ only, the wave function is given by

$$
\psi_{v+1 / 2, s, \pm}\left(E_{v, s, \pm}\right)=\left[\begin{array}{c}
R_{1 v}(r) e^{i v \phi}  \tag{4.2}\\
-i R_{2 v}(r) e^{i(v+1) \phi} \\
R_{1 v}(r) e^{i v \phi} \\
i R_{2 v}(r) e^{i(v+1) \phi}
\end{array}\right] \sigma_{1}\left(E_{v, s, \pm}, z\right)
$$

$$
\begin{equation*}
\frac{d N_{q}}{d t d z p_{T} d p_{T}}=-2 N_{c} \frac{\kappa}{4 \pi^{2}} \sum_{v, s \pm} \ln \left[1-\exp \left[-\frac{\pi m_{v, s, \pm}^{* 2}}{\kappa}\right]\right]\left[\left|\mathcal{R}_{1 v, s, \pm}\left(p_{T}\right)\right|^{2}+\left|\mathcal{R}_{2 v, s, \pm}\left(p_{T}\right)\right|^{2}\right] \tag{4.5}
\end{equation*}
$$

where $\mathcal{R}\left(\mathbf{p}_{T}\right)=\mathcal{R}\left(p_{T}\right)$ is the (two-dimensional) Fourier transform of $R(r) e^{i v \phi}$. Note that from now on we shall use script characters such as $\mathcal{R}\left(p_{T}\right)$ for Fourier transforms to momentum space of functions $R(r) e^{i v \phi}$ in configuration space carrying the same capital italic letter. We do not know what $m(r)$ should be in (4.1). On the other hand, we know the pion $p_{T}$ spectra from experiment. Assuming that a pion is a combination of quark and an antiquark, we can obtain the $p_{T}$ spectra for the quarks. For simplicity, we neglect the time evolution, the hadronization, and several other effects. Since (4.5) contains the Fourier transform $\mathcal{R}_{v}\left(p_{T}\right)$, one can Fourier transform backwards to find $R_{v}(r) e^{i v \phi}$, and find the scalar potential $m(r)$ which will fit the data [5]. This is generally not possible, since (4.5) contains a sum. It will only be possible if there is a dominant term, as there is in the case of a square well. In that case

$$
\begin{equation*}
\frac{d N_{q}}{d t d z p_{T} d p_{T}} \propto \mathcal{P}_{q}\left(p_{T}\right) \propto\left|\mathcal{R}\left(p_{T} r_{0}\right)\right|^{2}, \tag{4.6}
\end{equation*}
$$

This is a generalization of Eq. (3.6). Just as in the previous section, $v$ is the azimuthal quantum number $s$, corresponds to the number of nodes, and $\pm$ to be positive and negative values of $m^{*}$. After a Fourier transform the wave function will be
$\psi_{v+1 / 2, s, \pm}\left(E_{v, s, \pm}\right)=\left(\begin{array}{c}\mathcal{R}_{1 v}\left(p_{T}\right) e^{i v \phi} \\ -i \mathcal{R}_{2 v}\left(p_{T}\right) e^{i(v+1) \phi} \\ \mathcal{R}_{1 v}\left(p_{T}\right) e^{i v \phi} \\ i \mathcal{R}_{2 v}\left(p_{T}\right) e^{i(v+1) \phi}\end{array}\right) \sigma_{1}\left(E_{v, s, \pm}, z\right)$.

This more general relation replaces Eq. (3.9). The current $j_{z}$ given by (3.10) for the square well is now given by

$$
\begin{align*}
j_{z} & =\bar{\psi} \gamma_{z} \psi=\psi^{+}\left(\begin{array}{cc}
0 & \sigma_{z} \\
\sigma_{z} & 0
\end{array}\right] \psi \\
& =2\left[\left|\mathcal{R}_{1, v, s, \pm}\left(p_{T}\right)\right|^{2}+\left|\mathcal{R}_{2, v, s, \pm}\left(p_{T}\right)\right|^{2}\right]\left|\sigma_{1}\left(E_{v, s, \pm}, z\right)\right|^{2} \tag{4.4}
\end{align*}
$$

Suppose we solve (4.1) and find all the solutions for $R_{1 v}(r), R_{2 v}(r)$, and $m^{*}$. Comparing (4.4) and (3.10), and examining (2.12), (2.13) and (3.3), the production rate for the quarks (and antiquarks) (3.15) becomes
where $\mathcal{R} \equiv \mathcal{R}_{1, v=0, s=0,+}$ and $\mathcal{P}_{q}\left(p_{T}\right)$ is the probability for creating a quark with transverse momentum $p_{T}$, which is equal to the probability for creating an antiquark with equal transverse momentum $\mathcal{P}_{\bar{q}}\left(p_{T}\right)$. The state $|v=0 ; s=0 ;+\rangle$ can be assumed dominant, since its corresponding energy eigenvalue $m^{* 2}$ will be the lowest, and it appears in the exponent as seen from (2.12).

The rate in which the pions are created with a given $p_{T}$ is proportional to the probability to find such a pion:

$$
\begin{equation*}
\frac{d N_{\pi}\left(p_{T}\right)}{d t d z p_{T} d p_{T}} \propto \mathcal{P}_{\pi}\left(p_{T}\right) \tag{4.7}
\end{equation*}
$$

This probability, denoted here as $\mathcal{P}_{\pi}\left(p_{T}\right)$, is given by the convolution of probabilities for producing a quark and an antiquark whose transverse momenta add to the $p_{T}$ of that given pion. More explicitly

$$
\begin{align*}
\mathcal{P}_{\pi}\left(\mathbf{p}_{T}\right) \propto \iint & d \mathbf{p}_{T, 1} d \mathbf{p}_{T, 2} \mathcal{P}_{q}\left(\mathbf{p}_{T, 1}\right) \mathcal{P}_{\bar{q}}\left(\mathbf{p}_{T, 2}\right) \\
& \times \delta\left(\mathbf{p}_{T}-\mathbf{p}_{T, 1}-\mathbf{p}_{T, 2}\right) \boldsymbol{G}\left(\left|\mathbf{p}_{T, 1}-\mathbf{p}_{T, 2}\right|\right), \tag{4.8}
\end{align*}
$$

where the coalescence function $\boldsymbol{G}\left(\left|\mathbf{p}_{T, 1}-\mathbf{p}_{T, 2}\right|\right)$ specifies the probability for a quark and an antiquark with a transverse momentum difference $\mathbf{p}_{T, 1}-\mathbf{p}_{T, 2}$ to form a pion. In this paper we assume the binding of the quark and antiquark to form a pion arises from a longitudinal "yo-yo" motion [12], independent of the transverse direction. Therefore we take $G=1$. (Other forms of $G$ can be introduced if desired.) The pion distribution can then be evaluated analytically by applying the Faltung (folding) theorem which states that if we define

$$
\begin{align*}
& P_{q}(\mathbf{r}) \equiv \frac{1}{2 \pi} \int d \mathbf{p}_{T, 1} e^{-i \mathbf{p}_{T, 1} \cdot \mathbf{r}} \mathcal{P}\left(\mathbf{p}_{T, 1}\right),  \tag{4.9a}\\
& P_{\bar{q}}(\mathbf{r}) \equiv \frac{1}{2 \pi} \int d \mathbf{p}_{T, 2} e^{-i \mathbf{p}_{T, 2} \cdot \mathbf{r}} \mathcal{P}\left(\mathbf{p}_{T, 2}\right), \tag{4.9b}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{P}_{\pi}\left(\mathbf{p}_{T}\right) \equiv \frac{1}{2 \pi} \int d \mathbf{r} e^{i \mathbf{p}_{T} \cdot \mathbf{r}} \boldsymbol{P}_{\pi}(\mathbf{r}) \tag{4.9c}
\end{equation*}
$$

then

$$
\begin{equation*}
P_{\pi}(\mathbf{r}) \propto 2 \pi P_{q}(\mathbf{r}) P_{\bar{q}}(\mathbf{r}) \tag{4.10}
\end{equation*}
$$

Let us denote the operation of taking the Fourier transform by $\hat{\mathcal{F}}$, for example, $\mathcal{P}\left(p_{T}\right)=\widehat{\mathcal{F}}[P(r)]$, and inversely $P(r)=\widehat{\mathscr{F}}^{-1}\left[\mathcal{P}\left(p_{T}\right)\right]$. From (3.7), it is clear that the twodimensional Fourier transform of a function, $P(r)$, with angular dependence $\exp (i v \phi)$, is

$$
\begin{equation*}
\mathcal{P}\left(p_{T}\right) \equiv \hat{\mathscr{F}}[P(r)]=\int_{0}^{\infty} d r r J_{v}\left(p_{T} r\right) P(r) \tag{4.11a}
\end{equation*}
$$

Consequently
$P\left(p_{T}\right) \equiv \hat{\mathscr{F}}\left[\mathcal{P}\left(p_{T}\right)\right]=\int_{0}^{\infty} d p_{T} p_{T} J_{v}\left(p_{T} r\right) \mathcal{P}\left(p_{T}\right)$.
In our notation $\mathcal{P}_{\pi}\left(p_{T}\right)=\widehat{\mathscr{F}}\left[P_{\pi}(r)\right]$, and since the probability to create a quark is equal to that of creating an antiquark, Eq. (4.10) implies that $P_{\pi}(r) \propto\left|P_{q}(r)\right|^{2}$. We shall assume that, just as in the case for a square well, the probability to create a quark is dominated by one wave function. This is indicated in (4.6), which claims that approximately $\mathcal{P}_{q}\left(p_{T}\right) \propto\left|\mathcal{R}\left(p_{T}\right)\right|^{2}$. Here, $\mathcal{R}\left(p_{T}\right)$ is the ground-state wave function in momentum space, for which $v=0$. Combining all these results, we find the pion $p_{T}$ spectra $\mathcal{P}_{\pi}\left(p_{T}\right)$ from $R(r)$ :

$$
\begin{equation*}
\mathcal{P}_{\pi}\left(p_{T}\right) \propto \hat{\mathscr{F}}\left\{\left(\hat{\mathscr{F}}^{-1}\left[\{\hat{\mathscr{F}}[R(r)]\}^{2}\right]\right]^{2}\right\} . \tag{4.12}
\end{equation*}
$$

Or inversely, if one is given the measured $p_{T}$ distributions, $\mathcal{P}_{\pi}\left(p_{T}\right)$, one can find the ground-state wave function $R(r)$ by applying the following set of operations:

$$
\begin{equation*}
R(r) \propto \hat{\mathfrak{F}}^{-1}\left(\mathscr{F}\left\{\hat{\mathscr{F}}^{-1}\left[\mathcal{P}_{\pi}\left(p_{T}\right)\right]\right\}^{1 / 2}\right)^{1 / 2} \tag{4.13}
\end{equation*}
$$

Equations (4.12) and (4.13) constitute some of the main results of the present investigation. They provide a direct transcription from the $p_{T}$ spectra to the transverse ground-state wave function of the quark, and vice versa.

If we take the data of Alper et al. [5] for $p+p \rightarrow \pi^{+} X$ at $\sqrt{s}=30.6 \mathrm{GeV}$ and $\theta_{\text {c. } \mathrm{m} .}=89^{\circ}$, the $p_{T}$ distribution can be fit very well with the parametrization

$$
\begin{align*}
& \mathcal{P}_{\pi}\left(p_{T}\right) \propto \frac{1}{\left(m_{T}\right)^{\lambda}} \exp \left[-\frac{m_{T}}{T_{a}}\right] \\
& m_{T} \equiv \sqrt{p_{T}^{2}+m_{\pi}^{2}} \tag{4.14}
\end{align*}
$$

where $m_{\pi}=140 \mathrm{MeV}$ is the mass of the pion. The best parametrization turned out to be $T_{a}=290 \mathrm{MeV}$ and $\lambda=1.5$. This fit of the data [5] is presented in Fig. 3. Note that $T_{a}$ is not the usual "temperature," since out fit is different from the usual $\exp \left(-p_{T} / T\right)$. From this parametrization of $\mathcal{P}_{\pi}\left(p_{T}\right)$, one can calculate the wave function $R(r)$ by carrying out the series of operations described by (4.13). Although it is not easy to form an exact analytical evaluation of $R(r)$, it can be carried out approximately, as shown in Appendix B. By taking the modified Bessel function $K_{\mu}(z)$ as $\approx \sqrt{\pi / 2 z} e^{-z}$, the wave function turns out to be roughly (see Appendix B)

$$
R(r) \cong\left(\frac{5-2 \lambda}{\pi}\right)^{1 / 2} T_{a}\left[1+\left(2 T_{a} r\right)^{2}\right]^{\lambda / 4-9 / 8}
$$

$$
\begin{equation*}
\text { for } \lambda<5 / 2 \text {, } \tag{4.15}
\end{equation*}
$$

and, for $\lambda=1.5$,

$$
\begin{equation*}
R(r) \cong \sqrt{2 / \pi} T_{a}\left[1+\left(2 T_{a} r\right)^{2}\right]^{-3 / 4}, \tag{4.16}
\end{equation*}
$$

which shows that the wave function goes like $r^{-3 / 2}$ for $r \rightarrow \infty$, a rather slow decay for large distances.

The approximation we used for the modified Bessel function is good only for large $z$. Since the Fourier transform involves the whole region of $z$, the result (4.15) pro-


FIG. 3. $p-p$ data from Alper et al., fit here with $m_{T}^{-\lambda} \exp \left(-m_{T} / T_{a}\right) \times$ const, having $T_{a}=200 \mathrm{MeV}$ and $\lambda=1.5$.
vides only a guide for the type of functions one expects after the series of operation (4.13). Changing direction, it is possible to start with $R(r)$ and to obtain $\mathcal{P}_{\pi}\left(p_{T}\right)$, by carrying out the operations in Eq. (4.12). We can use $R(r)$ as in (4.15), leaving the parameters $T_{a}$ and $\lambda$ free to fit the data. In other words, we replaced the approximate sign in (4.16) with an equality and chose

$$
\begin{equation*}
R(r)=\sqrt{2 / \pi} T_{b}\left[1+\left(2 T_{b} r\right)^{2}\right]^{\lambda / 4-9 / 8} \tag{4.17}
\end{equation*}
$$

Doing this, we found that $\lambda=1.5$ agreed well with the calculation, but $T_{a}$ in (4.16) could do with an adjustment, and was replaced with the value $T_{b}=200 \mathrm{MeV}$ in (4.2) to be the best fit of the data [5] (see Fig. 4). The difference between $T_{a}$ and $T_{b}$ gives an estimate of the error in (4.15) and (4.16). The wave function (4.17), which leads to the fit in Fig. 4, is given in Fig. 5.

Given the wave function, one can find out the potential that would produce it. One may apply Eq. (4.1a), neglecting $m^{\prime}(r)$ and taking $v=0$ :

$$
\begin{equation*}
m^{2}(r)=m^{* 2}+R^{-1}(r) \frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} R(r) . \tag{4.18}
\end{equation*}
$$

This gives
$m^{2}(r)=m^{* 2}+4\left(\frac{9}{8}-\frac{\lambda}{4}\right) \frac{(9 / 8-\lambda / 4) r^{2}-\left(2 T_{b}\right)^{-2}}{\left[r^{2}+\left(2 T_{b}\right)^{-2}\right]^{2}}$,
and for $\lambda=1.5$

$$
\begin{equation*}
m^{2}(r)=m^{* 2}+\frac{3}{4} \frac{3 r^{2}-T_{b}^{-2}}{\left[r^{2}+\left(2 T_{b}\right)^{-2}\right]^{2}} \tag{4.20}
\end{equation*}
$$

which is the radial scalar potential for the flux tube. The potential (4.20) is given in Fig. 6.

The classical turning point $r_{c}$ can be interpreted as the radius of the flux tube, just as $r_{0}$ in Fig. 1 is the classical


FIG. 4. The $p-p$ data points from Alper et al., and a solid curve corresponding to the $p_{T}$ spectra calculated with the wave function $R(r)$ given by Eq. (4.17).


FIG. 5. The wave function $R(r)$ given by (4.17) with $T_{b}=200$ MeV and $\lambda=1.5$ which produced the solid curve in Fig. 4. The classical turning point $r_{c}$ around 0.57 fm is indicated by the arrow.
turning point for a sharp boundary. It is given by setting $V\left(r_{c}\right)-E=0$ in the Schrödinger equation. Since $V-E$ here corresponds to $m^{2}(r)-m^{* 2}$ [see Eq. (4.1)], the relation (4.20) will give

$$
\begin{equation*}
r_{c}=\frac{1}{\sqrt{9 / 2-\lambda} T_{2}}=\frac{1}{\sqrt{3} T_{b}}=0.57 \mathrm{fm} \tag{4.21}
\end{equation*}
$$

This value is reasonable for a $q \bar{q}$ string. For a general fit of the form (4.14), the size of the string will be derived from (4.19). In other words, a given experimental $p_{T}$ distribution will imply an approximate size of the tube by the prescription


FIG. 6. The potential given by (4.20) with $T_{b}=200 \mathrm{MeV}$ and $\lambda=1.5$. It can always be shifted by a constant, as only $V-E$ affects the wave function in the Schrödinger equation. The classical turning point $r_{c}$ around 0.57 fm is indicated by the arrow.
$\mathcal{P}_{\pi}\left(p_{T}\right) \propto \frac{1}{\left(m_{T}\right)^{\lambda}} \exp \left[-\frac{m_{T}}{T_{a}}\right) \Longrightarrow r_{c} \cong \frac{1}{\sqrt{9 / 2-\lambda} T_{a}}$,
correct up to $\sim 30 \%$.

## V. SUMMARY AND CONCLUSIONS

Recognizing that the $p_{T}$ spectra of soft-produced mesons contain information on the motion of the quarks and antiquarks which form these mesons, we extract this information in the context of the flux-tube model with Schwinger's mechanism for particle production. This is carried out by assuming that an observed pion comes from combining a produced quark and a produced antiquark. Therefore, the transverse momentum distribution of the observed pions comes from the convolution of the transverse momenta distributions for the produced quarks and the produced antiquarks.

We introduce a smoothly varying scalar potential and consider the motion of a quark (or an antiquark) in a strong external field. We calculate the production rate of the quarks and pions as a function of $p_{T}$. We show how the experimental $p_{T}$ spectra of pions produced in $p-p$ collisions can be used to determine the transverse wave function of the quark and vice versa, using Fourier transforms. Based on some simplifying assumptions, the results are Eqs. (4.12) and (4.13). Knowing the transverse wave functions we can obtain the effective potential that would generate it.

From such a program, we find that the shape of the effective potential in the interior region is what one would expect. That is, the potential rises from the center of the flux tube, and the classical turning point is of the order of 0.6 fm , implying a classical size of the tube of this magnitude. This size is close to the common estimate [3] of $\sim 0.5 \mathrm{fm}$. Nevertheless, the effective potential flattens out considerably beyond that point. For large $r$ the potential goes like $\sim 1 / r^{2}$. Consequently, the wave function decays slowly in the transverse direction as $r^{-3 / 2}$ for larger $r$, and extends much beyond the classical turning point. The root-mean-square radius of the quark wave function is 1.9 fm , which is considerably larger than the classical turning point. Such a slow decay is a surprising result. There appears to be a considerable motion of the quarks in the transverse direction. In this regard, it is of interest to note that the size of the tube one obtains in a lattice gauge calculation is quite thick [13], of the order of one-half the longitudinal length of the tube for a system in equilibrium. The evidence presented here may be the first indication of the extensive transverse motion of the quarks, and is qualitatively con-
sistent with the lattice calculations in a different context.
In conclusion, our result indicates that the $p_{T}$ distribution of soft mesons originates from an effective potential the quark experience in the transverse direction that allows a substantial excursion of the quark into the classically forbidden region. That region is beyond 0.6 fm , which is the classical size of our tube. The tube flux model, which was developed initially for $p-p$ collision, has since been applied to $\boldsymbol{A}-\boldsymbol{A}$ collision at energies reached at the BNL Relativistic Heavy Ion Collider (RHIC) [14]. The $p_{T}$ distribution for $A-A$ collisions is very similar to $p-p$, and even with almost identical parameters [6]. Nucleus-nucleus collisions at zero-impact parameter have at least two radial length scales: the radius of the elementary $q \bar{q}$ string (calculated here $\sim 0.6 \mathrm{fm}$ ) and the radius of the colliding nuclei $\sim 1.2 A^{1 / 3} \mathrm{fm}$. Nevertheless, these processes occur at a "real" temperature of $T \approx 200 \mathrm{MeV}$, which adds another length scale ( $1 / T \approx 1 \mathrm{fm}$ ). A detailed calculation of the $p_{T}$ profile for $A-A$ collisions is necessary. It will help us to distinguish between the $q-\bar{q}$ string effects and thermal effects, and could lead us to the conquest of the desired holy grail, i.e., the quark-gluon plasma.
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## APPENDIX A: RECOVERING THE SCHWINGER LIMIT WHEN $r_{0} \rightarrow \infty$

The Schwinger limit is Eq. (2.13) with $m^{* 2}$ replaced by $p_{T}^{2}+m^{2}$. That limit can be derived from (3.15) setting $r_{0} \rightarrow \infty$, as one should expect. In that case, one can use the asymptotic form for the Bessel function, i.e.,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} J_{v}(x) \cong\left(\frac{2}{\pi x}\right)^{1 / 2} \cos \left(x-\frac{v \pi}{2}-\frac{\pi}{4}\right) \tag{A1}
\end{equation*}
$$

and the expression in curly brackets in (3.15a) becomes simply $d_{\mu, s, \pm}(\infty)$. After setting $r_{0} \rightarrow \infty$ in the integral (3.8), one obtains

$$
\begin{equation*}
\partial_{v, s, \pm}(\infty)=\frac{1}{p_{T}} \delta\left(p_{T}-C_{v, s, \pm}\right) \tag{A2}
\end{equation*}
$$

Substituting this result in (3.15), one notices that $\delta^{2}\left(p_{T}-C_{v, s, \pm}\right)=\delta\left(p_{T}-C_{v, s, \pm}\right) \delta(0)$, and $\delta(0)$ is just a volume element which disappears in the normalization in the denominator of (3.15). Hence this will give use the result

$$
\begin{equation*}
\lim _{r_{0} \rightarrow \infty} \frac{d N_{q}}{d t d z p_{T} d p_{T}}=-2 N_{c} \frac{\kappa}{4 \pi^{2}} \sum_{v, s \pm} \ln \left(1-\exp -\frac{\pi\left(C_{v, s \pm}^{2}+m^{2}\right)}{\kappa}\right) \frac{\delta\left(p_{T}-C_{v, s \pm}\right)}{2 \pi C_{v, s, \pm}} \tag{A3}
\end{equation*}
$$

All that is left now is to replace the discrete sum over all the coefficients found by Pavel and Brink [8] by a continuous integral. This is easily done if one recognizes that the quantum number $v$ is associated with an azimuthal angle as in (2.16), and that the quantum number $s$ counts the allowed frequencies necessary to form standing waves which satisfy
the boundary condition. Therefore summing over $v, s, \pm$ becomes an integral over all allowed momenta. When $r_{0} \rightarrow \infty$ the solutions are sufficiently dense to become an integral. At the limit where every point in momentum space is a solution, then $\Sigma_{v, s, \pm} \rightarrow \Delta x \Delta y \times 2 \pi \int C d C$, and consequently one recovers Schwinger's result [1]

$$
\begin{equation*}
\lim _{r_{0} \rightarrow \infty} \frac{d N_{q}}{d^{4} x}=-2 N_{c} \frac{\kappa}{4 \pi^{2}} \int d p_{T} p_{T} \ln \left(1-\exp -\frac{\pi\left(p_{T}^{2}+m^{2}\right)}{\kappa}\right) \tag{A4}
\end{equation*}
$$

## APPENDIX B: DERIVING THE WAVE FUNCTION FROM THE $p_{T}$ DISTRIBUTION

We shall evaluate the wave function $R(r)$ in (4.15) from the experimental data [5] parametrized by (4.14), using the relation (4.13). The multiple operation (4.13) is usually not possible analytically; however, in some cases it can be carried out approximately. For the type of functions as in (4.14) it is useful to know the Hankel-Nicholson-type integrals [15]:

$$
\begin{equation*}
\int_{0}^{\infty} d r \frac{r^{v+1} J_{v}(a r)}{\left(r^{2}+z^{2}\right)^{\mu+1}}=\frac{a^{\mu} z^{v-\mu}}{2^{\mu} \Gamma(\mu+1)} K_{v-\mu}(a z) \quad(a>0, \operatorname{Re} z>0,-1<\operatorname{Re} v<2 \operatorname{Re} \mu+3 / 2) \tag{B1}
\end{equation*}
$$

For our purposes, using our notation

$$
\begin{equation*}
\hat{\mathscr{F}}\left[\frac{1}{\left(r^{2}+T_{a}^{-2}\right)^{\mu+1}}\right] \propto p_{T}^{\mu} K_{-\mu}\left(p_{T} / T_{a}\right), \quad \hat{\mathscr{F}}^{-1}\left[p_{T}^{\mu} K_{-\mu}\left(p_{T} / T_{a}\right)\right] \propto \frac{1}{\left(r^{2}+T_{a}^{-2}\right)^{\mu+1}} . \tag{B2}
\end{equation*}
$$

For large enough $z$, the modified Bessel functions are approximately

$$
\begin{equation*}
K_{\mu}(z) \approx \sqrt{\pi / 2 z} e^{-z} \tag{B3}
\end{equation*}
$$

for all $\mu$. We neglect the mass of the pion, $m_{T} \approx p_{T}$, and approximate $\sigma\left(p_{T}\right)$ as $p_{T}^{1 / 2-\lambda} K_{\lambda-1 / 2}\left(p_{T} / T_{a}\right)$. The order of $\mu$ at this level of approximation can always be chosen so that one can make use of Eq. (B2). Applying formula (4.13), we get

$$
\begin{equation*}
R(r) \approx \hat{\mathfrak{F}}^{-1} \sqrt{p_{T}^{(1 / 4-\lambda / 2)} K_{1 / 4+\lambda / 2}\left(p_{T} / T_{a}\right)} \tag{B4}
\end{equation*}
$$

This can be approximated again by using the exponential approximation for the modified Bessel functions, which will imply that

$$
\begin{equation*}
\sqrt{K_{\mu}(z)} \approx(z / 2 \pi)^{1 / 4} K_{\mu^{\prime}}(z / 2) \tag{B5}
\end{equation*}
$$

for any $\mu$ and $\mu^{\prime}$. Applying (B2) again will produce Eq. (4.15).
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