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Topological susceptibility on the lattice: The two-dimensional Q(3) o model
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As a test of the procedures used in lattice gauge theories, we study the topological susceptibility g in a
two-dimensional O(3) o. or CP model. We determine g by defining the density of topological charge as a
local operator on the lattice. Following the prescriptions of field theory we perform the additive and

multiplicative renormalizations needed to extract y from Monte Carlo data. We also determine y by the
cooling method, finding consistent results. A combined use of cooling and field theory again gives the
same result and insight into the renormalization mechanism. Finally we give a direct determination, by
Monte Carlo techniques, of both the multiplicative and additive renormalizations, by heating
configurations with a definite number of instantons. The results are consistent with perturbation theory.

PACS number(s): 11.15.Ha, 12.38.Gc, 75.10.Jm

I. INTRODUCTION

With Nf =3 light Aavors, the value of y required by Eq.
(1) to explain the observed value of m „, is

y=(180 MeV) (2)

Equation (1) being derived from an expansion 1/N„ the
topological susceptibility is intended to be that of a pure
gauge system, with no quarks [3,2].

A determination of g is out of the reach of perturba-
tion theory. Simulation of the theory on the lattice is the
only known tool to compute it. Indeed, as will be dis-
cussed in what follows, lattice determinations of y in
QCD do exist, and are consistent with the value given in

Eq. (2). However, extracting topology from the discrete
configurations of the lattice proves to be a nontrivial task.
The origin of the difficulties is that lattice simulations
produce a regularized version of the theory, with lattice
spacing a as a cutoff. Physical quantities such as g can
only be obtained after renormalization, i.e., after remov-
ing cutoff-dependent lattice artifacts. Different methods
have been developed to do this. The aim of the present
paper is to discuss this problem and to test its possible
solutions on a simple model, the two-dimensional (2D)
O(3) 0 model, or CP' model. As QCD, this is asymptoti-
cally free, it presents dimensional transmutation and has
a nontrivial topology. A short presentation of the main

Topology plays an important role in quantum chromo-
dynamics. The existence of a nonzero topological suscep-
tibility of the QCD vacuum can solve the so-called U(1)
problem [1—3], i.e., the breaking of the U(1) axial symme-
try. Chiral Ward identities, combined with a 1/N, ex-
pansion, lead to the relation [3]

2Nf
k .g=m ~ +m —2m

Q (x) —a Q(x)+O(a"+ ),
a~O

(5)

where a is the lattice spacing and d the space-time dimen-
sion. In order to determine y, the correlation at zero
momentum of two Q (x ) operators y is calculated:

QQ (x )Q (0) =— QQ (x )
l

X X

(6)

is connected to y by a nontrivial relation. The pres-
ence of irrelevant operators of higher dimension in Q (x )

induces quantum corrections. Equation (5) must be
corrected by including a renormalization constant Z(P)
[9]:

results of this paper is already contained in Refs. [4] and
[5].

The topological susceptibility g, in two-dimensional
CP ' models and in four-dimensional non-Abelian
gauge theories, is a renormalization-group-invariant
quantity, which measures the amount of topological exci-
tations in the vacuum; g is defined as the correlation at
zero momentum of two topological charge-density opera-
tors Q(x):

y= f d x(0iTQ(x)Q(0)~0); (3)

Q(x) is the divergence of a topological current IC„[1,6],
Q(x)=B„K„. The prescription defining the product of
operators in Eq. (3) is [7]

(0lrg(x)g(0)10) —=a„(oleic„(x)g(0)10) .

This prescription eliminates the contribution of possible
contact terms (i.e., proportional to the 5 function or its
derivatives) when x ~0.

On the lattice, a topological charge-density operator
can be defined as having the appropriate classical contin-
uum limit [8]:
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Q (x } —a Z(P)Q(x )+O(a +
) .

a~0
(7)

For SU(N) gauge theories, 13=2N/go, with g0 the cou-
pling constant, for the 2D O(3) o model P= 1/T, where T
is the temperature; Z(P) is a finite function of P, which
will tend to 1 when the continuum limit (P~ ~ ) is ap-
proached. If a perturbative expansion makes sense, then

21 22Z(P)=1+ + +
2 (8)

Furthermore, there are contributions of contact terms
originating when x —+0 in Eq. (6). A prescription
equivalent to Eq. (4) does not exist on the lattice, and
therefore the contribution of the contact terms must be
isolated and subtracted. These contact terms appear as
mixings with the action density S(x ) and with the unity
operator I, which are the only available operators with
equal dimensions or lower. In equation form,

y (P)=a Z(P} y+a A(P}(S(x))

+P(13)(l&+O(a"+ ) . (9)

The lattice spacing a follows the renormalization-group
prediction. For QCD at sufficiently large P,

a AL =f(p)

2Nb 0

bi 2bo

4Nb0

(10)

where AI is a mass parameter, b0 and b& are the first
coefficients of the renormalization P function. A similar
formula gives a as a function of temperature in the 2D
O(3) o model [see Eq. (16)]. Terms of a higher dimension
O(a +

) can be neglected at large enough P. The func-
tions Z(P), P(P), and A(P) are renormalization effects
and have their origin in the ultraviolet cutoff-dependent
modes. Extracting y from Eq. (9) is not easy: one has to
take good care to evaluate these renormalizations, which
mask the physical signal. The subtraction of the pertur-
bative tail P(P) is the most delicate point, its contribution
becoming dominant when P~oo (it is a series in P '),
since the physical signal falls off exponentially at large P,
being a power of a. The hope is that a scaling window
exists, i.e., a range of values where P is large enough, for
f(P) to have already the asymptotic form of Eq. (10), for
Z(P), A (P), and P(P) to be well approximated by a few
terms of their asymptotic expansion within the statistical
errors; but at the same time, P is small enough for the
physical signal in Eq. (9}, proportional to a, to be still
detectable with respect to the errors. As we shall see, this
proves to be possible in the O(3) o model, as it is in QCD.
Equation (9) is a direct consequence of field theory: if the
lattice reproduces field theory in the continuum limit, Eq.
(9) must be true.

To overcome the difficulties encountered in extracting
g from Eq. (9), two alternative methods were developed
to compute y. The first one is known as cooling [10]: it
consists of measuring the topological susceptibility on an
ensemble of configurations cooled by minimizing the ac-
tion locally. Local changes should not modify the topo-

logical properties of a configuration, and its topological
content may be extracted from the cooled configuration,
where the short-ranged fluctuations, responsible for the
renormalization effects, have been eliminated, leading to
integer values of Q =Q„Q (x ). A delicate point in cool-
ing is checking for eventual losses of topological charge;
such losses would not occur in the continuum, given the
global stability of the topological charge. On the lattice,
where instantons are only metastable, this charge is
bound to vanish eventually, after protracted cooling. The
consistency of the field-theoretical and cooling methods
was demonstrated for 4D SU(2) [11]and SU(3) [12] gauge
theories, and as a by-product a method to control the
possible losses of topological charge during cooling was
provided.

A third method, the so-called geometrical method
[13—17], uses an interpolation among discrete lattice
variables to assign an integer topological charge to each
lattice configuration. A difficulty associated with this
method is that such an assignment is unambiguous only
for configurations respecting a certain bound [15], thus
excluding many of the configurations actually generated
in a numerical simulation. A test of this method on the
2D O(3) cr model [13]gave negative results in that Monte
Carlo data did not show the expected scaling behavior,
therefore rendering impossible the determination of y.
This failure was explained by the presence of exceptional
configurations called dislocations, i.e., topological struc-
tures of the size of one lattice spacing, whose unphysical
contribution to y does not vanish in the continuum limit
[18]. The geometrical method meets similar difficulties in
4D non-Abelian gauge theories [19]. In order to use this
method, one should master the dislocations: a judicious
choice of the action, within the same class of universality,
might meet the purpose, by reducing the weight of such
configurations.

The situation for QCD (for a review, see Ref. [20]) is
now that the field-theoretical method and the cooling
method give a consistent determination of y, which is
also consistent with the phenomenological estimate (2).
A test of the above methods on a theory simpler than
QCD, but with some of the same relevant properties, is
therefore important.

In this paper we perform this test on the 2D O(3) cr

model, or CP' model. We determine the topological sus-
ceptibility with both the field-theoretical and cooling
methods. We find consistency between the two deter-
minations. In addition, we estimate directly by Monte
Carlo techniques the renormalizations in Eq. (9). To this
purpose the distinction between the fluctuations at a dis-
tance l-a, contributing to the renormalizations, and
those at 1-g (g being the correlation length), determin-
ing the relevant topological properties, is essential. We
compare the direct measure of Z(P) and P(13) with their
perturbative estimates, checking the assumption, which
already proved to work in QCD, that the perturbative ex-
pansion is an asymptotic expansion and that nonpertur-
bative effects do not influence the first few terms of it.

Work is in progress also on CP ' models with large
N; on the one hand, there exist in the literature [18,21) es-
timates of g based on an 1/N expansion to which the lat-
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tice results can be compared; on the other hand, disloca-
tions are expected to be less effective [22] and therefore
the y defined by the geometrical method may have the
right continuum limit.

II. RENORMALIZATION
AND TOPOLOGICAL SUSCEPTIBILITY

A. The model

The 2D O(3) nonlinear o model, or CP' model, has
been widely studied in the literature because it presents
similarities with 4D non-Abelian gauge theories. The
model is asymptotically free and becomes nonperturba-
tive in the infrared region with spontaneous mass genera-
tion. Another important point of contact is the non-
trivial topology. As in QCD, nonperturbative effects can
be studied by formulating the theory on the lattice and
performing Monte Carlo simulations.

The action of the 2D O(3) 0 model is

S= ' fd' [a„{t( )]',

where iI)(x ) is a three-component real field satisfying the
constraint {t /=1, and T is a coupling which plays the

role of a temperature. The topological charge of a spin
field P(x ) is defined by

Q= f d xQ(x),

Q(x ) = e„,e, „P,(x)d„P,(x )8 Pk(x );1

8~~ '~''
(12)

Q is the number of times P(x ) winds around the sphereS.
%e regularize the theory on the lattice by taking the

Symanzik tree-level-improved action [23], which offers
notable advantages from the point of view of Monte Car-
lo simulations:

S = —P g [—', P(x)P(x+p) —
—,', {(i(x)P(x+2@)], (13)

where P= 1/T.
For both continuum and lattice, at low temperature,

the perturbative expansion is obtained by setting
P—:[n;, (I —g;m. ;)' ], i =1,2. The quantization of the
action introduces an additional ill-defined (infinite) deter-
minant, which is necessary for geometrical reasons: it al-
lows us to write the functional measure over the field m- in
an O(3)-invariant way. The partition function is

Z= f g [dg(x)5(P (x)—1)]exp[—S (P)]

= f g dm, (x)der~(x) 1 —gn, (x) .'~ exp[ —S (m)]

= f g [dm, (x )d~ (x )] exp — S (m. )+—,
' g ln 1 —g ~;(x } ' (14)

Indeed, SM explicitly breaks the O(3) invariance and acts
as a mass term for the 7r fields. The O(3)-invariant quan-
tities (and the relations among them) are free of infrared
divergences, and have a well-defined limit for h ~0.

The lattice spacing a is given by the renormalization-
group formula

f(P),1

AsY

&SY
f(p) =2mpe ~ 1+ +0(1/p~)

2m.

(16)

where 6+Y is a numerical constant coming from a three-

loop calculation [24]: 5sr =0.34.
A regularized version of Q(x ) on the lattice can be ob-

tained by discretizing the derivatives in Eq. (12):

In dimensional regularization, the measure term does not
contribute, as a consequence of the rule

f d k =0 5 (0)=0, where d is the space dimension.

The perturbation expansion suffers from infrared diver-
gences, which can be cured by adding a magnetic term to
the action:

S = — a'xh 1—

Q (x)= e„„e,/kiti;(x }[/ (x+p) —
P, (x —p)]

1

32m

X [4„(x+v) —4„(x—v) l, (17)

B. Topological charge-density renormalization

On the continuum, Q(x ) is invariant under the renor-
malization group if a suitable renormalization scheme is
chosen, for example, the modified minimal subtraction
(MS) scheme. This can be directly checked by calculat-
ing the renorrnalized two-point proper function
of the ir field with one insertion of Q(x ), I™. Since we

are only interested in the renormalization o/Q(x ), in our
calculations we put p+q =0 after having factorized the
tree-order two-point function I &'„' = —(1/4n )5;Je„~„q
(p and q are the external momenta). We define F& by
the relation I &

„=I~g'+& and we compute F& at

p+q =0. By a calculation at two loops we found (the

where we have taken a symmetrized version of
8„=[{t(x +p ) —{{)(x—p) ]/2a. In order to extract the to-
pological susceptibility, we calculate the correlation y at
zero momentum of two Q (x) operators, Eq. (6); y is
connected to g by a nontrivial relation containing the
multiplicative renormalization of Q (x) and contribu-
tions of contact terms originating when x ~0, Eq. (9).



46 TOPOLOGICAL SUSCEPTIBILITY ON THE LATTICE: THE. . . 4633

corresponding diagrams are shown in Figs. 1 and 2)

Fg (t„h„,p;p, q)~

=Z (T,e)F& (T,h, e;p, q)~ +~=o

=1— ln, t„+ ln', t„'+O(t,'), (18)4' p~ 16 p2

where T=t,p 'Z„h =h, Z, Z '; here F and F are,
respectively, the renormalized and the bare functions;
c.=d —2; Z is the renormalization constant of the fields
~ [25]:

Z =1+ T+ T +O(T );1 1

4~2g2
(19)

t„=Tp'Z, ' is the renormalized coupling, with Z, given
by [25]

Z, =1+ T+1

27TE,
T +O(T ),

4~2g2 4m c,
(20)

FIG. 2. Diagrams contributing at two loops to the two-point

proper function with one insertion of Q(x ).

h„=hZ' Z, ' is the renormalized external field; p is an
energy scale. Since the right-hand side (RHS) of Eq. (18)
is finite when written in terms of renormalized quantities,
it follows that Q(x ) does not renormalize up to two
loops.

A finite multiplicative renormalization connects the
matrix elements of Q (x ) with those of Q(x ), defined in
the MS scheme. The antisymmetry of Q (x) forbids
mixings with any other O(3)-invariant operators of di-
mension 2. We write

renormalization constants that allow us to get, starting
from the lattice regularization, the same Green's func-
tions as those of the MS renormalization scheme. In par-
ticular, Z(T) can be obtained by imposing Eq. (23) at
p+q =0.

In order to calculate Z(T) at two loops, we need to
know Z (T,p, ,a) to two loops and Z, (T,p, a) to one
loop; they have been calculated in Ref. [24]:

ZMs(T, p, a)=1 2L(a p )T—

Q (x)=Z(T)Q(x) . (21) +[[L(a p )] —2c,L(a p )

Since the anomalous dimension of Q(x), y&(t„), is zero,
Z( T ) must satisfy the equation

+b2]T +O(T ),
Z~Ms(T, p, ,a ) =1—[L(a p )+c, ]T+0(T ),

(24)

(22)

and therefore be a finite function of T, which can be
determined by imposing [26]

F& (t„,h„,p, ;p, q)=Z '(T)Z (T,p, a)

XF& (T,h, a;p, q), (23)

with T=t,Z, and h =h„Z Z ' ' F is defined

by rLQ
—rtQ"..XFQL and rLQ .is the two-point proper

function on the lattice, with one insertion of O (x ), and
calculated in the limit a~0. The functions Z (T,p, ,a)
and Z, (T,p, a) are, respectively, the field and coupling +d ]T2+O(T ), (25)

with d
&

= —0.6839 and d2 = —0.0753.
Then by gathering the results in Eqs. (18) and

(23)—(25), we finally get

where L(x ) = —(I /4tr) lnx+(514m)ln2 —y, .the values of
the numerical constants being y =0.0472, b2 = —0.0116,
and c& =0.1703.

We have calculated FQ at p+q =0 and at two loops.
The diagrams at one loop and at two loops contributing
to FQ are shown, respectively, in Figs. 1 and 2. We
have found

F& (T,h, a;p, q)~ +

= 1+[2L(a h )+d
& )T

+[2[L(a h)] +2(c, +d&)L(a h)

Z(T)=1+zi T+z2T +O(T ),

FICs. 1. Diagrams contributing at one loop to the two-point
proper function with one insertion of Q(x ). White blobs, black
blobs, and black squares indicate, respectively, the operator ver-
tices, the Lagrangian vertices, and the vertices coming from the
measure term.

c)
z2 —d2+b2+

2%-

That is, z, = —0.6839 and z2 = —0.0598.

(26)
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C. Contact terms

As stated in the Introduction, the other source of
difficulties is the presence of contact terms in the
operator-product expansion of Q (x )Q (0) when x ~0,
which contribute to y in the definition (6). They appear
as mixings with the unity operator (the so-called pertur-
bative tail) and the action density, S(x)=[t)„P(x)],
which are the only available O(3) invariant operators
with dimension equal to or lower than 2. Then the
theory of local operators leads to the relation (9) between

and the physical y. In Eq. (9) the quantity (S(x) ) is

intended to be the nonperturbative part of the expecta-
tion value of the action density; i.e., it is a signal of di-
mension d.

As Z(T), A (T), and P(T) can be calculated in pertur-
bation theory following the field-theory prescriptions.
With our symmetrized definition of Q (x), P(T) starts
from a T term (corresponding to three-loop graphs),
while A ( T ) starts from a T term (corresponding to
two-loop graphs).

We calculated the perturbative tail P(T)=+„4P„T"
up to four loops. In Figs. 3 and 4 we show the diagrams
at three and four loops, respectively. The results for
infinite volume were

p4 =6.832X 10, p5 =5.722X 10 (27)

These numbers were extracted by performing numerical
integrations at finite volume and extrapolating the results
to infinite volume.

In the following we will neglect the mixing with the ac-
tion density, whose first contribution comes at two loops
from the graph drawn in Fig. 5 and it is 0 (P ). This is
consistent (in a perturbative sense) with Z( T ) calculated
up to two loops. Notice that Z( T), P(T), and A (T) de-
pend on the choice of the regularized version of Q(x ) and
on the action, that is they are cutoff-dependent quantities.

III. NUMKRICAI. RKSUI.TS

A. The Monte Carlo algorithm

The advantage of the tree-improved action with
respect to the standard action is that the correlation
length is much smaller in the expected scaling region
[27]. This allows us to perform our simulations without
them being too sensitive to critical slowing down. For
this reason we have preferred to use a local procedure of
updating (suitable for complete vectorization on parallel

computers), even though for this model an efficient clus-
ter algorithm is available [28]. Our Monte Carlo upgrad-
ing procedure was an adaptation for the O(3) o model of
the over-heat-bath proposed in Ref. [29] for SU(N) non-

FIG. 4. Diagrams contributing at four loops to the mixing
with the unity operator.

dp( costi) = exp(P~F ~
cos8)d( costi) . (29)

In a standard heat bath, the other angle y is taken with a
flat distribution. Instead, the over-heat bath chooses the
new rp with the condition of minimizing the scalar prod-
uct between the vector corresponding to the new spin
variable and that of the old one. This condition consists
in taking y„,„=m+y„„. The detailed balance is satisfied
because the additional condition is symmetric between
the old and new links and drops in the ratio of direct and
inverse transition probabilities. The over-heat-bath algo-
rithm incorporates the requirements of a canonical ener-

gy distribution and of overrelaxation.
An alternative realization of overrelaxed algorithms

consists in alternating microcanonical updatings with
canonical ones (necessary to ensure the ergodicity of the
algorithm). A microcanonical updating consists in

choosing the new variable with the same energy as the
old one but lying in the group space as far as possible
from it. In the O(3) cr model a microcanonical updating
is obtained by taking

ynew Y' F gold (3o)

Abelian gauge theories.
In the action S, the sum of the terms containing a

given spin variable P(x ) can be written as the scalar

product of two vectors:

S = —PP(x )F(x )+
where the ellipsis indicates terms independent of P(x ).
Therefore, only the angle t) between P(x ) and F(x )

enters S . By taking a frame where F(x) is along the
third direction, we extract the new variable 8 with the
distribution

FIG. 3. Diagram contributing at three loops to the mixing

with the unity operator.
FIG. 5. Diagram contributing at two loops to the mixing

with the action density. Its contribution is O(g ').



46 TOPOLOGICAL SUSCEPTIBILITY ON THE LATTICE: THE. . . 4635

In the following we will consider an overrelaxed algo-
rithm constructed by performing a sequence of nine mi-
crocanonical updatings and one over-heat-bath updating.

To test the performance of these algorithms, we calcu-
lated integrated autocorrelation times ~;„, of the normal-
ized autocorrelation function Ao(t) of two quantities:
the energy E, and the magnetic susceptibility y

ln Tint

6

f = —oo

(31)
,[0(n+t) —&0) ][0(n ) —&O) ]Ao(t)=

,[0(n)—&O)]

where 0(n ) is the average of the operator 0 on the nth
configuration, N is the total number of sequential
configurations, and the angular brackets indicate an aver-
age over the N configurations. For the overrelaxed algo-
rithm, the time units are the single sweeps. To estimate

~;„, we employed a self-consistent truncation window of
width 4Xr;„, [30]. The results are reported in Table I.
The values of the correlation length g are obtained from
the mass gap data reported in Ref. [27]. The values of P
(and hence of g) and the size of the lattice L are chosen
such that L /g=c oust=3.

As expected, the algorithms based on procedures of
overrelaxation show a notable improvement with respect
to the standard heat bath. Furthermore, taking a heat-
bath iteration as a unit of computational time, the over-
heat-bath and the overrelaxed algorithm take, respective-
ly, the values t =0.9 and =0.7 per iteration.

Since y is expected to couple strongly with the long-
est modes, we determine the dynamical critical exponent
by identifying ~j„,=~+, . The parameter ~jDt is expected
to behave asymptotically as r;„,=cP, where c and z are
constants that depend on the algorithm employed; z is the
dynamical critical exponent. According to the finite-size
scaling theory, c must be a function of the ratio
g/L, c =f( g/L ); therefore, keeping g/L constant, c
behaves as a constant. In Fig. 6, a log-log plot of ~;„,
versus g is shown. Data for the heat bath are compatible
with zHB =2. By a best fit of the data we found, for the
other two algorithms,

1
2

I I I I I I I I j I I I I I I I I

2.5 3 3.5
1n (

FIG. 6. Log-log plot of rr„t vs g for the heat-bath (square),
the over-heat-bath (diamond), and the overrelaxes (cross) algo-
rithms. The lines are the results of the fits.

zOHB —1.90+0.08,
c =0.11+0.03,

y /NDF -—0.8,
for the over-heat bath, and

(32)

z9m + 1OHB

c =0.98+0.20,

X /NDF-—0.3,
(33)

for the overrelaxed algorithm consisting of sequences of
nine microcanonical sweeps and one over-heat-bath
sweep. Although both algorithms contain overrelaxation
procedures, their dynamic behavior is very different. On
the other hand, it is well known that only an optimized
overrelaxation can give z = 1, which represents the free-
field limit investigated by Adler [31]. Of course, to reach
the equilibrium condition at a given p, the over-heat bath
is the best algorithm in that it assures a canonical distri-
bution.

TABLE I. r;„, and ra, versus P, the correlation length g, the size of the lattice L. HB, OHB, and
9m+ 1OHB indicate, respectively, heat-bath, over-heat-bath algorithm and the algorithm constructed
by performing nine microcanonical iterations followed by an over-heat-bath sweep. Stat is the statistics
used. Estimated errors in the least significant digits are shown in brackets.

1.32
1.38
1.32
1.38
1.44
1.50
1.32
1.38
1.44
1.50

10.64(7)
14.47( 19)
10.64(7)
14.47( 19)
19.92(24)
29.15(42)
10.64(7)
14.47( 19)
19.92(24)
29.15(42)

30
45
30
45
60
90
30
45
60
90

MC

HB
HB

OHB
OHB
OHB
OHB

9m+ 1OHB
9m+ 1OHB
9m+ 1OHB
9m+ 1OHB

Stat

100k
200k
100k
160k
120k
120k
100k
100k
120k
120k

8.0(4)
8.3(3)
2.2(1)
2.5(1)
2.4(1)
2.0(1)

13.5(8)
12.6(7)
12.6(7)
11.4(6)

ym
int

56(5)
116(11)
10.2(4)
19.6(9)
34.0(2.3 )

67.7(6.4)
11.4(5)
15.6(8)
21.1(1.1)
33.0(2.2)
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Looking at Table I we see that the choice of the best al-
gorithm depends on the quantity we want to measure (the
over-heat bath is much more efficient in decorrelating
such quantities as the energy) and on the values of the lat-
tice size and the correlation length. To measure the local
topological charge Q (x ) on lattices up to 90, we found
more convenient to employ the over-heat-bath upgrading
procedure. Of course, going to bigger and bigger lattices
and correlation lengths, the algorithm with z =1 wi11 be-
come more and more convenient.

B. Results

TABLE II. y and y„„versus p on the lattice 60'.

1.38
1.4
1.41
1.42
1.43
1.44
1.45
1.46
1.47
1.48
1.5
1.52
1.55
1.6
1.75
1.8
1.85
1.9
1.95
2.0
2.05
2.1

2.2
2.3
2.5
2.8
3.0
3.5
4.0
5.0

10.0

10'y'

13.83( 34)
12.38( 19 )

12.08(28 )

11.51(20)
10.91{26)
10.10( 17}
9.57(24)
9.21(21)
8.46(20)
7.84(19)
7.03(15 )

6.24(15)
5.14{14)
4.09( 10)
1.918(63)

1.617(54)
1.360( 33 )

1.150(28)
0.984( 36)
0.868(21 )

0.729( 17 )

0.700( 15 )

0.522( 11 )

0.4194(96)
0.2810(67 )

0.1664( 37 )

0.1195(19)
0.0611(15 }

0.034 20( 53 )

0.012 69( 37)
0.000 737(31)

10 scoot

3.3(2)
2.8(2)
2.65(30)
2.2(2)
2.1( 1)
1.8(3)

1.4(2)

1.1( 1 )

0.9(2)
0.55(15)

To begin with, we performed runs on a 60 lattice to
collect data over an extended range of p. About 30
values of P were chosen and about 40000 sweeps were
performed per value of P on the average. We used
different binnings to safeguard our results from statistical
correlation. Data for y are reported in Table II.

The field-theoretical method consists in fitting expres-
sion (9) to Monte Carlo data in order to extract y. A
series of alternative fits can be performed on the data.
Consistency requires that our results be stable under
these variations. The mixing with unity operator consti-
tutes a perturbative background to the Monte Carlo sig-
nal, and one must take good care to subtract it properly.
While the first calculated terms of the perturbative tail,

given in Eq. (27), fit the data extreinely well at large p,
more terms must be included as the scaling region is ap-
proached. Lacking an analytical calculation for the
coefficients of these terms, one must fit them from the
data. To estimate them, we fit data for p~p =1.8,
where the whole nonperturbative signal has exponentially
died off. There, a total of four terms of the tail proves to
be sufficient for a fit with g /NDF —1. The coefficients
fitted from data are P6 = —(6.9+0.4) X 10 and

P7 =(4.8+0. 1)X 10 . Then we extrapolate and subtract
P(p) from all data. In Fig. 7 we plot

X X (P) —P(P)
&sr Z(p)'f (p)'

(34)

in the presumed region of scaling. We see that the scal-
ing is quite good. Fitting data with p) p;„=1.4 we ob-
tain y/A&„=(1. 57+0.04) X 10 (with g /XDF =0.4). In
the fit we have also taken into account the three-loop
term in the scaling function of Eq. (16). A more reliable
error is found by checking the stability of the result un-
der various alternative fits: (a) different initial fits on the
perturbative tail, (b) different values of p and p;„, (c)
global fits through the whole range of p including simul-
taneously the exponential and the tail parts. We have
performed a systematic scan of such fits and concluded
that the real uncertainty is about 10%.

We have performed a second set of simulations on a
90 lattice to check the importance of finite-size effects.
Six values of p were chosen in the scaling region and
100000 sweeps were performed per value of P. The re-
sults are reported in Table III. Since the mixing with the
unity operator is a short-distance effect, we expect that
the function P (p) derived on the 60 lattice is still a good
approximation of the perturbative tail. Then we subtract
it from Monte Carlo data of the 90 lattice. In Fig. 8 we
plot y/Asr given by Eq. (34). The scaling is good and a
fit (without the first data in Fig. 8) gives

300 I

I

I I

250—

200—

150—

100
1.4 1.55

FIG. 7. Data from simulations on a 60 lattice: {a)

[g (p) —&(p)]/Z'(ll)& ~„~J'(p) (diamond); (b) y/Asr extracted
by cooling (cross); (c) the same as in (a), but with Z(p) deter-
mined by heating an instanton (square). For the sake of legibili-

ty, data (a) and (c) at the same value of P as (b) are slightly shift-
ed in /3.
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1.42
1.45
1.47
1.5
1.52
1.55

11.62( 17)
10.06( 15 )

9.12( 19)
7.73(11)
6.63(14)
5.62(16)

3.1(3)
2.1(2)
1.65(15)
1.36(16)
1.07(17)
0.70(9)

TABLE III. y andy„„versus pon the lattice 90.
10 Scoot

=(1.70+0.05) X 10
~SY

(35)

lasting beyond the 30 sweeps performed, until metastable
structures carrying topological charge disappear. Our
data along with their error are taken on the plateau; they
are reported in Tables II and III. In Figs. 7 and 8 we plot
data divided by f (p) for the 60 and 90 lattices, respec-
tively. A good scaling is observed for p 1.4. Fitting
these data we obtain, respectively,

y/Asr=(1. 9+0.1)X10 (y /NDF -—0.5), which is about
20%%uo higher than the value found on the 60 lattice.

C. Cooling method

An independent method of y can be obtained by the
cooling technique [10], which consists in measuring the
topological charge on an ensemble of configurations
cooled by locally minimizing the action. This method re-
lies on the assumption that local changes do not modify
the topology of the configuration. By the cooling pro-
cess, each configuration is transformed into a minimum
of the action, i.e., into a classical configuration with the
same topological charge. Local fluctuations are eliminat-
ed and Q can be read on the classical configuration.

Along with thermalization sweeps, we employed a
cooling algorithm; its building block (a cooling step) is
the assignment, to each spin variable P, of a new value P'
which minimizes the action (keeping all other links fixed),
subject to the constraint (P —P') ~ 5 [11]. The parame-
ter 5 limits the distance between the old and new values
of the spin variable. We chose 5=0.1 for our simula-
tions. A cooling descent was performed typically every
200-500 thermalization sweeps depending also on p.
Each cooling descent consisted of 30 steps, and averages
were taken at each cooling step across all descents. We
used the operator Q (x) to determine the topological
charge of the cooled configurations. We constructed en-
sembles of 100—400 configurations on the average per
value of p and per cooling step. The topological suscepti-
bility measured on cooled configurations by Eq. (6), g„,~,

is seen to gradually rise up to a very extended plateau,

300

=(2.0+0. 1)X 10
~SY

in agreement with the determinations of y by the field-
theoretical method.

We have also followed the behavior of y during cool-
ing. As in Ref. [11],we introduce an effective tempera-
ture p, ff of the short-ranged fluctuations and we
parametrize y„,&

by the equation

X„,i=Z(P, ff) a y+P(P, ff (36)

(here we have left out the mixing with the action density),

p, ff must be a function of the cooling step: at cooling step
zero it equals p, while at the end of cooling p,ff~ ee so
that

Z(P, ff)Puf „~1, P(P,ff)P ff (37)

and therefore y —+a y, which explains the agreement of
the determinations of y by the field-theoretical method
and the cooling method. A natural choice for P,ff is the
one satisfying [11)

( )(p )
1 0.0978

Peff eff

(38)

where Sz is the average action on the sample [Cz] con-
structed by performing N cooling sweeps starting from
the configurations thermalized at a given p; the expres-
sion (S)(p) is the energy in statistical equilibrium at a
given p. In Eq. (38) we have considered only the first two
terms of the weak-coupling expansion of (S)(p). Of
course, we are not in statistical equilibrium, and therefore
p ff is only an approximate concept, but, as we will see, in
this off-equilibrium condition, it will give a good parame-
trization of the contributions of the fluctuations about
the smooth background fields, which give origin to the
physical topological susceptibility. According to Eq. (36)
the expression

200—

150

100
1.4

I I I

1.45 1.5 1.55

FIG. 8. The same as in Fig. 7 on a 90 lattice.

(39)

as a function of cooling step (and hence of p,ff) should
coincide with the calculated Z(p, ff). In Fig. 9 we com-
pare the quantity (39) as a function of P,ff with the curve
Z(P,ff)z„, , for data at P=1.44. The agreement of
Z(p, ff)z&,~, with data is satisfactory. Furthermore, this
agreement allows us to use as a criterion for checking on
eventual losses of topological charge during cooling [11],
the way in which the cooling data follow the renormaliza-
tion curve.
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1.0

I I I s I I I I I I I

(Q ) ~
=Z(P)g

(42}

se
JK

0.4
0.2 0.4

eff

I 1 I I

0.6

FIG. 9. The quantity in Eq. (39) is plotted vs cooling steps.
For each cooling step we collected 750 configurations. W'e per-
formed a cooling descent every 400 iterations, running at
P= 1.44 on a lattice 60 . The dashed line is the curve

( jeff}2 loops'

IU. NONPKRTURBATIVK DETERMINATION
OF THE RENORMALIZATIONS

A. The method

The fundamental point is that Z(p), P(p), and A(p)
have their origin in the short-ranged fluctuations (I-a ),
whereas the relevant topological properties are deter-
mined by fluctuations at a distance 1-g. As in Ref. [32]
we assume that, on the configurations relevant to the
functional integral, the lattice topological charge can be
expressed as

q (x ) = [Z(P)+g(x )]q(x )+2)(x ), (40)

where q(x) is a background topological charge density
determined by the fluctuation at l-g, where g and rl are
random variables with zero averages ((g) = (rj ) =0) and
are determined by the short-ranged fluctuations. Rela-
tion (40) is an efFective way of characterizing the different
contributions to (Q ) and (Q ). It will receive further
support from the consistency of the results. Approaching
the continuum limit, g and 21 are expected to be indepen-
dent of the background topological structure; they should
decouple from q(x), i.e., (gq) =(rfq) =0. According to
the parametrization (40), the topological charge of a
configuration is Q = g, q(x } and the topological suscep-
tibility y= ( Q ) /V. Instead, g should be given by

&[g„q( )]'& ([g.g( )q( )]')
g =Zap+

V
+

V

(41)

Since the second term in Eq. (41) gives contributions of
dimension zero, we can identify it with a mixing with the
unity operator, while the third one should be related to
the mixing with the action density.

If we are able to perform simulations keeping the back-
ground topological charge Qo fixed, Eq. (40) should give

B. Nonpertnrbative determination of Z(p)

To begin with, we determine Z(p) by heating an in-
stanton configuration. We construct a discretized instan-
ton by setting

f(x)+i/2(x) z —r
1+$3(x) z —s

' (43)

where z=x, +ix2, r and s being two complex numbers.
We have taken r =L /3 —0.5+iL /2 and

Qp

([+„2t(x)] ) ~(2 is expected to be independent of the

background topological structure and therefore its con-
tribution should be the same as that of the corresponding
term in Eq. (41).

To perform the measurements suggested by Eq. (42),
we employ a method inspired by Ref. [32]. We start from
a given large classical configuration Co, having topologi-
cal charge Qo, and construct ensembles of configurations

I C„] obtained by performing n local Monte Carlo
sweeps, at a given p, starting from Co. For small n, we

expect that the long-distance properties, and in particular
the topological charge, of the configurations belonging to
[C„] will be the same as those of Co, and that only the
short-distance fluctuations will vary among [C„]. Of
course, how big we can take n without losing the memory
of Co depends on the upgrading procedure. We expect
that, if g ))a, there exists an intermediate range of n

where fluctuations of length l-a are thermalized at the
given value of p and give the renormalization effects, but
where those at l -g are off equilibrium and are still deter-
mined by the initial configuration. Measuring Q (x ) on
the ensembles j C„], we should find ( g„g (x) )„
=Z(p)go for n big enough to have thermalized fluctua-
tions at l-a and small enough to have left intact the
structure at l-g. Furthermore, if the renormalization
functions are really caused by fluctuations at l -a, we do
not expect to observe the effects of critical slowing down
on their measurement. This should instead affect the
length of the intermediate range of n where the above
phenomenon can be observed: at that point, the Monte
Carlo is going to change the physical modes that deter-
mine the topological properties. To be sure that during
the heating we are not changing the background topolog-
ical structure of the initial configuration, after n heating
sweeps we cool the configurations (minimizing the action
locally) and check, on cooled configurations, that the to-
pological charge still has value Qo.

As an updating procedure we use the standard heat
bath, which gives a mild heating. To our purpose, the
over-heat-bath algorithm loses the memory of the initial
configuration too rapidly.
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s =2L/3+0. 5+iL/2, where L is the size of the lattice.
Furthermore, we perform a few cooling steps to make the
configuration smoother. After this procedure, we end up
with a configuration Co with topological charge Qo= l.
In Fig. 10 we plot Q„/Qo, where Q„ is the topological
charge averaged on the ensemble IC„I. Data are taken
on a 120 lattice. Each ensemble contains 1000
configurations. From 1 to n = 15 we thermalize at
P=1.55, then we cool the configurations. We see clearly
a plateau from n-5 until cooling starts. After a few
steps, the cooling process gives Q -Qo, showing that the
background structure remained unchanged during the
thermalization.

According to Eq. (42), the value of (Q ) at the plateau
gives an estimate of Z(P). Averaging data in the plateau
(that is from n =6 to n =15), we obtain
Z(1.55) =0.50+0.02 (as error we take the typical error
of data in the plateau) to be compared with the two-loop
result [Eq. (26)] Z(1.55)z&„,=0.534. We have repeated
all this at different values of P, on different lattices, and
for different values of Qo. As in Fig. 10, we see in all
cases a very clear plateau. In Table IV we give the results
and their comparison with the two-loop approximation of
Z(P). The values of Z(P) are systematically lower than
Z(P)z~„p„ typically by about 5%%uo in the scaling region.
In Figs. 7 and 8 the ratio y/Azz corrected by using the
measured value of Z(P) in Eq. (34) is also shown.

Notice that plateaus always start from n -5, proving
that the quantity Z(P) is not subject to critical slowing
down. This confirms that fluctuations contributing to
Z(P) are those at I -a. On the other hand, by increasing
P or the size of the initial instanton, plateaus become
longer.

By using the same procedure, we have also observed
what happens when measuring the topological charge by
the geometrical method [13]. Starting from an instanton
configuration, if it were a reliable measure of Q, we would
expect to find always Q = 1, since we are sure that during
the process the underlying topological structure is not
changed. Instead, several times we found Q+1 (although
still an integer) after a few sweeps of heating even for

1

]

I I I I

~

$ I I I

g 00 —x

0.75

0.50

0.25

0.00 I

10 20 30

FIG. 10. Q„/Qo vs n Dat.a with the cross symbol refer to
the thermalization process, while data with the diamond symbol
refer to the cooling procedure. The thermalization is performed
by a heat-bath algorithm at P=1.55 on a 120' lattice. The dot-
ted line indicates the value of Z(P) estimated by averaging data
at the plateau.

values of P corresponding to very large g. This shows
how this definition of Q is sensitive to an unphysical con-
tribution coming from fluctuations of length l-a, and
therefore that it is not good for measuring y.

As an example of the performance of the over-heat-
bath algorithm in this context, we mention that on a 60
lattice, starting from an instanton configuration and heat-
ing at P= 1.6, it takes -5 sweeps to bring the average to-
pological charge to zero.

C. Nonperturbative determination
of the mixing with the unity operator

By using the same procedure, we now measure y . If
the starting configuration Co is constructed by setting
(()(x)=(1,0,0), according to Eq. (42) we should get a
direct estimate of the perturbative tail. Starting from Co,
we thermalize at various values of P on a 60 lattice, col-

TABLE IV. Z(P) versus P. L is the size of the lattice, Qo is the topological charge of Co, N„„f is the
number of configurations of each ensemble [C„]. The fourth column indicates the heating sweeps at
which the plateau is observed. The error on Z(P) is the typical error of data in the plateau. The last
column gives the perturbative renormalization function calculated at two loops.

2.0
2.0
1.8
1.7
1.6
1.6
1.6
1.6
1.55
1.55
1.5
1.5
1.45

60
120
60
60
60

120
120
120
60

120
60

120
120

Qo

0.990
0.997
0.990
0.990
0.990
0.997
1.982
3.960
0.990
0.997
0.990
0.997
0.997

+conf

400
400
400
400

1000
1000
1000
1000
1000
1000
1000
1000
1000

Plateau

6—15
6—15
6—15
6—15
6—10
6—15
6—10
6—10
6—10
6—15

6—8
6—10
6—10

Z(P)

0.635( 10)
0.63(2)
0.58(1)
0.55(1)
0.52(1)
0.53(2)
0.52(1)
0.51(1)
0.50(1)
0.50(2)
0.48(2)
0.49(2)
0.47(2)

Z(P)2 loops

0.643
0.643
0.602
0.577
0.549
0.549
0.549
0.549
0.534
0.534
0.517
0.517
0.500
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lecting 1000 configurations per ensemble [C„]. In Fig.
11 we show data at P=2, i.e., where the expected non-
perturbative signal is much smaller than the perturbative
tail. We see that around n -20, the data reach the value
obtained by a standard Monte Carlo simulation in the
equilibrium condition. In Fig. 12 we show data at
p=1.6. Again starting from n —20, a plateau is ob-
served, but this time at a lower value than when y was
measured by the standard Monte Carlo simulation (see
Table II). After a long plateau, the data go up to reach
the equilibrium value of g . In the middle of the plateau,
after 40 sweeps we started to cool configurations to check
that topological charge was not created during the heat-
ing; indeed, g goes to zero during cooling. Data at
p=1.5 are plotted in Fig. 13. We again see a plateau
starting from n —20, but lasting less than that at P= 1.6.

We identify the quantity measured by the position of
the plateau g with the perturbative tail at a given value
of p. This interpretation is supported by the following
observations.

(i) The starting point of the plateaus does not change
by varying p. It means that the quantity measured by
those plateaus, g, is not sensitive to critical slowing
down. Since we are using a local algorithm, this shows
that g is generated by fluctuations at I —a, as the mixing
with the unity operator is supposed to be. Repeating the
procedure on the 30 lattice, we have found the same re-
sults for g, without observing finite-size effects.

(ii) The length of the plateaus, 1, increases with /3. The
increase of I as a function of p is compatible with l~

—p
and with a-2. We recall that the dynamical exponent z
of the heat-bath algorithm is z =2, and therefore physical
fluctuations at l-g are expected to reach the statistical
equilibrium with a time r

Remarks (i) and (ii) are confirmed by the data at
p=1.4S and 1.S5. As a best estimate of X', we take the
average of the data in the observed plateau, and as error
the typical error of data in the plateau. In Table V we re-
port the values of X' versus P; we compare them with the
estimate of P(/3) by perturbation theory given in Sec.

1.0

5
[

I I r r

~

i r

&o' "

0 20 40 60 80

FIG. 12. X vs n at p=1.6, starting from a flat configuration
on a 60 lattice. Data with cross symbol refer to the thermali-
zation process, while data with diamond symbol to the cooling
procedure. The dashed line gives y measured by a standard
Monte Carlo simulation. The dotted one indicates the value of

pp estimated by averaging data at the plateau (see Table V) .

II C, finding good agreement.
We also measure g starting from an instanton

configuration. We define the quantity 5 as

5=7 X Z(P) Q /V (44)

with g~=([g„r/(x)] )„/V obtained starting from the
flat configuration (see Table V); 5 should measure the
third term in Eq. (42). In Fig. 14 we plot 5 versus n at
P= l. 55 and 1.6. We observe a clear plateau whose posi-
tion is compatible with zero. The above behavior is also
observed when starting from configurations with Qo =2
and =4. This shows that the third term in Eq. (42} gives
small contributions, confirming the perturbative result
for which A(P} starts only frotn a P term. Moreover,
it confirms that X = ( [g„r/(x ) ] )„/ V is independent of
the background topological structure.

To conclude, we have seen that the mixing with the
unity operator is a well-defined quantity and we have ob-
tained a direct reliable estimate of it. The success of the

0.8 II'}j}I~j&IIII )if)&II '& 8

0.6

lO X 0.4

Q. Z I--

0.
0 20 40 60 80 100

FIG. 11. g vs n. Data are taken starting from a flat

configuration and heating at P=2 on a 60 lattice. The dashed

line is placed at the value obtained by a standard Monte Carlo
simulation: g =(8.68+0.21)X 10

1O5 L

jiqlfkIH

X

I.

0 10 20 30 40 50
n

FIG. 13. The same as in Fig. 12, at p= 1.5.
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TABLE V. 2'~ versus p. y~ is determined averaging data in

the observed plateau. The error on y~ is the typical error of
data in the plateau. L is the size of the lattice, each ensemble

[C„] contains 1000 configurations. P(p)~„, is the estimate of
the perturbative tail by perturbation theory given in Sec. III B.
y' is the value obtained by a standard Monte Carlo simulation

on a 60 lattice.

2 —'

1.6
1.6
1.55
1.5
1.5
1.45

30
60
60
30
60
60

105~L

3.10(15)
3.05(10)
3.55(15)
4.25(25)
4.30(20)
5.35(25)

10'P(P)p„,

2.97(6)
2.97(6)
3.56(8}
4.31(10)
4.31(10)
5.27(12)

4.09(10)
5.14(14)

7.03(15)
9.57(24}

10 6

0

« ~

( V

&)

I

10 20

«&

I

30

numerical method employed relies on the distinction be-
tween the fluctuations at distance l-a, contributing to
the renormalizations, and those at 1-g determining the
relevant topological properties. We have seen that fluc-
tuations at l -a are soon thermalized, whereas the topo-
logical charge thermalization is much slower, allowing a
direct determination of both multiplicative and additive
renormalizations. These results give further insight into
the origin of the renorrnalization effects.

V. CONCLUSIONS

We have shown in this paper that the topological sus-
ceptibility can be extracted from lattice simulations by
conventional methods of quantum field theory. We have
estimated by perturbation theory the renormalization
functions entering the relation between y and the corre-
sponding quantity measured on the lattice. We have used
them to extract y from a Monte Carlo simulation. An in-
dependent measure of g has been obtained by cooling.

FIG. 14. 5 vs n at p=1.6 (diamond) and at p=1.55 (cross,
and slightly shifted in n ) starting from an instanton
con6guration on a 120 lattice.

The two determinations are consistent with each other.
Furthermore, we have given a direct estimate by Monte
Carlo techniques of the additive and multiplicative renor-
malizations, finding good agreement with the estimates
obtained by the perturbative approach. This shows, on
the one hand, that the renormalization functions, both
additive and multiplicative, are well-defined quantities,
and, on the other hand, that they are well approximated,
in the relevant range of the cutoff, by the perturbative ap-
proach.
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