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Gott spacetime has closed timelike curves, but no locally anomalous stress energy. A complete
orthonormal set of eigenfunctions of the wave operator is found in the special case of a spacetime
in which the total deficit angle is 2. A scalar quantum field theory is constructed using these

eigenfunctions.

The resultant interacting quantum field theory is not unitary because the field

operators can create real, on-shell, particles in the noncausal region. These particles propagate for
finite proper time accumulating an arbitrary phase before being annihilated at the same spacetime
point as that at which they were created. As a result, the effective potential within the noncausal
region is complex, and probability is not conserved. The stress tensor of the scalar field is evaluated
in the neighborhood of the Cauchy horizon; in the case of a sufficiently small Compton wavelength
of the field, the stress tensor is regular and cannot prevent the formation of the Cauchy horizon.

PACS number(s): 3.70.+k, 4.20.Cv

I. INTRODUCTION

Spacetimes with closed timelike lines have generally
been considered unphysical [1] because of logical para-
doxes, the lack of a well-posed Cauchy problem, or the
sense that they are obviously wrong. Prompted by the
work of Morris et al. [2, 3], there has recently been an
extensive reexamination of the question. The conclusion
of this reexamination is that it is not trivial to decide
whether closed timelike curves are physically allowed. In-
deed, spacetimes with closed timelike curves exist, and
solutions to field equations on these spaces exist. These
solutions are complete on some spacelike surfaces in at
least some noncausal spacetimes [4, 5]. Although the
causality properties of these spacetimes are unfamiliar,
they do not appear to be self-contradictory, and, if one
is prepared to consider them at all, one must address the
question of their acceptability in other terms.

The original wormhole spacetimes of Morris et al. [2]
require that the stress-energy which supports the worm-
hole fail to satisfy the positive-energy condition. Al-
though the matrix elements of the stress energy of a
quantum field do not in general satisfy the positive-
energy condition, their volume integrals over distances
large compared with the wavelengths associated with the
field excitations are in general positive, and it is still
somewhat problematic to reconcile the existence of the
wormholes with the stability of matter. On the other
hand, Gott! [6] has pointed out that spacetimes with two
relatively moving infinitely long straight strings can pos-
sess closed timelike curves. These spacetimes are vacuum
spacetimes except for conical singularities at the strings,
and each string alone is a physically acceptable solution
to Einstein’s equations. Although Carroll et al. [8] and

See also Deser et al. [7].

Deser et al. [9] have pointed out that such spacetimes
cannot arise from a spacetime which initially contains
no closed timelike curves and has a positive-definite to-
tal energy, the Gott spacetime itself does not have any
local properties which are physically unacceptable. The
existence of the acausal region in which future directed
nonspacelike curves can intersect each other is the only
peculiarity of the spacetime.

These considerations suggest that it is worth studying
the properties of Gott space in more detail. A point
mass in 2 + 1 dimensions produces a spacetime which
is everywhere flat. Coordinates may be chosen in which
the metric is the flat Minkowski metric, but with a wedge
removed from the space, and the points along the edges of
the wedge identified. The resultant cone has a singularity
at its tip where the point mass which produces the space
is located. The circumference of a circle of radius r is
(2m — O)r, where 6 is the deficit angle of the cone and
is a measure of the mass [7,10-12]. The Gott spacetime
is generated by two such point masses moving relative
to one another. The scalar wave equation is particularly
easy to analyze in the special limiting case in which the
deficit angles of the two points are both 7. (That space is
open, whereas if the sum of the deficit angles were greater
than 27 the space would be closed [13].) In particular,
a scalar quantum field may be constructed on the space
using a path integral to calculate the propagators. The
resultant free field theory appears to be fully acceptable;
however, an interacting field theory is not unitary.

The procedure for constructing the field theory is fairly
straightforward. Coordinates may be chosen in which
the metric is the Minkowski metric, but with the edges
of the removed wedges identified with additional boosts.
Because of the boosts, the point (in 2 + 1 dimensions)
or string (in 3+1 dimensions) singularities are moving.
Despite the unusual boundary conditions, it is possible
to solve the scalar wave equation on the spacetime. A
complete orthonormal set of functions which are eigen-
functions of the wave operator is exhibited in Sec. IV.
Using these eigenfunctions, the functional integral which
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defines, in causal spacetimes, the time-ordered matrix el-
ements of the field operators in the vacuum will be eval-
uated in Sec. V. The resulting matrix elements appear
as an infinite sum of terms corresponding to the various
possible winding numbers of paths around the singular-
ities. Alternatively, each term may be viewed as corre-
sponding to a given image under (boosted) reflection in
the boundaries. In this acausal spacetime the individual
terms are precisely the functions which one would naively
write down, however, with each term in the sum being
separately time ordered according to whether the field
point is in the past or future of the source point image.
As a result, when both the points of the matrix element
of a pair of field operators (or Green’s function) are in
the acausal region, the points may be connected by a
future-directed timelike curve for some winding numbers
and by a past-directed timelike curve for other winding
numbers. Because of this, the functional integral result
for ((¢(x)¢p(z)),) cannot be regarded as a matrix ele-
ment in which the field associated with the earlier time
lies to the right of the field associated with the later time.
When both points are in the acausal region, each point is
both in the future and in the past of the other point. The
functional integral defines the matrix element by having
either field create positive energy excitations which travel
along future directed timelike curves to be annihilated by
the other field.

To put this another way, time-ordered products can-
not be constructed because there is not a well-defined
time ordering for pairs of points in the acausal region.
However, the propagation of particles (or waves) is well
ordered in that they propagate forward in time. (These
spacetimes do have a well-defined direction of time.)

The complete set of eigenfunctions of the wave opera-
tor then provides a complete set of solutions of the wave
equation. These are complete on a given spacelike surface
in the causal region, and that completeness constitutes a
special case of the theorem proven by Morris and Fried-
man [5]: It is possible to arbitrarily specify the positive-
frequency field on an initial spacelike surface which lies
entirely outside the acausal region; this uniquely deter-
mines the positive frequency field throughout the space-
time.

If a Hermitian product of field operators acts at the
same spacetime point in a causal spacetime, its vacuum
matrix element must be real because it can only create
virtual particles which are reabsorbed at the same point.
If the point is in the causal region of an acausal space-
time, the same result holds, but in the acausal region one
field can create an excitation which propagates forward
in time, accumulating an arbitrary positive phase, to be
annihilated by another field acting at the same space-
time point. Since no negative phases can be produced
(particles always propagate forward in time), the ma-
trix element of the product of the field operators in the
vacuum will not in general be real. The fact that matrix
elements of “physical” operators such as current densities
and stress-energy tensors no longer possess the expected
reality properties in the acausal region can be ignored in a
noninteracting theory because these operators are uncou-
pled in that theory. The lack of Hermiticity appears only
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in multiplicative factors of the matrix elements which are
canceled in the renormalization process.

The situation is quite different for an interacting field.
The equation for the field itself contains products of more
than one field. In a causal spacetime and in the causal
region of an acausal spacetime, the vacuum expectation
value of the interaction term becomes a real effective po-
tential in which the excitations propagate. In the acausal
region of an acausal spacetime, the vacuum expectation
value gives an effective potential which is complex due to
the phases of the particles which are created and reab-
sorbed. This potential does not yield unitary propaga-
tion, and the lack of unitarity is not associated with the
creation of particles which appear at future infinity I. It
is associated with the real creation of particles which are
reabsorbed by the same interaction. That is, it is associ-
ated with what happens within the acausal region. In the
case of an interacting field, complete information about
what happens there is not available on spacelike surfaces
restricted to the causal region, and the data which es-
tablishes the state of the system in the acausal region
cannot be given on such surfaces. The first-order correc-
tions due to the complex potential produce probabilities
which may be greater than one, thereby violating unitar-
ity in any sense.

There has been some discussion of the response of the
metric to the stress tensor induced by the existence of an
acausal region [14, 15]. In the model discussed here, since
the propagator is calculated exactly, it is straightforward
to calculate the matrix element of the stress-energy ten-
sor. In the causal region it has the correct Hermiticity,
and, after it has been renormalized, it is regular every-
where in the causal region but becomes singular as the
Cauchy horizon is approached. This singularity is of or-
der 1/[z* In®(z*z~)], where z* = 0 defines the Cauchy
horizon. When this is inserted into Einstein’s equations,
the resultant metric is of the form

ds? = V(=== 7) gt dr— + 62"“_’”+’”')ciy2

(1.1)

where e2¥ — (_$+x—)2Clnln[Y02/(—z+.’l:_)] as —ztz~ —
0%. For zero mass fields, this singularity is fairly weak,
and it is not clear what a simultaneous solution of Ein-
stein’s equations and the field equations would yield as a
self-consistent solution. Nor is it clear how this relates to
Hawking’s chronology protection conjecture [15]. How-
ever, for nonzero mass fields and for sufficiently small
relative rapidity of the point masses relative to their sep-
aration, there is no singularity of the stress energy and,
therefore, no mechanism for chronology protection.
Hartle [20] has studied the problem of unitarity in
acausal spacetimes using the decoherence approach of
Gell-Mann and Hartle [21]. He too finds that there is a
lack of unitarity, but for cases where there is an acausal
region to the future of the spacelike surfaces on which
measurements are made, in addition to the case where
the acausal region lies between the surfaces. The pro-
cedure followed in this work exhibits a lack of unitarity
only when the acausal region lies between the surfaces on
which measurements are made. This seems more reason-
able in that our ability to make consistent measurements
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now should not be compromised by the behavior of the
system at points which are in the future of the entire
region in which the measurements are made.

The order of presentation is as follows. The following
section consists of a brief outline of Gott space, estab-
lishing the conventions used here. The causal properties
of the space are discussed in Sec. III, followed by, in Sec.
IV, a derivation of the complete orthonormal set of eigen-
functions of the wave operator on the space. The Green’s
function and operator products derived in Sec. V are used
in Sec. VI to derive the properties of the matrix elements
of the stress tensor and the operator ¢2. These results
are used in Sec. VII to discuss the properties of the in-
teracting field, and exhibit the lack of unitarity of the
interacting field. The effect of the quantum field on the
metric is discussed in the last section.

II. GOTT SPACE

The general matter-free solution to Einstein’s equa-
tions in 2 + 1 dimensions is everywhere flat, and the so-
lution with point masses is flat except for conical singu-
larities at the locations of the masses [7]. The masses
are proportional to the deficit angles at the singulari-
ties. A (3+ 1)-dimensional spacetime with infinitely long
straight strings running parallel to the z axis is also flat
with conical singularities along the strings.

Gott [6] pointed out that two relatively moving point
masses in 2 + 1 dimensions (or two strings in 3 + 1 di-
mensions) produce a spacetime which has closed timelike
lines. He considered the physically realistic case in which
the deficit angles of the masses are small, and, as a conse-
quence, the relative velocity of the masses must be large
in order to produce an acausal spacetime. The space
is open only if the sum of the deficit angles associated
with the masses is less than or equal to 2 [7]. Only
the limiting case of two equal masses with deficit angle
m will be considered in this work; in that case it is easy
to obtain explicit solutions to the various equations. In
general, only the expressions in 2 + 1 dimensions will be
presented; the straightforward generalizations to 3 +1
dimensions will be given when required for comparison
purposes.

The spacetime produced by a single point mass with
deficit angle m may be described by a half plane, as shown
in Fig. 1, with the edge identification z = —z at y = 0.
This physical space may be extended to a covering space
consisting of the entire z—y plane, and an arbitrary func-
tion on the physical space may be represented by a func-
tion on the covering space which satisfies the condition

f(x,y,t) = f(—xw -y, t) . (21)

Such a function is uniquely determined by the function on
the physical space. An arbitrary C* function ¢(z,y,t)
on the covering space yields a C*° function on the phys-
ical space provided that ¢(z,0,t) = ¢(—z,0,t). The
eigenfunctions of the wave operator on the physical space
are eigenfunctions of the wave operator on the cover-
ing space which satisfy this continuity condition. Given
¢(z,y,t), an arbitrary eigenfunction of the wave operator
on the covering space, an eigenfunction f(z,y,t) on the
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FIG. 1. The space for a single point mass of deficit angle
7. The space consists of the region above the line with the
tick marks denoting the identified lines.

physical space may be constructed as
f(z,y,t) = ¢(z,y,t) + ¢(—z, -y, 1)

In order to find the functions on Gott spacetime which
is generated by two relatively moving point masses, this
condition must be expressed in a frame in which the point
mass is moving. The Lorentz transform to the moving
frame is most conveniently done in null coordinates:

(2.2)

sf=z+t; (2.3)
then, in boosted null coordinates,
't =etoqt, Y =y-Y. (2.4)

The mass point that was at £ = 0 = y in the original
coordinates is at =’ — t'tanha = 0 = y’ + Y} in the new
coordinates, corresponding to a mass point moving with
velocity tanh « in the new coordinates. Since the metric
was Minkowskian in the original coordinates, it is still the
Minkowski metric but with the boosted identification

* = et F (2.5)

T at y=-Yp,

where the primes on the coordinates have been dropped.
The condition that a function on the covering space de-
fines a function on the physical space is
f(.'l?+, z, y) = f(—e2a$—; _e—2a$+1 Bt 2Y0) ) (26)
where f is now regarded as a function of the null coordi-
nates ¥ rather than as a function of = and ¢.

If a second mass point moving in the opposite direction
is added at y = Yp, there is then the further identification

¥ = —eF22zF  at (2.7

y=Yo.
The resultant space shown in Fig. 2 is restricted to the
region —Yp < y < Yp. For a total deficit angle less than
2m, the space is asymptotically a cone. In this case, the
cone has a zero opening angle; i.e., it is asymptotically
one end of a cylinder for point masses relatively at rest.
Because of the relative motion of the point masses, the
cylinder must be regarded as two cylinder halves joined
with a relative boost.
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FIG. 2. The space for two point masses of deficit angle
m. The space consists of the region between the lines with
the single and double tick marks respectively denoting the
identified lines.

The continuity conditions for functions on this space
are those of the original string, Eq. (2.6), as well as

f(x+v x, y) = f(_e_2am_? _€2ax+’ -y + 2Y0) 5 (2‘8)
these may be combined to yield the condition
fl@t,z™,y) = fle*zt, '™,y +4Y0),  (29)

for a function on the covering space to define a function
on the physical space. This condition may be combined
with either of the two previous conditions to form a suf-
ficient set of conditions for a function on the covering
space to define a function on the physical space. When
the rapidity a vanishes, the masses are stationary, and
the functions are periodic in y and even under inversion
in the location of each of the masses. In the general case,
the functions are even under boosted inversion in the lo-
cation of each of the masses which implies that they are
periodic under simultaneous translations in y by 4Y; and
in rapidity by —4a.

Just as with the single mass, an arbitrary function
¢(xzt,z7,y) on the covering space may be used to gen-
erate a function on the physical space which explicitly
satisfies the continuity conditions [Eqgs. (2.6), (2.8), and

(2.9)]

(e o]

f($+a x, y) = Z [¢(e—4nal,+’ e4nax—’ y+ 4nY0)

n=-—oo
+¢( _ e_(4n+2)°‘:r_, —6(4n+2)a.’1:+

—y+ (@n+2)Y,)),  (2.10)

or

f(x+,x‘,y) = Z (15(33::,37;;,3/”) ) (2.11)

n=-—0oo

where
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+ eFnegt  pnoeven,
Tn = —eF2magF  podd, 519
[ y+2nYy, neven, (2.12)
Yn=1 -y +2nYy, nodd.

Two cases of particular interest are the point source
and the Green’s function which it produces. On the cov-
ering space a single source at the spacetime point z’ is
described by

8@ (z —a')=6(t —t')6(z — 2')6(y — ¥')
=26(zt —2')é(z” —2'7)é(y —¢'). (2.13)

The point source on the physical space is thus given by

oo

6P (z—a') = Y 26(zt—z;)6(z™ 27 )6(y—v})

n=-—0o

(2.14)

and the source in the physical spacetime is represented as
a sum of image sources in the covering spacetime. Note
that this expression is symmetric in z and z’ so that
either may be taken to be the independent variable, with
the other being the location of the source point. As a
result, this delta function defined on the covering space
is a good function on the physical space when regarded
as either a function of  or of /. In 3+ 1 dimensions, the
delta function has an additional overall factor of §(z —2').
The Green’s function equation

(-8% + m*)G(z,2') = 6(z — 1'), (2.15)

has the solution

iexp[—ms(z,z’)]
4ms(z, ')

imK;(ms(z,z'))
21°s(z, ')

2 + 1 dimensions

Go(z,z') =

3 + 1 dimensions
(2.16)

in the covering space, where s(z,z’) = /(z — z’)?, and
the choice of analytic continuation into the region where
s < 0 determines which Green’s function is obtained.
The solution in the physical space then has the image
form

G(z,z') = i Go(z, ) . (2.17)

n=—0oo

The choice of analytic continuation is critical; it will be
discussed at length in Sec. V.

III. NONCAUSALITY

In the preceding section, a global set of coordinates for
the spacetime with two moving point masses were found:
The metric is the flat metric over the region =Yy <y <
Y, with the identifications given by Egs. (2.5) and (2.7).
Since the causal properties of such spacetimes have been
discussed extensively [6, 16, 17], a brief discussion will
suffice here.
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The conclusion is that this spacetime consists of three
regions: A future region, a past region, and an acausal
region. The past and future regions are causal in that
no timelike or null curves intersect themselves in those
regions, and they are respectively bounded in the future
and the past by the Cauchy horizon which separates them
from the acausal region.

The spacetime may be embedded in the covering space-
time, the causal properties of which are trivial. The
source of a timelike or null curve has an infinite num-
ber of images in the covering space, Eq. (2.12), and a
given spacetime point is within the future light cone of
the source point in the physical spacetime if it is within
the future light cone of any one of the images in the cov-
ering spacetime. A given point in the physical space may
be identified with the n = 0 image in the covering space.
The point can be connected to itself by a nonspacelike
curve in the physical space if and only if the image of
the curve in the covering space is a nonspacelike curve.
If the path in the physical space wraps n' times around
the world line(s) of the point masses, its image in the
covering space goes from the n = n’ image of the source
point to the identified, n = 0, image point.

Consider the past region P shown in Fig. 3. A source
point in P has z+ < 0 < z~, and its images at (z£,y,)
all lie on the same hyperbolic surface but displaced in y.
The hyperbolic surface 7z~ = const < 0, z~ > 0, and
—00 < y < 0o is a spacelike surface so that all the images
have spacelike separations from each other in the cover-
ing space. Thus, no future directed nonspacelike curve
can connect the source to any of its images in the cover-
ing space, and, therefore, no future directed nonspacelike

[\Y]
[T T T T [T T T T[T T T I [T T T T[T T T 7]

1
()
BT T

[

-4 -2

FIG. 3. The hyperbolae show the surfaces on which im-
ages of a point in the physical region lie. The past and future
regions are shaded and the acausal region is unshaded. The
y axis is perpendicular to the graph, and the physical space
consists of the region —Ys < y < Yo.
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curve can connect the source point to itself in the physi-
cal space. A similar argument holds for the future region
F defined by z+ > 0 > z~. Hence both regions are
causal; i.e., no nonspacelike curve can intersect itself in
either region.

The argument does not hold for the noncausal region
A shown as two separate regions AI and AIl in Fig. 3.
(Note that although the two regions appear to be sepa-
rated, they are not since they are connected at y = +Y;.)
Since these regions are defined by, respectively, z£ > 0,
and z¥ < 0, the images given by Eq. (2.12) appear alter-
nately in the left and right branches on the hyperbolas
shown. In addition, the images are displaced in y perpen-
dicular to the diagram. The two surfaces in the covering
space on which the images lie are each timelike surfaces
which are asymptotically null at infinity, and each sur-
face is everywhere spacelike relative to the other surface.
As a result, no nonspacelike curve can connect a point
to an image on the reflected hyperbola, but, since each
surface is timelike, the images on the same hyperbola can
in general be connected to each other by a nonspacelike
curve. That is, nonspacelike curves which start out in
A and wrap around both masses some number of times
may intersect themselves. Because successive images are
displaced in y, there is a spacelike component of the sep-
aration in the y direction. As a result, the projection of
the light cones into the z-t plane is narrower than 45°,
and some, but not all, images can be connected by a
nonspacelike curve.

Points in the noncausal region can actually be con-
nected to themselves by nonspacelike goedesics. To see
this, note that the image of the geodesic in the physi-
cal space is the usual straight line in the covering space.

The tangent vector of the curve is 5/67 = (k*, k=, £1),
where the affine parameter 7 is normalized so that
dy/dr = =*1 in the covering space. The geodesic is
a future directed nonspacelike curve if k¥ > 0 > k—,
and —ktk~ > 1. Thus k* = +e*", where v > 1.
The curve starts at the image point given by (2.12),
(e~4negt efneg— gy 4 4nY)), and then, in the covering
space, is given by

zt (1) = e 4nogt 4 pelr,
z~ (1) ="z~ —ve 7,

(3.1)
y(r)=y+4nYo £ 7.

The geodesic reaches (z*,y) provided there is a value of
7 such that z¥(7) = z%, 2z (1) =z, and y(7) = y. A
solution exists only if the plus (minus) sign is chosen in
(3.1), and n and z* are all negative (positive). In the
case where the initial point is in the left segment AII, let
z*¥ = —Xe*# n = —N, and the solution is

7 =4NY,,

v=Xsinh2Na/(2NY)), (3.2)
el = B+2Na

The number N is just the winding number of the path

which connects the point (z¥*,y) to itself. Typical curves

for winding numbers 1 and 2 are shown in the physi-

cal space in Fig. 4. A future-directed nonspacelike curve

with winding number N connects the point z with itself
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FIG. 4. The left and right figures respectively show closed
future-directed timelike curves of winding number 1 and 2.
The identified points are labeled in increasing temporal order
from A to B (D) along the respective curves.

in the physical space provided that the curve is nonspace-
like. This is true if v = X sinh2Na/2NY, > 1. For large
enough winding number every point with X > 0 can be
connected to itself. Thus, the acausal region consists of
all those points with z¥z~ > 0. The Cauchy horizons
are, by definition, the boundary of the acausal region;
these are the null surfaces z+ = 0 and 2= = 0. The
Cauchy horizons are not part of the acausal region be-
cause the images of a source point on the Cauchy horizon
are all spacelike with respect to the source point, hence no
nonspacelike curve can connect the image to the source
point.

The surfaces for which v =1 (X = 2NYy/sinh2Na)
are the surfaces consisting of points at which null geo-
desics intersect themselves; Kim and Thorne [14] refer to
them as polarized hypersurfaces. They will be discussed
further in Sec. VI, where it will be shown that they are
the loci of weak singularities of the stress-energy.

Yk, (@,27,y) = % / dk* dk= el K2R 26k K 4 k2 4 w)etv v f, ko (KY /KT,
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The surfaces ztz~ = const < 0 are spacelike surfaces
restricted to the causal region F (P) if z+ > 0 (z+ < 0);
however, they are not Cauchy surfaces because there are
future-directed nonspacelike curves which do not inter-
sect the surfaces. (For example, a null curve coming in
along the Cauchy horizon does not intersect a surface in
the past region.) It is true that every timelike geodesic
intersects every such surface in both the past and the
future regions and, as will be discussed in Sec. IV, arbi-
trary solutions to the wave equation may be specified in
terms of data on these surfaces.

IV. EIGENFUNCTIONS

For various purposes it is convenient to have an ex-
plicit set of complete orthonormal functions on the phys-
ical space; it is even more convenient if they are eigen-
functions of the wave operator. In the case of the Gott
space considered here, it is easy to construct eigenfunc-
tions on the covering space. To construct a complete set
of orthonormal eigenfunctions of the wave operator on
the physical space is not much more difficult. The main
problem is showing that they are, in fact, a complete set.

On the covering space the eigenfunction 1 of the wave
operator satisfies the equation

3*Y(zt,z7,y) = wy(zt,z7,y),

where w is the eigenvalue of the wave operator.
general eigenfunction is given by

(4.1)
The

¢($+» o, y) = % / dk+ dk™ dkyei(k+x_+k_z++k,y)

x8(kTk™ + k2 +w) f(kT, k™, ky) .
(4.2)

A special case is

(4.3)

where f now depends only on the ratio k*/k~. This function must be invariant under the transformation, (2.9),

z* — eFlegE and y — y +4Y,, or

fw,k,, (k+/k_) — eik"‘iyofw,k,, (e—Sak+/k—) ,

(4.4)

which implies that a special solution with periodicity n and homogeneous in k*/k~ with power i7 is

Fuok, (k*/K7) = e T CFFam (ot jjgyin/2,

(4.5)

The general solution is then a superposition of the special solutions

Y@t T, y) = % / di*dk™ e KT TSN 26 (kb 4 )i U He) (gt g yin/2,

(4.6)

where w’ = w+(nm/2+an)?/YE and ky, = (nm/2+an)/Ys. The function still does not satisfy the reflection conditions,
(2.6) and (2.8), around the world lines of the two masses separately, and the ranges of the k¥ integrations are not yet
determined. Under the reflections z* — —e¥2%zF and y — —y + 2Yp, the corresponding change of variables

kT — —eF2ogF

(4.7)
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which, along with n — —n and n — —), yields, modulo the question of the phases in the factor (k*/k~)/2,
ww’,n,n(x+’m_vy) e (—1)n¢w’,—m—n($+ax_’y) . (4.8)

If w’ > 0, the two-dimensional vector (k*, k™) is timelike, and the transformation (4.7) preserves the signs of k*.
The positive-frequency solution may then be taken to be

(+) + + ikt~ +k"zT)/2
V' nym 2tz y) = (2#)3/22/ dk / dk~6(kTk~ +w')e
e (Ftan) o /2 —ig(FFtan) oot \ —in/2
X | ——m= (—_) +—— — , (4.9)
V2Yin -k 2Ygi—n —k

where, because of the explicit minus sign in the k% /(—k~) factor, there are no phase ambiguities. The expression for
negative n and n — —n is the same as Eq. (4.9); hence n may be taken to be positive. The overall normalization is
shown to be correct in Appendix A, where the orthonormality and completeness of the functions are shown.

The complex conjugate of ¥(*) is a negative-frequency solution which is independent of the positive-frequency
solution; it may be written in the form

w/ nn(.’lf T ,y) = (1[)1(:-)1,, (-'13+,~'L'—,y))

1 1 / ~ ak* / Gk Sk ke 4 w!)e—i ke a2
0 —00

T @en322
y SV (FFEan) o\ in/2 N o~ iv5 (5 +an) ( k+ )—iﬂ/2 (@10)
V2V0ir \—k- Wai-n \—k- ' :

For w’ < 0 the momentum (k*, k™) is spacelike, and the transformation, Eq. (4.7), changes the sign of k; instead
of Eq. (4.7), the change of variables

kE — eF2opTF (4.11)
is used, and the solution to the wave equation on the physical space, Eq. (4.1), is
¥y o a(zt,z7,y) = L1 1 /oo dk* /oo dk™6(ktk™ + w')
RN O REEN S

l:ei(k+m"+k‘z+)/2eij%(%’—'+afl) (k+ ) in/2
X

V2Yoin k=
ikt~ +k~at)/2,—id5 (B +an) /g4 —in/2
VoV (k—_) (4.12)

where w’ < 0. This solution is real, and changing the sign of 7 does not yield an equivalent solution, hence —oo <
n < oo.
As is shown in Appendix A these functions form a complete orthonormal set,

[ 4 )" () = B 8" = )5 = ot (413)

for integration over the physical space, and

25(a"* — a*)é(a'" —27)8(y —y) = / dw’ / dn 30 (W hnn@) Vi n@ + 80100 ()

/ dw/ dﬂ Z "pw’,nn ,) ww’,n,n(x)v (4‘14)

for 2’ and z both in the physical space.
As a corollary to these results, an arbitrary function ¢ on the physical space may be written as
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0@ = > [ [T o (6@ W) + 05, @)

n=—oo

s [ [T e a@nw.

n=—oo

(4.15)

The solutions to the wave equation, Eq. (4.1), for a given value of w = m? are, of course, not complete on the

spacetime. However, they are complete on a given spacelike surface in Minkowski spacetime. That is, using positive-
and negative-frequency solutions, a solution with an arbitrary initial value and an arbitrary initial time derivative on
the surface can be constructed. Alternatively, using positive-frequency solutions, a positive-frequency solution with
an arbitrary initial value (or an arbitrary initial time derivative) can be constructed. In the Gott space, the same
is true with some qualifications. An arbitrary solution can be constructed for an arbitrary spacelike surface solely
within either the future region or the past region. That is, an arbitrary value of either the function or its normal
derivative may be specified. If both positive and negative solutions are used, both the value of the function and its
normal derivative may be specified.
The positive-frequency solution for the wave equation is

oSz, z7,y) = Verylh) (et 27, y)
11
T (2m)2

% (B tan) /gt N /2
X |—= | —— +
V2Ypim ( —k~ )

where w = m2 + (nm/2+ an)?/(4Ys)?, and the conserva-
tion condition for solutions to the wave equation reads

[6@ & o) —o. (4.17)
Then the integral over a surface
(6,0) = [ doud ()3 8 9(a), (418)

is constant, provided that the functions (¢’, ¢) drop off
fast enough at infinity. In Appendix A, this integral, in
the case of the basis functions (4.16) and spacelike sur-
faces restricted to either the future or the past, is shown
to be just the orthonormality relation.

The integral over a surface is most easily done by
changing into coordinates appropriate to the surface,
x — (1,€), where 7 is the coordinate labeling the surface,
and £ are the coordinates in the surface. The normal to
the surface is n = 8/97, and the integral becomes

@) = [ denoy=5¢' @) & (2),

where —g is the absolute value of the determinant of the
metric. It is shown in Appendix A that, for an arbitrary
ztz~ = const surface in either the past or the future
region,

1
[ deuts2@15 8 65 @) = otn =)o

Thus an arbitrary positive-frequency solution to the wave
equation,

o) = [ T S s @emn),

n=-—oo

(4.19)

(4.20)

(4.21)

has the same (positive definite) norm in both the past

= / dk+/ dk~8(kT k™ + m2 + (nm/2 + an)?/YE)etk =T +k7zT)/2
0 —o0

e—iy@’g(%+an) k+ —in/2
2Ygi— " -k~ ’

(4.16)

f

and in the future regions:

(¢’,¢)=/Ooo dn Y ¢'(n,n)*é(n,n).

n=-—00

(4.22)

That is, every particle that starts out in the past region
eventually ends up in the future region, and every particle
which ends up in the future region started out in the past
region.

V. GREEN’S FUNCTION

The formulation of a quantum field is well understood
in Minkowski space. There are several alternative formu-
lations: one may use the Wightman functions, the time-
ordered product, the Green’s function, or a functional
integral to calculate the matrix elements of the field, its
spectrum, and any scattering which may occur.

In summary, the basic quantity is the Wightman func-
tion

AP (z,2') = (0 + |¢(z)p(z")| 0-)
d3p eip(a:—z')

@——(271.)3 y (51)

where the initial and final states are respectively the
initial and final vacua. In the case of the free field in
Minkowski space, these vacua are the same. The fre-
quency p° = 1/p? + m2. Since the vacuum is the lowest-
energy state, the matrix element has positive (negative)
frequency with respect to ¢ (¢'). The time-ordered prod-
uct



46 QUANTUM FIELD THEORY IN SPACES WITH CLOSED . ...

Ar(z,2') =i (0 +|(#(@)d(a))+ 0-)
=1i6(t —t') (0 + |(x)¢(z")| 0-)
+i8(t' - t) (0 + |$(z")$(z)| 0-)
both yields the Wightman function and can be con-

structed from it. It satisfies the Green’s function equa-
tion

(=8 +m?) Ap(z,z') = 6(z — '),

(5.2)

(5.3)

with the boundary condition that it be of positive (neg-
ative) frequency for ¢t > t/ (¢t < t’). This equation and
boundary condition uniquely determine the Green’s func-
tion to be

d4 k eikz

AF(:E,-'BI) = (27(')4 k2 + m2 — de )

(5.4)

where the —ie enforces the positive-frequency boundary
conditions. This expression in turn may be represented
as the functional integral over all field configurations on
M*4:

Ar(z,a) =i / 1dg) €196 ()p(a) , (5.5)
where
1 4 2 2 . 2
W¢] = —-2—/ d*z [(8¢)? + (m? — i€)¢?]. (5.6)

The —ie in the integrand is needed to allow an analytic
continuation to complex times which enforces conver-
gence of the functional integral and also yields the correct
boundary conditions on Ag. The validity of this formu-
lation may be established either (1) by explicitly per-
forming the functional integral or (2) by summing over
all possible field configurations at each time (Cauchy sur-

J
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face) using the Hamiltonian to propagate the fields from
one time to the next.

In Gott space the above line of argument does not
work. The Wightman function (5.1) must be a solu-
tion to the homogeneous equation. If the state (0 + |
(|0—)) is assumed to be the lowest energy state in the
future (past), then the Wightman function must be a
positive-frequency function; hence it must be expressible
as a superposition of the functions ¢$,T,2 (z) [ 5,'},) (z')]. Be-
cause the mass points are moving, the space is not static,
and there is no conserved energy; nonetheless, for a free
field there is a conserved particle number, and the zero
particle state has zero energy which is less than that of
any other state. Since there is particle conservation, one
can require that the Wightman function have positive
(negative) frequency in t (¢') on a spacelike surface in
the future region F (P) in Fig. 3. The Green’s function
derived below does satisfy this criterion and yields the
following explicit expression for the Wightman function
in Gott space:

A(+) (a:, z") = <0 + l¢($)¢($')| 0_)
B /0°° dn Y #SR@eAE),  (.7)

n=-—0oo

where ¢ is the on-mass-shell eigenfunction defined in Eq.
(4.16).

Because there is no time ordering of the points in
the noncausal region A, one cannot construct the time-
ordered product, even given the Wightman function, un-
less at least one of the points is outside this region. That
is, one cannot construct an expression like Eq. (5.2) for
Gott space. One can, however, look for solutions to the
Green’s function equation (5.3); the solution to the equa-
tion is

00 (+) #07,(+) (=) *1,(=)
G(z,z') =/°° dX /°° dn Y NN O 2 S GO WA C)
0 0

n=-—0o

A+ m2 —ie+ (nw/2 + an)?/Y§
Y3, (E) Y3 5, ()

0 oo 0
+/ d)\/ dn E
—o00 —o0

n=-—0oo

This expression is well defined by virtue of the —ie in
the denominator which tells how to go around the pole
as in the Minkowski case. Its inclusion assures that the
answer satisfies the conditions given above as long as x or
2’ is in the causal region. The expression (5.8) solves the
Green’s function equation (5.3) and satisfies the positive-
frequency condition in the regions where it can be ap-
plied. Since Green’s functions can only differ by a solu-
tion to the homogeneous equation, and, by the argument
of Sec. IV, a solution to the homogeneous equation is
uniquely determined by its value in the past and future
regions, this must be the unique Green’s function which
satisfies the positive-frequency conditions in the causal

“A+m2+ (nm/2+ an)?/YE "

(5.8)

—

regions.

Alternatively, the functional integral definition (5.5) of
the matrix element of the product of two field operators
may be used; however, it can no longer be derived from
an operator formulation of the theory. No foliation of the
spacetime using spacelike Cauchy surfaces exists; hence
there is no global time parameter which can be used to
describe the time evolution of the system, and, by the
same token, there is no Hamiltonian which can be used
to generate the time evolution. Thus, the matrix element
cannot be written as a sum over a complete set of states
(field configurations) at each time. However, one can
imagine defining the quantum field theory by the func-
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tional integral. The nontrivial causal properties mean
that the classical field theory also has no Hamiltonian
and no global time parameter. This does not prevent one
from defining the field theory and deriving its equations
of motion by varying an action defined over the space.
That procedure yields all the usual structures in the case
of a causal space and provides a generalization in the case
of an acausal space. The corresponding generalization of
the quantum theory is to define the matrix elements as
the functional integral over field configurations with the
complex measure given in Eq. (5.5).

If this procedure is adopted, the resultant propagator
from Eq. (5.5),

Gla, o) =i [ [dd] eV Pa(a)(c'), (5.9)
where, using the expansion, Eq. (4.15),
Wig] = Z [m? —ie — A+ (n7/2 + an)?/Y{]
M X[ (1) 6D ()
+6 (A m)* 65 (A m)
+¢n (A m)*dn (A m)]/2, (5.10)

with the 7 sum running over positive values for the ¢(*)
terms and over all values for the ¢° terms. The A sum
runs over positive (negative) values for ¢(*) (¢°). The
result of the integration is precisely that of Eq. (5.8). It is
shown in Appendix B that Eq. (5.8) is precisely equal to
the sum of images given in Eq. (2.17) with the additional
information that the intervals s(z, z},) are to be defined
by the analytic continuation

s(z,2) = V(y —y)2 + (z — )2 ~ (Jt = t'] — ie)?,
(5.11)

with the requirement that the real part of the square root
be positive. As a result of this, the Green’s function can-
not be regarded as a function of x with ¢t given a fixed
imaginary part; the different terms in the sum have differ-
ent imaginary parts for ¢ because t may be greater than ¢/,
for some terms and less than t], for other terms. However,
s(z,z’) is an analytic function of ¢: Suppose that z’ is in
the noncausal region and that z is in the future region.
Then all the terms in the sum may be defined by giv-
ing ¢ a negative imaginary part. The function is analytic
in t with branch points at t, + 1/(y — ¥,)? + (z — z},)2.
As t is continued past each of the branch points there is
a perfectly well-defined continuation: t goes below every
branch point with a positive square root and above every
branch point with a negative square root. The result is
that those terms that are associated with images to the

\/(—-:r:+:r—) sinh® na + (2nYp)?,
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past (future) of x have positive (negative) frequency in
t. Those terms that are associated with images that are
spacelike with respect to z are independent of the choice
of frequency.

The particles created by the operators propagate for-
ward in time with positive frequencies. That is, if a field
operator acts at z’ creating a particle, it can be annihi-
lated at any point within the future light cone of z’, and
it carries a positive frequency if that happens. Of course,
as in Minkowski space, operators at spacelike separations
can create and annihilate a particle. This is because a
positive-frequency excitation cannot be localized, but is
spread out over the Compton wavelength of the particle
with an amplitude that decays exponentially with dis-
tance. Those terms in the Green’s function that corre-
spond to a spacelike separation between x and the image
of 2’ decay exponentially with increasing separation.

Although there is a perfectly good interpretation of
the Green’s function in terms of the particles produced,
there is no such interpretation in terms of the ordering
of the field operators. As long as at least one point is
outside the acausal region, there is a well-defined time
ordering of the points, and the field operators may be
interpreted as having the corresponding order. However,
when both points are in the acausal region, the fields can-
not be ordered in accord with the points; the ordering is
that annihilation occurs to the future of creation. Thus
the “ordering” is an ordering of propagation, not an or-
dering of the field operators. It is precisely this ordering
that occurs when an interacting field theory is considered.
This will be discussed further in the following section.

VI. OPERATOR PRODUCTS

The Green’s function derived in Sec. V gives an explicit
representation for the vacuum matrix element of free-field
operator products. It may be written as

<(¢($)¢($'))+> =—1 Z GO(:L‘,Q?;,),

n=—oo

(6.1)

where z], is the position of the nth image of the point z’
in the covering space. If either z or z’ are outside the
acausal region, the ordering is a time ordering. Otherwise
it is not an ordering of the field operators, but rather an
ordering of the propagation of the field excitations.

As 2’ — z, the n = 0 term in the sum diverges;
this is just the standard divergence of field theory in
Minkowski space. It is associated with various renor-
malizations which are not of concern here and will be
dropped.

The remaining terms are in general finite as the points
approach each other; in particular

n even, (62)

s(z,a}) = sn(z) = {

V(ztene + z=e=n)2 + (2y + 2nY))?,

n odd,

As a cursory examination of Fig. 3 will show, the terms with odd n are always spacelike, and no choice of n can make
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Sn go to zero except along the world lines of the point masses, where z+ = —e¥2%z~, y = FY;. The terms with even
n are spacelike for x outside the acausal region.
The expectation value of ¢ can now be written as
el ~
(¢*(z)) = =i ) [Go(, 2n) + Go(x,2-n)] = —iG(z, 7). (6.3)

n=1

Each term is finite for z in the causal regions. The first question is the convergence of the sum. For nonzero mass, the
sum is always convergent because —iGy ~ e~™°/s%, where ¢ is 1 for 2 + 1 dimensions and 3/2 for 3 + 1 dimensions.
In either case, the exponential assures convergence of the sum. In the zero mass case —iGo ~ 1/s9, where ¢ is 1 for
2 + 1 dimensions, and 2 for 3 + 1 dimensions. Again, the sum converges because the asymptotic behavior of 5,7 is

e—na

As the Cauchy horizon is approached, the convergence is more delicate. The odd n terms still have the same
asymptotic behavior in n as before (except at the intersection of the Cauchy horizons z+ = 0 = z~). The even n

terms still converge for a nonzero mass

o0
Z 2exp(—4n¥om) _ 1 ln( 1_4Ym
9 ) >_ = 4mdnY,y 8nYy 1 —e=%¥o
<(¢ @)4) = f: 2mK,(4nYym)
om24nY,

n=1

In the massless case, the sum diverges as 7z~ — 0
in 2 4+ 1 dimensions but is finite in 3 + 1 dimensions.
This divergence is logarithmic and therefore integrable; it
appears for low dimension and reflects the limited phase
space available for the wave to spread in.

In the acausal region the situation is more complicated.
For large n, s, is imaginary with an infinitesimal posi-
tive real part which assures convergence just as in the
causal region. There are series of surfaces defined by
z*tz~ = (4nY,/sinh4na)? on which the interval so,(x)
vanishes. These are precisely the polarized hypersurfaces
(14] discussed in Section III, where the point = can be
connected to itself by a lightlike geodesic with winding
number n. The expectation value of ¢?(z) is singular on
these surfaces since the point x is on its own light cone.
Furthermore, the surfaces are dense as the Cauchy hori-
zon is approached; that is, there are an infinite number of
such surfaces between every point in the acausal region

.|

) , 2 41 dim,
(6.4)
3+ 1 dim.

[

and the Cauchy horizon. The singularity is the stan-
dard light-cone singularity s=9, where ¢ is 1 (2) in 2+ 1
(3+1) dimensions. An imaginary s,(z) indicates that
is within its own future light cone (for paths with wind-
ing number n), and, therefore, a particle can be created
at = to propagate forward until it is annihilated at the
same point. The propagator is then complex with a pos-
itive phase (because of the positive-frequency condition).
This will be important in determining the properties of
an interacting field in Sec. VIL.
The stress energy of the field is given by

Ty = ¢(2) u(2),0 — N s [6(z)2¢(2) A + m?¢*(z)] .
(6.5)

To compute its matrix elements, note that derivatives of
the function

son(z, @) = \/(z+ — etneg/+)(z— — e~dnag/~) + (y — ¥/ — 4nY;)? (6.6)
are given by
Bson(z,z’)  zF — Finag/F Oson(z,a’)  o'F —eFinogT
oz*  2sou(z,T!) ] oz’ 2son(z,x') '
(6.7)

Oson(z,2') _ y—y —4nYo

Osan(z,2') _ —(y —y —4nYo)

y =

oy Son (1'1 zl) oy’

which imply that

Son(z, ')
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0%f(s2n(x, 7))
0%f(s2n(z, 7))
0%f(s2n(z, "))
0%f(s2n(z, 7))

02 f(san(z,z'))

DAVID G. BOULWARE

S2n S2n

_ [£(4nYp)eFmezF sinh 2na] [ f/(s2n)]’

s=z L S2n J [ S2n } ’

_ [:t(4nY0)ei2"°‘:ﬁ sinh 2na] [ f'(s2n)]’

- [P ),

_ [#FzEeF4nsinh? 2na] [f’(szn)}' [e“""‘} [f'(szn(m,x’))]

S2n 2 Son(T, ')

T/ =z

_ [w)?sinhz zna] [f'<s2n)]’7

=z

x'=zx L S2n

(6.8)

Oyoy’ . S2n San

which in turn yield

8234, f(s2n (@, 2")) + m2 f(s20)]

z/=z

= (cosh4na — 1) [M (me(SZn) _ 3f;(~5'2n)> _
2

) [(wo)z] [f’(m)]' ) [f«sQn(x,x'»],

Son(z,2’)

2
San

2 fom)]

(6.9)

Moreover, for f(szn(z,z')) = G(z,x5,), it obeys the wave equation

0= (=0 +m?)f(s) = -3 (Lﬁs—)> = (f_i's‘))

where f(s2,) = —iGo(z, Zn)-

+m?2f(s), (6.10)

In 2 + 1 dimensions the matrix elements of the stress tensor are therefore given by

(T*%(z)) = Z[ —8z*g jEsmh 2na] [m2f(szn) _

2n
(r2@) =0,

3f’(s2n)

|
Son

(6.11)

(T () = Z [4:1:+:1: sinh? 2na] [m2 P 3f’s(23:n)] L

277.

fl(52n)

S2n

f,(s2n)

-5, ] -2

n=1 S2n

4zt~ sinh?2
_ (coshdna — 1) {ix_:;n_ﬂ

2n

For m # 0 and z+tx~ # 0, these sums are convergent,
yielding a finite stress energy tensor at all points in the
causal regions. As m — 0, the convergence provided by
the exponential e~™° disappears, but the sums still con-
verge because f’/s ~ 1/s3, and the asymptotic behavior
in n is e~ 2"* leading to convergence. As ztz~ — 0
the sums are more delicate. For m # 0 and ztz~ = 0,
Son = 4nYy, and the asymptotic behavior of the terms
in the sums is ~ e4n(@=mYo): the sum converges provided
a < mYy. Thus, for sufficiently small relative rapidity
of the mass points, the stress tensor is regular on the
Cauchy horizons. For m = 0 the sums diverge on the
Cauchy horizons. The sums, which are somewhat tricky
to evaluate for large rapidity «, are easily estimated for
small a. In that case they are of the form

g e4ncan
= ; [(_x+$—)e4na + n2(4}/0)2]p

(6.12)

[ o) -

S2n

3 om)] ol )}

S2n

n

f

which may be approximated as an integral over n, and
then evaluated by using a steepest-descent approxima-
tion. The result is
Ad
S~ , 6.13

e S AT (©49)
where 7 ~ In[(4Yp)?/(—ztz~)]. The matrix elements of
the stress-energy tensor are then, as the Cauchy horizons
are approached,

.+

T ~ —2z ,
e (—atz-) [(4Y5)2 In2[(4Y5)2/(—z+a-)]] /2

(T*¥(z)) ~0,
(6.14)
(T*%(z)) ~ finite,

(TW(z)) ~ :

2(—z+z-) [(4%0)? In[(4Y0)?/(~z*a)]] /*
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VII. INTERACTING FIELDS

For an interacting scalar field, the action (5.6) of the
free field is replaced by

Wil = -3 [ ata 092 + (- i + 361].

(7.1)

When this is used in the functional integral expression
for the propagator

Br@a) =i [ 461" H5(2)o(@),

the resultant expression for Ag to first order in the cou-
J

(7.2)

018(z)In, mso(@)) = 641 (@) + 3 /

y>o(z’)

dy G(z,y)G(y, v)¢$H () »

pling constant A is, after renormalization,
Arp(z, ') =G(z,2)
A %
+iz / dyG(z,y)G(y,y)G(y,z’), (7.3)

where G, as defined in Eq. (6.3), denotes the Green’s
function with the Minkowski space, zero winding num-
ber term, removed. This is nonsingular as the points
approach each other, and the dropped term simply renor-
malizes the mass of the scalar particle.

If 2’ is in one of the causal regions and in the past of z,
then Ar may be integrated over a spacelike hyperboloid
with ¢,(7+,2 (z'), and the reduction formula, (A38), together
with the orthonormality relation, (A26), yields the result

(7.4)

where o(z’) denotes the spacelike surface over which the integral was done, and y > o(z’) means that the integral is

restricted to points in the future of o(z’).

Applying the reduction formula (A38) again with #)* the matrix element becomes

2

A .
(11,113 0(@) |1, 73 0(2')) = by (1 — 1) — 2 / dysi), )"V (@)t (v)
o(z)>y>o(z’)

where V(y) = —iG(y,y). As was discussed in Sec. VI,
V(y) is real for y in the causal regions. As long as the
region of integration does not include any of the acausal
region, the additional contribution to the matrix element
is purely imaginary and only contributes terms of order
A2 to the unitarity relation. But V(y) is complex in the
acausal region, and the matrix element contains a real
part coming from the integration over that region. As a
result, the eigenvalues of the scattering matrix (7.5) are
not associated with real phases. Furthermore, the imag-
inary parts of the phases have no definite sign so that
some probabilities will be greater than 1 (but of first
order in A), and the failure of unitarity cannot be asso-
ciated with a failure to include all possible final states.
Unitarity, expressed in terms of the particles that start
in the past causal region and end in the future causal
region, fails because real (rather than virtual) particles
are created in the acausal region, are propagated around
a closed timelike path, and are annihilated at the space-
time point at which they were created. If one could treat
the terms with different winding numbers as physically
distinct events so that there was no interference between
them, there would be no problem with unitarity: The
specification of the state would include a specification
of whether an on-shell particle was created and, if so,
what its winding number was. Then, the sum over states
would include the sum over winding numbers and the
phase would be a kind of final-state phase which would
cancel in the sum over final states. The interference term
between no production and production with some wind-
ing number would not enter and, in this approximation,

(7.5)

[

there would be no lack of unitarity. Since the on-shell
particles appear in neither the future causal region nor
the past causal region, there is no way to specify, in terms
of data on the initial or final surfaces, what on-shell par-
ticles were created with what winding numbers never to
emerge from the acausal region.

Deutsch [18] has discussed this problem by describing
the behavior of the system in the acausal region by means
of a density matrix. Although the density matrix does
provide partial information about what happens in the
acausal region and is precisely the kind of information
that is required in order to address the unitarity prob-
lem, it is additional information imposed from the out-
side (subject to some consistency conditions) and does
not arise naturally from the theory.

The unitarity problem is directly associated with the
absence of a global Cauchy surface. If there were such a
surface one could specify data or the state of the system
on that surface, and the propagation would uniquely de-
termine the state for the entire spacetime. Here, the data
on spacelike surfaces in the causal regions completely de-
termines the noninteracting field but not the interacting
quantum field. (The spacelike surface is not a global
Cauchy surface.)

To summarize, the potential V' in Eq. (7.5) may be
written as a sum of terms arising from paths with dif-
ferent winding numbers. The contribution of each term
to the amplitude contains information about a real par-
ticle which was created, then annihilated at the same
spacetime point after winding around the singularities n
times; but the specification of the state does not include
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the information about what particles were produced. It
is hard to see how the specification of the state could be
enlarged to include such information: The real potential
that arises from the virtual creation and annihilation of
particles cannot and should not be separated into contri-
butions with different winding numbers, and one expects
that the analytic continuation from virtual to real pro-
duction be valid here as well as in causal spaces. If one
could extend the surface on which the data is specified
into the acausal region, one could then expect to have
a unitarity relation in which the probabilities added to
unity. However, there is no surface in the acausal region
on which unrestricted data may be specified, and no way
to separate the contributions from different winding num-
bers so that they do not interfere with the zero winding
number contribution. The inclusion of higher order cor-
rections in A\ cannot save the situation because the failure
is first order in A. Furthermore, the work of Friedman et
al. [19] shows similar results in order A\?; the theory is
not unitary by any usual standard.

VIII. BACK REACTION

The matrix element of the stress tensor is of the form
Eq. (6.14) for the divergent parts. These terms are in-
variant under boosts in the (x,t) plane and reflections in
y, and they are independent of y. The most general met-

|

[ ~C(G/Ye) In[(4Y0)?/C{1 + InIn[(4Y5)?/C]} ,
YO~ ~c(6/¥d) nin[(4Y0)? /),
@(¢) ~ finite,
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ric in the (2 + 1)-dimensional space that satisfies these
symmetries is

ds? = e2¥Odgtdr™ + 2*dy? | (8.1)
where ( = —ztz~.
The Einstein tensor for this metric is
G:t:i: — __4x:t$;t (¢re(¢—2¢))/ e_¢ :
GV =0
’ (8.2)

GYY =4 (—(y) e Y.

The expression for the stress energy must be equal to
this to lowest order; hence,

(=S¥ ~ seaver 2 (a¥e)? (8.3)

¢// ~
¢[(4Y0)2 In?[(4Y0)2 /P72

The +F equation is nonsingular at ¢ ~ 0, and it does
not provide any additional information. The coefficients
of the right-hand sides of Egs. (8.3) are nontrivial func-
tions of o which cannot be determined by the methods
used here; however, Newton’s constant G is included so
that the units come out correctly. In 3 + 1 dimensions,
the powers of 1/2 and 3/2 become 1 and 2 respectively
because the propagator is, for m = 0, 1/s? rather than
1/s. The solutions to the equations are then

2 + 1 dim,

3+1 dim, (8.4)

where C is a positive constant depending upon the dimension and upon .
Since ¥ ~ —oo as { ~ 0, the resultant metric is singular at the Cauchy horizons (the coefficient of dr*dz~, €2V,
vanishes there). The calculation of the stress tensor as modified by the change in the metric is beyond the scope of

this paper.
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APPENDIX A: ORTHONORMALITY

The functions defined in Eq. (4.9),

(+) t oz _—__1_.1/00 +/oo k= 8(kTk™ nitktz~+k~zt)/2
ww’,n,n(m y & 71/) (27[')3/22 o dk . d 6(k +w)e

l:eix%(’-‘n’-'+an) ket O\ /2 N et (BFE+an) g N /2
X | ——-—- v ——— _— | —
V2Yo5in ’

Eq. (4.10),

—k- 2Yyi™ " -k~
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1/1,(,,7,),,,n(x+, T7,y)= (1/11(,?,),,,“(:8*, T, y))
1 1 [® *° P
/ dk* / dk~6(kT k™ +w')e "t ke +kT2T)/2
0 —00

~ @miz2
ive (B +an) + \ /2 —igt (% +an) + \ ~in/2
x[e - (’“ ) e (—k ) ] (A2)

2Yeir \—k- 2Woi-n  \ —k-
and Eq. (4.12),
s + = 1 L[ + = - + - !
Vemn@ 0 = s [ O [ dielE - )

|:ei(k+z‘+k‘ zt) /215 (5 +am) (k+ ) in/2
X -

V2Ypin k-
e—ikTa+k"a¥)/2,—i5 (B +an) /p4 N\ —in/2
- ) A3
* 2Yoi—" (k-) (A3)

form a complete orthonormal set, where w and v are both positive. To see this, calculate the inner product over the
physical space

Yo

1 [*® o /
I(wly 77,7 n’y al; w,n,n, a) = 5 / d$+ / dz~ dy ,‘/);’,n’,n' (x)wz'z,n,n(x) . (A4)
—o0 —00 0

For each combination of functions, the integrations over (z*,z~) yield a § function of the momenta (k*, k™), which in
turn forces the momenta in the definitions of the 1’s to be equal. The integral thus vanishes unless a’ = a (otherwise
the ranges of the k integrations do not overlap). Since the two momenta are equal, a factor of §(w’ — w) appears.
Hence

I(w',n',n',a;w,n,n,a) =64 o6(w — w)I*(w;n',n';n,n), (A5)
where
Yo ) )
rwrinm = [ a7k [ de stk 4w @) (A5)
-—-Yo 0 — 00

and
r [ (ei(y/Yo)[(n—n’)1r/2+a(n—n')] /87rYo’i"_"I) (k+/ _ k-)i(ﬂ—ﬂ')/2

+{at,f) = (ot =) + o) = (==, @ =,

E;(ym’,“/,n, n) = ) ,
I: (ei(y/Yo)[(n—n’)-:r/2+a(n—n’)]/Sﬂyoin—n’) (k+/k—)l(fl—"7 )/2]

(A7)

| + [(nlvnlvn)n) - (—nl’ ~77Iy —-n, _77)] , a=S.

The integrations over k* now yield 2m6(n F 1), with the terms with the plus sign appearing only for a = =+, in
which case they vanish because n > 0. The integral becomes

Yo
I(w',n',n',a";w,m,n,a) = 64 o6(w' — w)s(n' — n)/ dy By, ,(y,n',n), (A8)
Yy
where
E{‘U,,,(y, n',n) = (ei(y/Yo)[(n—n')‘lr/2]/4}/bin—n’) + (n, n/) — (-n, —n'). (A9)

The integration over y then yields 6, , and
I(w,’ 77,’ n,’ al; w,n,n, a') = 60',06(wl - ’w)5(77' - "7)671',"" (A]-O)

The functions thus form an orthonormal set.
Completeness is established by calculating
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OC
It e yietem) = [ du [T dn 3 [ ) + H ) W]

n=—oo
/ duw / 1S Yo nl@) Bmnl@). (A11)
n=-—oo
The sums over n are of the form
O einm(y—y')/2 s )
> I, - (y—y) (A12)
n=—o00
or
X ginm(y+y'+2Yo)/2
———— =8y +y +2%); (A13)

4Y),

n=-—0oo

the second form vanishes for —Yp < (y,¥y’) < Yo. Hence the sum over n yields

oo

/0 dn > [ a @) U5 n@) + 05 (@) VE) a(@)] = 8 — ) IE(wsa'* 253t 27), (A14)

n=—0oo

where

(e e} 1 [e.e]
+ o= ) + - I+ I— (1A
IE(w, 2,2 2t o )_/0 dn (%)32/ dk / dk / dk /_oodk S(k* k= + w)

XK' + w) [ez(k T +k"zt k't '--k'—z'+)/2+e—i(k+z"+k—z+—k'+x'-—k'—x'+)/2]

x [(k+kl—/k—k/+)in/2 + (k+k'—/k—k/+)—in/2]

(%)2; / dk* / k-1 / k' / dk'-

x6(kTk™ +w)s(k' k'~ — ktkT)8(In(kt k'~ /kTKT)Y/?)

% [ei(k+z—+rz+—k'+z'——k’—z’+)/2 +e—i(k+x'+k_z+—k'+z'_—k'“z’+)/2)
(21)231/ dk+/ dk™8(k+k™ +w) [T @72 4RI/ (A15)
™

A similar argument leads to the result

/ i1 S Vo) Dl mn@) = 64" — YT (i, 2,27

n=-—oo

_ / 1 1/ +/ + ikt (z™ —2' ) +k (T —2'1))/2

=5/ -V g dk=6(k* k™ +w)[ ]
(A16)

If Egs. (A11), (A14), (A15), and (A16) are combined the result
e et = [ dw [T dn 3 [ @) + ) )]
n=-—0o0
/ dUI/ d?7 Z ws ,"7»"( /) ¢8 w,n, n(m
n=—od

=26(y' — y)6(z"" —2")é(a"" —27) (A17)

is obtained, and completeness is established.
In order to calculate the functional integral in Sec. V, the integral

1 oo oo Yo ,
P i) = 3 [ det [T do [ ayo s (@008 00 (@) (A18)
—0oQ —0Q
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is required. The terms with derivatives with respect to z¥ yield integrals that are the same as (A4) with extra factors
of k% inside the integrals which, after the z* integrations are done, simply become a factor of —w multiplying (A4).
The term with derivatives with respect to y yields an integral which is again the same but with an extra factor of
(nm/2 + am)(n'n/2 + an’)/Y#; this factor does not affect the previous arguments, and the result is an overall factor
of (n7/2 + an)?/Y¢# in (A4). Thus,

', ' a';w,m,n, a) = [—w + (/2 + am)? /Yg] Sar abrr mb(n' —1)8(w' — w). (A19)

The eigenfunctions 9 may be expressed in terms of Bessel functions of imaginary order: The k¥ integrations may
be done explicitly in (4.9); for w > 0, first calculate

+ \ /2 o
I(z,n) = / dk+/ dk=6(kTk™ +w)( k ) ik +k~at)/2

dkt\ [kt k- —wat Tkt
— bt A i(kTz™ —wzt/kT)/2
[ )G - (20

For z* > 0, the change of variables k* — \/wzt/z~ € followed by a translation of o by ir/2 leads to the expression

in/2
I(I ,,7) / do'( ) ! inaeina:+:c' sinho

) +\ in/2
_ :1: —7mn/2 ino ,—Vwztz~ cosho
do e e%e

x+ i‘l]/2
=2 e ™2K;, (\/ wx+x*). (A21)
=

The original expression (A20) is analytic for FImz* > 0; hence the value for all z may be obtained by analytic
continuation with the result

,

) (f;)mﬂ e_,,,,/sz (m)’ £ >0,
2(::t)in/2 eIk, (m)’ £ <0,

I(z,n) = in/2 (A22)
j 2 (-_—”g-_-) Kin (i\/w:z:"'(—:r)), zt>0>z,
in/2
L2 (‘;f) Kipn (—i\/w(—x‘*)x"). z= >0>zt
Using these results in Eq. (4.9), the closed form expression for %(*) may then be immediately written as
¢oh @tz y,m)
=v2rp$H) (a2, y,n)
(3 ren) | (/2 S (3 an) | (g2
{[sml] (z2) " emens o [2] (2) ™" ) s (V). o= >0
-9‘—(-"5’-‘+an in/2 l+(ﬂ§1+an) —in/2
{ v | (S2)7 et W ( ) ’"’”}K’v(vwx” ) == <o,
e:’%—(ﬂnﬁ-{-an =+ ”7/2 —l’y—('ﬂf’-ﬁi”l) —in/2 + + - (A23)
S | 5= ) ——77—_,,(2") A7) wrt(—z~ )), zr>0>z7,
z{-(ﬂf-hxn) ")/2 —t%(%"-+an] —in/2 _
{[ez"(()2") ( Iz ) [ i—n(2m)v/2Y0 } w(—z+)z~ )7 z=>0>z"
where the fact that K, is even in 7 has been used, and
w=w(n,n) =m?+ (n/2 + on)?/YZ. (A24)

Note that K, is real for real values of its argument. The wave function has a branch point at z* = 0, reflecting the
causal anomalies which appear at the Cauchy horizons. However, wave packets constructed with ¢+ are well behaved
along the horizons.

The wave functions ¢y, defined in Eq. (4.16) form a complete set of functions on the spacelike hyperboloids in the
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past and in the future regions. They are orthonormal under mtegratlon over the surface in Eq. (4.18). In particular,

for a spacelike hyperboloid in the past or future region, let z* = +71e*¢ where 7 is positive (negative) in the future
(past) region; the metric becomes
d?s = —dr? + 72d€2 + dy?, (A25)

and the integral over the spacelike hyperboloid 7 = const is

[e o] Yo
/ dé/ dyti l:qﬁ,(?t)m(ref,—re‘f,y)*i (+)(Te§ —Te E,y)}
—0oQ —Yo

S -
GHEFTn)] o))
T

eit5 (Ften) ] e % (Fran)]
wn L || e%n
{ [z"(27r)\/2Y0 } I:i“"(Zﬂ')\/2Yg jl }
= 6(771 - 71)5n1,n ) (A26)

where the Wronskian z(K v(—12)i 3 /02K, (iz)) = 7 is used to evaluate the overall factor. Note that the integral with
#H)* replaced by ¢(=)* vanishes because the Wronskian then vanishes.

In the noncausal region, the specification of a surface is more complicated. Because of the boost, the surface must
have its intersection with the boundaries y = +Yj be continuous; that is, the identified point is also in the surface.
This can be achieved in a variety of ways, but in no case is the resultant surface everywhere spacelike. One particularly
simple choice is to let the surface be defined by

+7 Fya/ Y +
x*:{ée e °, z+ >0, (A27)

_gexfexya/Yo , z* <0,
where 7 is constant. With this change of variables the metric for the space becomes
ds® = d€? + dy? — £°(d7 F ady/Y0)?, (A28)

where the F sign is negative for the z* > 0 region, and positive for the z* < 0 region. The normal one-form is dr,
and the normal derivative becomes

1\ 8 o ) a\ 8
== )=Flz)|=xl=) x| A29
nE (Ez) o7 T (Yo) |:6y + (Yo) 87’} (A29)
The integral over the surface 7 = const is

o0 Yo PN
Lnsminm = /0 d¢ / . dy€[ oL, (EeT™oV/ Yo gemmHe )i glt) (gemm v/ Yo gemT U/ Yo 4y
— X0

+ P4, (~EeTTmV Yo, —gemre )i glh)(—geTTmOU/ Yo, —geTHeU/ Yo y)], (A30)
where
PH) (gem v/ Yo gemTHOU/Yo y)) = (—) in (E\/1_U(n_n )[ ~™ B, (y,7;71) + € E_n(y, 75 )] , (A31)
and
B (—gem T/ Yo _geTHou/ Vo y) — (—2—17;) Kin (&x/m) (€ En(y, 73 =) + € " E_n(y,T31)] , (A32)
with
En(y,min) = e (A33)

i"v/2Yp

The integral I, 5,.n,n requires the y integral
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/jo dy { [En1 (y,m3m)"% . E.(y,T; 17)] + [(n,n1) — (—n, —nl)]}

= bpy €7 [—(n? — 0}) /€% + w(n,n) —w(n,m)] /(n—m) (A34)

and

[~ = )/€ + win,n) — w(n,m)] Kiny (6v/0(m,m)) Kin (€v/0Cn,1))

= %%g [K,-,,l (g\/m) B%K‘" (éx/w(n,n)) . (A39)

The integral over ¢ of this result would vanish if it were not for the singular behavior as £ — 0 and the pole at n = ;.
The term that gives the singularity is

/0 [%] Kin, (60') Kin (€0) = /0 dé (" :6"1) [C(in1)(€a’/2)™ + T(—im) (€0’ /2) "™

x [['(in)(€a/2)™ + T(~in)(€a/2) "]
= [(FREECI) (g, — )|+l — =)}

4(n —m — ie)
6(n — m)L(En)T(—1
— l:ﬂ. (77 771)2(“7) ( “7)] +(771 N _771)
w28(n — m)
=l == - . A36
[(77(67"7 — e""’)) m = 711)] (A36)
These results may be combined to show that
Inyminag = bn, ,'né(nl -n). (A37)

These results imply that the reduction formula can be written in the form
[ 0,01 #3274 8 8(0)] = (nmicl, (A38)

where the ¢ in the specification of the state denotes the surface over which the integral is done. In the case of the
free field, the result is independent of the surface, but in the case of interactions the result depends upon the surface.
These results also imply particle conservation for the free theory. The number of particles that reach the final surface
is the same regardless of whether or not they traverse the acausal region between the initial and final surfaces.

APPENDIX B: IMAGES

In order to evaluate the sums over modes that appear at various places, the following expression must be evaluated:

E 00 ei(nm/2+an)(y/Yo) B
v am) = n=Z_°o a+ (nm/2 + an)?/YZ’ o
where 0 < y < 4Yy. It may be rewritten as
! p ei(zm/2+an)(y/ Yo) 1 B2
(y,a,m) = ji PTTemiz — 1 o+ (en/2 +am)2/YE’ =2

where the contour C encloses all the integers along the real axis, but does not enclose the zeros of the second
denominator. Because of the bounds 0 < y < 4Yjp, the integrand goes to zero exponentially as Im z — +o00, and the
contour can be opened out to infinity, picking up the poles at the zeros of the second denominator. This evaluation
yields
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I 2Yo e—y\/a_ Cyﬁ
(y,a,m) = _\/-(?IL: 1 — e—4YoVae—idan + edYovag—idan _ ]
)
_ Z (2_Y0) l:e_(y+4n1Yo)\/Ee—i4man +e(y—4(n1+1)Yo)\/ae+i4(n1+1)m7]

n.1=0 \/6
oo
> (2&) e~ v+HimYo |Va —idmaan (B3)

ny=—oo \/E

where Re v/a > 0. If —4Y; < y < 0, the same result is obtained by noting that I(y,a,n) = I(~v, a, —n) and replacing
the summation index n; by —ny; thus the result holds for —4Y; < y < 4Yj.
Similarly, the sum

©, i/ Yo)(nm/24am) (_1yn

I~ =
(y7 a? 77) n;w a + (n7r/2 + an)z/YE? ) (B4)
where 0 < y < 4Y,, may be rewritten as
I J eil(y+2Y0)/ Yol(z7/2+an) g~i2an 1
(v,a,) ?{ % e?miz _ ] a+ (zm/2 +an)?/YE " (B5)
Then,
I~ (y,a,m) = 2% i e~ | ¥+ (4n1+2)Yo [Va —i(4n1+2)an
k) k] \/E - 9y
n1=—0oo
where Re v/a > 0, and —4Yp < y + 2Yp < 4Y5.
The sum over the ¥(¥) modes in the expression for the Green’s function may now be expressed as
T S [y
+
[ 3 [0 0@ + 45, @) @)
0 n=-—00
1 o0 o
= _2—73/ dn/ dk*dk~dk'tdk'"6(\ + kTET)8(kThkT — K'TET)
z(ka: k'z")
x Z
ktk= +m? —ie + (nm/2 + am)?/Y§
y etlw=v")/Yol(nm/2+am) [+ (_f/-) in/2 ¢
2Yo (—k=)k'+
eily+y")/ Yol (nn/2+an) (-1)" kA in/2
2% [(—k-)(w-)] e
1
= 1@n)? / dn / dk*dk~dk*dk'=6(\ + ktkT)8(kY kT — KT
X i elhe ks e~ lv—v' +4n1Yo|Va (e"*m1ekt)(—k'") /2
ni=-—o0 \/_ (_e4n1ak )k’+)
(e~ (mit+2)apt)pr+ in/2
+ e~ ly+y +(4ni+2)Yo|va
(—e@ni+2)ag=)(=k'-) ’ (B6)

where a = ktk~ + m? — ie, Rey/a > 0, and kz = (kTz~ + k~2%)/2. The k* integration variables can then be
scaled by e¥4®; the latter factors then appear multiplying %, and, using the image variables defined in Eq. (2.12)
and letting k* — —kT in the second set of terms, the expression may be rewritten as
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[ an [0 0@ + 430 0]

—_ 1 * + - 4+ 11— +7.— 1= _ -
—4(277)3[ dn dk*dkdk'*dk'~6(\ + kTRT)S(k Tk — K'TR')
z(kznl—kx) o —VE k+(_k,_) in/2

X Z lyn, —v'IVa [(—k“)k’*‘] ) (B7)

ni1=—oo

The n and &’ integrals can be done directly yielding

Y n=-—oo

_ 1
T 4(2n)?

where A > 0, and a similar argument yields

/ dn Y [ B @) + 95 @) (x)]

/ dktdk=8(A + kk™)

n1=-00

zlc(:::,,1 —z')

e~lvm—v'IVa  (Bg)

k:(:z:n1 x) ,
* + + —Ynq —

/. d"n_z_:w W@ Vi@ = g0 Z / dk*dk=8(A + k) e vIVE (Bg)

where A\ < 0.
The familiar result for the Green’s function in Minkowski spacetime is given by
a3k ik-(z—z’)
/
Cu (@, 2) = / (2m)3 k%2 + m? — ie
__ L [T _dkYdRT ik(e-a) gty IWRIRRE (B10)
4(2m)? J_oo Vm2 + k- ’

where k - £ = kz + kyy. When these results are included in Eq. (5.8), the full Green’s function becomes

i GO(-'I:ma:,)= Z Go(.’l:,fl?;,),

n=—oo n=-—oo

G(z,z') =

where the z/, are the images given by Eq. (2.12).
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FIG. 3. The hyperbolae show the surfaces on which im-
ages of a point in the physical region lie. The past and future
regions are shaded and the acausal region is unshaded. The
y axis is perpendicular to the graph, and the physical space
consists of the region —Yp < y < Yo.



