
PHYSICAL REVIEW D VOLUME 46, NUMBER 7 1 OCTOBER 1992
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Final results are presented for the spin-spin correlation parameters CsL and C« for np elastic scatter-
ing with a polarized neutron beam incident on a polarized proton target. The beam kinetic energies are
484, 634, and 788 MeV, and the c.m. angular range is 80' —180'. These data will contribute significantly
to the determination of the isospin-0 amplitudes in the energy range from 500 to 800 MeV.

PACS number(s): 13.75.Cs, 13.88.+e, 14.20.Pt, 21.30.+ y

I. INTRODUCTION

Nucleon-nucleon (NN) elastic-scattering spin measure-
ments at intermediate energies (up to T~,b

—1 GeV) have
been performed for many years at a number of labora-
tories. A complete determination of the elastic-scattering
amplitudes (five isospin-1 or I = 1 and five isospin-0) re-
quires a large number of different spin-parameter mea-
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surements at each angle and energy. While the five I =1
nucleon-nucleon amplitudes are now reasonably well

determined over most of this energy range, the I =0 am-
plitudes are poorly known above about 500 MeV [1—6].

Some of the reasons for this difference are related to
experimental difticulties in measuring np elastic scattering
compared with pp scattering. Polarized proton targets
and carbon polarimeters to measure the spin of the out-

going protons are available for both pp and np experi-
ments. However, the detection of beam neutrons or scat-
tered neutrons is more dificult than that for protons.
Also, whereas nearly monoenergetic polarized proton
beams of high intensity are available at intermediate en-

ergies, free neutron beams typically contain a broad spec-
trum of energies and the intensity of polarized neutron
beams is usually low. The consequence is that pp elastic-
scattering spin observables have been measured over a
wide range of angles and energies to good statistical pre-
cision. By comparison, the number and variety of spin
data for np elastic scattering is significantly less, and the
precision is usually worse as well.

Another reason that the I =0 amplitudes are poorly
determined is that pp and n, n scattering are pure I =l
channels, whereas the np scattering amplitudes are mix-

tures of I =0 and 1 channels:

Amp(np, 0, T&,b ) = —,
' [Amp(I =0,8, T~» )

+Amp(I=1, 8, T&,b)] .
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The factor of —,
' in the equation above suggests that the

I =0 amplitudes will generally be more poorly deter-
mined from np scattering than the I = 1 amplitudes from
pp scattering, assuming that the pp and np spin observ-
ables are measured to the same accuracy.

Nucleon-nucleon interactions make an impact on a
wide variety of topics in nuclear and particle physics,
such as understanding the nuclear force, nucleon and
electron scattering from nuclei, and the allowable quark
configurations, for example, qqq, qq, or 6q states. These
three reasons are the principal motivations for studies of
nucleon-nucleon elastic scattering and total-cross-section
spin observables.

An important reason for experimental studies of the
I =0 nucleon-nucleon channel is that np elastic scattering
is one of the most basic reactions involving the strong in-
teraction. The NN reactions are particularly important
for the study of spin effects of the nucleon constituents,
since such spin effects are somewhat masked in meson-
nucleon amplitudes by the zero spin of both the pion and
kaon. In the intermediate-energy region, the onset of NN
inelastic reactions complicates the interpretation of the
amplitudes, but at the same time provides the opportuni-
ty to compare threshold behavior in both the I =0 and 1

channels.
The inelastic channels for the two isospins are consid-

erably different at intermediate energies. For I =1, the
NN~d~ and NN~NNn. reactions have sizable cross
sections at bombarding energies above 400 MeV. The
Nb, (1232) channel dominates the XX~NXn reaction
from about 500 to 1300 MeV [7], peaking at approxi-
mately 16 rnb. Delta states with mass above 1232 MeV
can also contribute to the I = 1 inelastic cross section via
NN ~Nh reactions. On the other hand, neither
NN~d~ nor NN~NA can contribute to I =0 because
of isospin conservation. Furthermore, the I =0 total in-
elastic cross section, though poorly known, seems con-
sistent with zero up to approximately 1000 MeV [8,9],
where it increases to about 2—7 rnb. Therefore it should
be quite instructive to compare the behavior of the NN
I =0 and 1 amplitudes from below 500 MeV, where both
inelastic cross sections are small, up to 800 MeV, where
the I =1 inelastic cross section is large and dominated by
the NN~Nh channel and, also, where the I =0 inelastic
cross section is small.

Over the past several decades, the nucleon-nucleon arn-
plitudes and phase shifts have proven to be a stringent
test of theoretical models describing the strong nuclear
force at intermediate energies. These models have led to
a better understanding of the strong interaction at inter-
mediate energies. One of the most successful of models
has been the meson-exchange model. The long-range
part of the strong interaction was shown to be due to
one-pion exchange [10,11],by comparing the model pre-
dictions with NA'phase shifts. After mesons heavier than
the pion were discovered, these mesons and correlated
particle exchange, such as that from two pions, were in-
corporated into theoretical calculations [12—19]. This
addition was quite effective in reproducing the
intermediate-range attraction of the NN interaction.
Dispersion relations [20—24] that properly address two-

and multiple-pion exchange were included in the model
and compared well with the data from the NN phase
shifts. A very large theoretical effort has led to the devel-
opment of the Paris [25], Bonn [26], and Argonne [27]
potentials or models. These potentials fit the NN phase-
shift data quite well to energies above the pion-
production threshold. Meson-exchange models have
been successfully applied to both nucleon-nucleon elastic
scattering and pion production; for example, see Refs.
[28—36].

A second theoretical approach in understanding the
strong nuclear force is the Skyrme model of pions and
nucleons (see, for example, Refs. [37—49]). This model
has been developed to understand the structure of nu-
cleons and then has been applied to low-energy nucleon-
nucleon interactions. A connection occurs between the
Skyrmion topological current and the fermion and quark
effects found in QCD. Recently, calculations have
demonstrated [38,40,45,47,48] the intermediate-range at-
traction between nucleons in this model that was not seen
earlier.

Considerable theoretical effort is presently being devot-
ed to understanding the nuclear force in terms of the
quark model and QCD. Once again, the nucleon-nucleon
scattering amplitudes and phase shifts provide the critical
tests for quark-model calculations. A number of different
approaches [50—71] have been applied to the NN interac-
tion, including bag models, cloudy bag models, models
with one-gluon exchange between quarks or quarks and
pions, and models with the addition of virtual quark-
antiquark pairs in nucleon wave functions. Frequently,
these models concentrate on calculating the short-range
NN interaction at low energies, using meson exchange for
the intermediate- and long-range parts of the interaction.
Substantial progress has been made in this field, and fur-
ther improvements are anticipated in the future. A re-
view of this research is presented in Ref. [72].

A second motivation for I =0 nucleon-nucleon studies
is to assist in the interpretation of both nucleon-nucleus
scattering phenomena and the expected results from the
Continuous Electron Beam Accelerator Facility
(CEBAF) on electron-nucleus scattering.

The study of nucleon-nucleon interactions is very im-
portant in calculating the scattering of nucleons from nu-
clei.. At present, these calculations either directly use the
free NN amplitudes or use the results from theoretical
models, fit to the NN amplitudes, to choose constants for
effective NN amplitudes in nuclei. In the future the goal
will be to understand nucleon scattering from nuclei in
terms of quark and gluon interactions. The free NN am-
plitudes are again expected to provide a stringent test for
these calculations.

Nonrelativistic models were first used to describe nu-
clear structure and proton-nucleus scattering using the
Paris or other NN potentials as a starting point. Howev-
er, the motion of a nucleon in the average or mean field of
a nucleus is primarily affected by an attractive scalar and
a repulsive vector potential. The magnitudes of these po-
tentials in the nucleus are sizable compared with the nu-
cleon mass, which indicates that relativistic calculations
are needed. For example, relativistic Dirac-Hartree mod-
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els [73—77] were able to reproduce the spin-orbit split-
tings between nuclear excited states. These splittings are
essential to the nuclear shell model and arise from the
scalar and vector NN potentials and the relativistic Tho-
mas spin-orbit interaction. The approximately constant
central density and the binding energy per nucleon in nu-
clei (the saturation of the nuclear force) is derived from
the NN potentials in both the Dirac-Hartree and relativ-
istic Brueckner-Hartree-Fock models [78—80].

In the early 1980s, calculations using a relativistic im-

pulse approximation and the Dirac phenomenology
[81,82] were successful in describing proton-nucleus
scattering spin observables [83—90], whereas the nonrela-
tivistic models [91—93] had failed to do so. A generalized
relativistic impulse approximation [94,95] has also been
developed to describe spin observables. Both potentials
used in the proton-nucleus scattering calculations are
based on the free NN amplitudes. A progress report
through 1986 on the relativistic mean-field models of the
types described above is summarized in Ref. [96]. More
recent work has focused on connecting the nonrelativistic
and relativistic approaches [97—99] to nucleon-nucleus
scattering and on relating the NN amplitudes and the po-
tentials used for the scattering calculations [100—102].

In the case of proton scattering from light nuclei, and
in particular deuterium, the Glauber multiple-scattering
theory [91] has been used for calculations of spin observ-
ables [103—111] as well as cross sections. The free
nucleon-nucleon amplitudes are also used as inputs for
these calculations, and in some cases, the results also are
used to constrain the NN amplitudes.

The high-intensity electron beam from the CEBAF ac-
celerator will provide the capability for many new
nuclear-physics measurements [112]. The higher electron
energy, compared with existing electron accelerators
such as Bates, will extend the kinematic range for scatter-
ing experiments, and the high duty factor and intensity
will allow many coincidence measurements that are
presently not feasible. Over a large portion of the al-

lowed kinematic range, a knowledge of the NN ampli-
tudes wi11 be necessary to interpret the results from some
electron-scattering measurements, especially the
(e, e'NN) reaction. This also illustrates the well-known

complementarity of electron and nucleon scattering in

studying nuclear structure.
The third motivation for I =0 nucleon-nucleon spin

measurements concerns the energy-dependent structures
seen in various spin observables at energies up to 1 GeV,
from which there has been considerable controversy con-
cerning the interpretation of the resonancelike behavior
of the 'D2 and F3 partial waves seen in phase-shift anal-

yses [1—4, 113—116]. The suggestion of possible di-

baryons in the 'D2 and F3 partial waves was triggered
by early measurements at the ANL Zero Gradient Syn-
chrotron (ZGS) of the total-cross-section difference be-
tween antiparallel and parallel longitudinal spin states,
b o L (pp) [117—119]. The peaks near 600 MeV in

b, crt (pp) and b, o T(pp) have been confirmed by phase-
shift analyses to originate from the resonancelike behav-
ior of the 'D2 partial wave and the dip in b, o L (pp) near
800 MeV from the F3 partial wave. Initially, the ZGS

Ao L(pp) results were claimed to be in error [120,121],
but they were subsequently confirmed at other labora-
tories [122—124]. Furthermore, structure in b o L (pp)
had been suggested before the ZGS measurement on the
basis of a Saclay phase-shift analysis [125].

The interpretation of the resonancelike behavior of the
'D2 and F3 partial waves, and possibly a similar behav-
ior in the P2 wave, has been disputed for over 12 years.
One side of the dispute, claims that dibaryon resonances
or six-quark states cause the observed partial-wave be-
havior. The other side interprets this behavior as thresh-
old effects due to the opening of the NN~NE(1232)
channel. It should be noted that the 'D2 and F3 NN
waves feed the S- and P-state NA waves, respectively, and
that the phase-shift solutions indicate large inelasticities
for these two NN waves. Thus it is plausible that thresh-
old effects could cause this observed behavior.

A large number of authors have contributed arguments
on both sides of this controversy. Recently, measure-
ments of a number of spin observables in the pp ~pn m+

reaction at the ZGS, TRIUMF, and LAMPF have per-
mitted a partial-wave analysis of the data under a number
of assumptions and approximations [126—128]. One of
the main points of these papers was that a coupled-
channel approach including both NN and NA was neces-
sary; resonancelike behavior should be apparent in the
NA phase if a dibaryon was present. The authors of Ref.
[128] asserted that the 'Dz (and probably the F, ) inelas-

tic phase did not exhibit the expected changes indicating
a dibaryon. These conclusions, which differ sharply with
analyses of the world's pp scattering data [1,2, 129—137],
have been challenged by several other authors [138—142]
on issues relating to the assumptions that were used in

Ref. [128]. Since only 6 of the 31 spin observables neces-

sary for a model-independent analysis were used to per-
form the partial-wave analysis in Ref. [128], there is a
possibility that there are other solutions with a different
behavior of the partial waves [139]. Furthermore, the
consequences of the reported partial-wave solution in

Ref. [128] were evaluated independently by Hoshizaki
[138] and Hiroshige et al. [141]. It was shown that the
data in Ref. [128] are consistent with the presence of a di-

baryon. In Ref. [138] it is claimed that a coupled three-
channel analysis should be used with NN, NA, and non-

resonant NNm channels. A similar coupled three-channel
analysis [141] was performed using the NN, Nh, and ~d
channels. This dibaryon controversy is clearly a difficult

problem and may take some time before a consensus is
reached.

Some evidence of structure in the I =0 nucleon-
nucleon channel is also observed, as well as in I =1 in-

teractions. The quantity b,oL(I =0), derived from re.cent
b,oL(np) measurements at LAMPF [143], Saclay [144],
and PSI, [145] exhibits a peak near 650 MeV. An

analysis of the total-cross-section measurements

(o„„o;„,&„„„b,o L, b, cr T } for the I =0 channel and the np

differential cross-section data at 180' by Beddo et al.
[143] suggests that the observed structure in ho t (I =0}
may be caused by a spin-triplet wave, such as S, or D, ,

or a spin-singlet wave, such as 'P& or 'F3. Data on np
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elastic-scattering spin observables in the LAMPF energy
range will be required to identify uniquely the partial
wave(s) producing the observed behavior of herr (I =0).
(There have also been suggestions of I =0 dibaryon reso-
nances at somewhat higher energies from the yd ~pn re-
action [146—148].)

It is interesting to note that the shape of hol (pp),
which some physicists have claimed to be caused primari-

ly by the opening of the inelastic channels with a value of
0;„,&„„.,=20mb, is nearly identical to that for ho z

(I =0), where the inelastic cross section is at most a few
mb. In particular, displacing a curve through Ao.l (pp)
upward by about 12 mb and to higher energies by ap-
proximately 140 MeV gives a reasonably good fit to the
hol (I =0) measurements at PSI, LAMPF, and
SATURNE. Thus structure in b,o.l at the 10-mb level is

seen with a small total inelastic cross section.
Although the interpretation of the resonancelike be-

havior of the 'D2 and F3 partial waves in terms of six-

quark states is by no means universally accepted, the ex-
istence of six-quark states would have a profound impact
on the understanding of nuclear structure. For example,
some fraction of the deuteron ground state might be in a
six-quark configuration, rather than a loosely bound state
of two separate nucleons. In other nuclei, six-quark clus-
ters would presumably be present as well. The existence
or lack of existence of six-quark states also affects the
fundamental understanding of the strong interaction. At
present, three-quark and quark-antiquark states seem
sufficient to describe all hadrons. The existence of six-
quark states would add a third possible configuration and
would probably strengthen the evidence for the presence
of still other configurations.

The existing free np elastic-scattering database between
400 and 900 MeV consists of many differential cross-
section [149—162] and polarization [163—170] measure-
ments, especially at backward c.m. angles. Unfortunate-
ly, sizable differences are seen for some of these results.
Published data for other spin observables are much less

( INCIDENT) i
N GET)

S
pcolL ~

N: NORMAL TO THE SCATTERING PLANE

L: LONGITUDINAL DIRECTION

S = N x L IN THE SCATTERING PLANE

FIG. 1. Definition of spin directions for the beam, target, and
forward-scattered and recoil particles for nucleon-nucleon elas-
tic scattering.

plentiful, including depolarization and spin-transfer re-
sults [164—166,171],with carbon polarimeters to measure
the outgoing proton spin, and some polarized-
beam —polarized-target data from TRIUMF [169),
SATURNE [172], and LAMPF [173,174]. A number of
quasielastic-scattering experiments on deuterium have
also been performed [175—195]. Finally, a high statistics
set of np spin-transfer experiments at 485 —788 MeV [196]
have recently been completed at LAMPF using the new
high-intensity optically pumped polarized ion source.

This paper describes measurements of two spin-spin
correlation parameters for free np elastic scattering at
484, 634, and 788 MeV beam kinetic energy. The spin
directions are defined as N norma1 to the scattering
plane, L (longitudinal) along the incident-beam direction,
and S=N XL (see Fig. 1). A polarized S- and L-type
neutron beam was scattered from a polarized L-type tar-
get. The spin parameters measured were Csz and Czl,
respectively, where

C; = do /dQ(++ )+do /dQ( ——
) —do /dQ(+ —)

—do /dQ( —+ )

do/dQ(++ )+do /dQ( ——)+do /dQ(+ —)+do /dQ( —+ )

The first subscript i refers to the beam and the second to
the target spin directions. The plus and minus refer to
spins parallel or antiparallel to the L or S directions, re-
spectively. For positive Csz the neutron is preferentially
scattered to the left for the +S beam and +L target
spins, in accord with the Basel convention [197]. The
recoil proton was detected in a magnetic spectrometer
over the angular range 0&,b=0 —25' or 21'—46. Interfer-
ence with the polarized-target magnet coils generally
prevented detection of the scattered neutron in coin-
cidence.

The experimental apparatus is described in Sec. II and
the data analysis in Sec. III. The results, a comparison to
phase-shift predictions, and a cross-check with other data
at 0, =90 are presented in Sec. IV. Conclusions are
given in Sec. V. Preliminary results from this experiment

I

have been presented in a short paper [198]. These mea-
surements were the basis of a Ph. D. thesis [199], where
additional details may be found.

II. EXPERIMENTAL APPARATUS

A. Polarized neutron beam

These measurements were performed at the Clinton P.
Anderson Meson Physics Facility at Los Alamos
(LAMPF). Protons from the Lamb-shift polarized ion
source were accelerated by the linac as H ions to nomi-
nal kinetic energies of 497, 647, and 800 MeV. The elec-
trons were stripped off a fraction of the beam by passage
through thin foils or wire mesh (see Fig. 2); these stripped
polarized protons were utilized for experiments in line C
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tion gives a narrow peak in the neutron momentum spec-
trum near the incoming proton-beam momentum (the
centroid of the peak was roughly P„=1069+4,1262+4,
and 1450+4 MeV/c or T„=484+5,634+5, and 788+5
MeV). The second reaction produces a broad range of
neutron energies, which was a source of background for
this experiment. The measured neutron momentum spec-
tra, taken under conditions similar to those in this experi-
ment, are given in Refs. [200,201]. The average neutron-
beam intensity was estimated to be a few thousand neu-
trons per second at the peak energy with a proton intensi-
ty of several nA.

In order to produce a beam of polarized neutrons, the
incident proton beam had to be polarized, since a spin-
transfer mechanism at 0' neutron production was used.
The spin-transfer parameters for transversely and longi-
tudinally polarized protons were measured in previous
experiments [184,190] at the same energies used in this
experiment. At these energies a longitudinally polarized
proton beam with 80% polarization gives a neutron beam
with 40—50% (longitudinal) polarization, but a trans-
versely polarized proton beam gives a neutron beam with
much smaller polarization. As a consequence, the mea-
surements reported in this paper were made when the po-
larized proton beam had a large longitudinal (L-type)
spin component. When other beam polarizations existed,
background measurements or tests of systematic errors
were performed.

The beam-spin direction in line C was determined by
the spin direction at the ion source and by the beam ener-
gy. Although the beam spin in the EPB could be adjust-
ed to almost any direction, independent of the ion-source
direction, the spins in lines 8 and C were partially cou-
pled. Some flexibility was afforded by the superconduct-
ing solenoid in line 8 (LB-SO in Fig. 2) that could precess
a transverse proton spin by up to 90' about the beam
direction at 800 MeV. Thus, when the protons at the
HRS target were purely N(L, S) type, the proton beam at

the LDz target could be nearly L(S,L) type. Since the
three spin directions were run for roughly equal times at
the HRS target, (nearly) longitudinal beam could be
achieved only about —', of the running time at the LD2 tar-

get. The remainder of the time corresponded to a neu-
tron beam with quite low polarization.

A standard LAMPF beam-line polarimeter [202—204]
(LB-PO-01 in Fig. 2) was installed in line B to monitor
the two transverse components of the beam polarization
at that point. This polarimeter was continuously opera-
tional during data taking. The third beam-spin com-
ponent was determined [203] using information on the to-
tal magnitude of the beam polarization from the
"quenched" mode of operation of the polarized ion
source. Normally, there was 107 sec of polarized beam, 5
sec of quenched beam, 107 sec of polarized beam with the
spin direction reversed, and 5 sec of quenched beam. The
cycle was then repeated. A full cycle took 240 sec, allow-
ing for times to change from one condition to the next.
(During some of the 788-MeV experimental runs, a more
rapid spin-reversing cycle, without the quenched beam
periods, was used; see Sec. IIE). Note that the proton
beam passed through a bending magnet between the po-
larimeter and LD2 target. This caused a rotation in the
horizontal component of the beam-spin direction by
about 48'. Additional information on the beam spin was
available from beam-line polarimeters located in line C
and the EPB. The uncertainty of the proton-spin direc-
tion at the LD2 target is estimated to be roughly +1' and
that of the beam polarization to be about +2% of its
magnitude on the average [205]. Table I contains the
average proton-beam polarization for each set of mea-
surements.

After the LD2 target, the neutrons passed through the
field of magnets LB-BM-06 and LB-BM-07 that deflected
the noninteracting beam into the beam dump and swept
charged reaction products away from the 0' line used for
the neutron beam. This caused the neutron-spin direc-

TABLE I. Average proton- aud neutron-beam polarizatious (Ps ~ ) and (Ps „)and the average tar-
get polarization (Pr ). The neutron-beam kinetic energy is T„,and the laboratory spectrometer angle
is 8,~. Also included are the number of polarized and background runs and the number of target rever-
sals.

0,~ Parameter
Polarized

runs
Target

reversals Background

484 MeV 10'
10'

35'
35'

CLL

CSL

CLL

CSL

0.794
0.786

0.810
0.845

0.396
0.392

0.404
0.388

0.763
0.760

0.765
0.760

20
13

27
31

16

27

634 MeV

788 MeV

10
10'

35
35

10
10

35
35

CLL

Csi

CLL

CSL

CLL

CSL

CLL

CSL

0.849
0.818

0.782
0.812

0.648
0.732

0.745
0.775

0.541
0.511

0.488
0.507

0.368
0.414

0.421
0.431

0.772
0.771

0.766
0.779

0.728
0.758

0.758
0.760

20
28

70
35

67
64

81
75

19
6

10
9

22
19

18

23
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tion to precess. The neutrons then passed through a cir-
cular aperture of diameter 2.54 cm in a lead and steel col-
limator of length 335 cm. The exit was about 729 cm
from the center of the LD2 target.

The neutron beam entered the experimental area (Fig.
3) through the collimator and a 3.8-cm-thick lead plug,
which was used to convert y rays in the beam. It passed
through an intensity monitor, two spin precessing mag-
nets with vertical fields (Lorraine and Castor), a relative
neutron polarimeter (JPAN, identical to NPAN in Refs.
[170,173]), and finally the polarized proton target. After
a change in beam conditions (energy or spin direction),
the magnet currents were first adjusted using JPAN to
give a nearly pure spin direction before the L-type polar-
ized target. After the magnet currents were determined,
the JPAN target and counter were removed from the
beam before data taking, leaving only about 7 m of air be-
tween the intensity monitor and the polarized target.

The main purpose of JPAN was to measure the spin
direction of the peak-energy neutrons (near the proton-
beam energy) in order to determine the proper magnet
currents. In particular, contamination of the JPAN sig-
nals by low-energy neutron events could conceivably lead
to inaccurate magnet settings. Therefore the design cri-
teria included good rejection of interactions from low-

energy neutrons, as well as a good figure of merit (analyz-

ing power squared times differential cross section). It was
decided to detect protons from n +p elastic scattering or
n+C quasielastic scattering. Absorbers were used to

range out protons from low-energy neutron interactions
and pions. Previous measurements of n +p elastic cross
sections and polarizations indicated an optimum figure of
merit for a recoil proton laboratory angle near 30'
( 0, =- 110').

The final JPAN design, shown schematically in Fig. 4,
was similar to that of an earlier rapid neutron polarime-
ter [206]. It consisted of a CH2 target, a plastic scintilla-
tion counter (N 1 ) to detect charged particles emitted
from the neutron interactions in the CH2, brass ab-
sorbers, and four identical plastic scintillation counters
(NL, NR, NU, ND —left, right, up, down) located at 30'
to the beam. The CH2 target was a right circular
cylinder (10.2 cm in diameter, 10.5 cm in length) with its
axis along the nominal beam line. The CH2 target fit

snugly in a brass absorber 20.3 cm wide, 20.3 cm high,
and 10.2 cm along the beam. There were additional ab-
sorbers downstream of the CHz target of 10.2 cm width
and 22.9 cm length along the beam. The thicknesses of
these brass plates were 2.54, 3.81, and 6.35 cm at
T„=484,634, and 788 MeV, respectively. The plastic
scintillators were of thickness 0.64 cm and areas
17.8X17.8 cm, in the case of N1 and 10.2X10.2 cm,
for the other four counters. Coincidences between Nl
and each of the other counters (Nl NL, N1 NR, . . . )

were recorded with the on-line computer. The widths of
all discriminator outputs were 20 nsec. Left-right and
up-down asymmetries were computed. One example of a
magnet sweep is shown in Fig. 5, which took roughly 8 h

FIG. 3. Layout of the experimental area.
The neutron beam entered from the top of the

figure through a collimator and then passed

through the front beam-intensity monitor

(FMON), spin-precession magnets (Lorraine
and Castor), a relative neutron polarimeter

(JPAN), and the polarized target (HERA).
The magnetic spectrometer consisted of scintil-

lation counters (S&,S, ), multiwire proportion-
al chambers (Pz ), and drift chambers (P„P4)
attached to a large-aperture magnet (SCM105).
Two other beam-intensity monitors (TMON,
BMON) are also shown, as well as various

equipment associated with the polarized target
and magnets.
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of beam time.
The JPAN analyzing power was estimated from max-

imum measured asymrnetries from magnet sweeps, from
the proton-beam polarization and from the spin-transfer
parameters in Refs. [184,190]. It decreased from about
0.16 at 484 MeV to 0.09 at 788 MeV. Over this same
range of energies and laboratory angles, the np elastic-
scattering polarization varied between 0.25 and 0.40.
However, JPAN detected particles from the interactions
of neutrons with both hydrogen and carbon in the CH2
target, which accounts for the lower effective analyzing
power than for scattering from pure hydrogen.

An extensive analysis of magnet results from this ex-
perirnent and others was performed to obtain the best es-
timates of the beam spin at JPAN [207]. Results from 54
magnet sweeps with various proton-beam spins and ener-
gies over a six-year period were included. Calibration
constants relating spin precession to the beam energy and
magnet currents were derived for Lorraine, Castor, and
the magnets immediately downstream of the LD2 target
(LB-BM-06 and LB-BM-07). A number of simplifying as-
sumptions were made which appear to be reasonably con-
sistent with the data. For example, nonlinearities in two
of the magnets, hysteresis effects, and possible small devi-
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FIG. 4. Side view of the relative neutron polarimeter JPAN.
Scintillation counters N1, NU, and ND are shown; counters NL
and NR were symmetrically located to the left and right of the
nominal beam center line. The CH2 target and counter N1 were
centered on the beam line. The other four counters were cen-
tered on lines from the middle of the CH2 target at 30' to the
beam line. The brass absorbers and a portion of the aluminum
support structure are also shown.
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FIG. 5. Example of a magnet sweep for Castor. The ob-
served left-right asymmetries in JPAN as a function of the Cas-
tor current (in amps) are plotted along with a cosine curve fit to
these data. These measurements were made in roughly 8 h of
beam time. The maximum asymmetry corresponds to S-type
polarized neutrons, and a zero asymmetry corresponds to L-
type neutrons.

ations from the nominal proton-beam spin direction were
all ignored, assuming these were all negligible. The re-
sults indicate that the neutron-beam spin direction at
JPAN was known to about +3'.

The effects of low-energy beam neutrons in JPAN are
of concern, since they could lead to inaccurate settings
for Lorraine and Castor by providing a background
asymmetry. The number of such neutrons was compara-
ble to the number of peak-energy neutrons [200]. Their
effects were reduced by the presence of the brass ab-
sorbers. These absorbers were chosen to have a length
along the CH2-to-scintillator path corresponding to the
range of protons with a momentum P . The value of P
was chosen to be -80% of the momentum of an np elas-
tic proton (from peak-energy neutrons) at the same labo-
ratory angle. Therefore most of the low-energy beam
neutrons were not able to cause coincidences in JPAN.
Furthermore, at 800 MeV, the spin-transfer parameters
Ez& and ELL for producing these neutrons were mea-
sured to be smaller in magnitude than ELL for the
pd ~npp reaction [184].

Evidence from the analysis of the many magnet sweeps
[207] also suggests small efFects on the knowledge of the
peak-energy neutron-spin direction. In the range of ener-
gies that could cause coincidences in JPAN, the magni-
tude of K~~ is small compared to KLL [184,190]. There-
fore, to a good approximation, all these neutrons were L
type after the LD2 target, even though the proton-beam
spin deviated by up to 30' from pure L type going into
the LD2 target. One large class of sweeps had essentially
no net change of the neutron spin between the LD2 target
and JPAN. For this class the presence of lower-energy
beam neutrons would not affect the desired magnet
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currents since they would all be L type again, just as at
the LDz target. For another class a 90 or 180' net spin
change occurred for the peak-energy neutrons. Lower-
energy neutrons would have been precessed more, poten-
tially biasing the derived magnet currents. However,
there was no evidence of differences with net spin change
in the calibration constants.

Two improvements were made to the fit in Ref. [207].
One was to take into account the small deviation of the
proton-spin direction from the nominal, which was typi-
cally less than 5'. This caused a change in the computed
neutron-spin direction at JPAN of up to 1.5', depending
on beam energy. The second correction resulted in a
change of about 3' in the neutron-spin direction at 788
MeV. The many magnet sweeps suggested consistency
between the predicted [207] and observed magnet
currents at the other energies, but not at 800 MeV. The
systematic difference at the highest energy corresponded
to 2.6'+0. 5' and may have been caused by nonlinearities
in the fringe fields of LB-BM-06 and LB-BM-07 at the
highest beam energies and magnet currents.

B. Beam-intensity monitors

Several independent measurements of the relative
neutron- and proton-beam intensities were recorded dur-
ing the experimental runs. These included a secondary
emission monitor (SEM) and the line-B polarimeter sig-
nals for the proton beam, and the front, target, and back
monitors (FMON, TMON, and BMON, respectively) for
the neutron beam; see Figs. 2 and 3. A number of these
monitors were sensitive to beam position as well as the in-
tensity.

The SEM [208] (denoted LB-ER-01 in Fig. 2) consisted
of three foils (one emitter and two 100-V bias foils) in the
beam-line vacuum. The emitter current was integrated
and digitized. Dark currents were not monitored directly

during the experiment. Instead, they were estimated
from a comparison of SEM and of other monitor counts
during polarized and quenched beam periods, corre-
sponding to a factor of about 4—5 difference in beam in-
tensity. The SEM was assumed to be linear over this
range of intensity. These estimated dark currents were
subtracted from the raw SEM counts on a run-by-run
basis. This correction was generally less than 18'.

FMON, located immediately downstream of the colli-
mator, was eventually selected as the primary beam-
intensity monitor. It is shown schematically in Fig. 6.
The first four counters of FMON consisted of the
charged veto A and the detectors M1, M2L, and M2R,
which were all constructed of 0.32-cm-thick plastic scin-
tillator with an area of 10.2 X 10.2 cm . Each was viewed

by a single photomultiplier that was well shielded from
the magnetic field of Lorraine. The CH2 target was 2.54
cm thick, 6.4 cm wide, and 8.9 cm high. The final detec-
tor M3 was 0.64 cm thick with an area 22. 9X22.9 cm
and had a 8.3-cm-diam hole that was centered on the
nominal beam line. It followed a 2.54-cm-thick brass ab-
sorber, 22.9 cm wide and 24. 1 cm high, with a 7.6-cm-
diam hole, also centered on the beam line. The brass ab-
sorber stopped low-energy charged particles, created in
the CH2 target, preventing them from reaching M3. All
elements of FMON were optically surveyed before the
start of the experiment.

Left and right coincidences and other signals were
formed with commercial NIM electronic modules and
were scaled at the end of each polarized and quenched
beam period. These signals were M 13= A M1-M3,
MLT= A -M1 M2L M3, MRT= 3 M1 M2R.M3, and
MTOT=MLT+MR T. Corresponding accidental coin-
cidences were determined by measurements made with
M1 delayed by 60 nsec with respect to the other signals.
Rates were generally low, corresponding to roughly 100
M TOT per second average. Including the 9% (at
T =800 MeV) or 3% (at the other energies) duty factor

LORRAINE

BRASS

COLLIMATOR
INSERT

CH2
I
t

I

A M1
M2R

POLE FACE

GUN BARREL

FMON

0 10 20 30cm

FIG. 6. Schematic view of the front monitor FMQN (top view). The neutron beam entered from the left, through the collimator

and lead plug (to reduce y-ray contamination in the beam). The CH, target, scintillation counters 3, M 1, M2L, M2R, and M3, and

the brass absorber are shown. After FMON, the beam entered the spin-precession magnet, Lorraine.
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for the LAMPF polarized beam gave instantaneous rates
of about 1000—4000 MTOT per second. The accidental
coincidences were typically less than 0.1% of the true
coincidences. Widths of the discriminator output signals
from M1, M2L, M2R, and M3 were 10 nsec and from A

were 30 nsec.
The target monitor TMON was located downstream of

the polarized target along the nominal beam line. It mea-
sured the flux of charged particles produced in the target
at small ang1es to the beam. Five plastic scintillation
counters comprised TMON. A single counter (Tl
20. 3 cm wide, 43.2 cm high, 0.64 cm thick} was located
in the beam line 190 cm downstream of the polarized tar-
get and 56 cm upstream of the plane containing the other
four counters (TL, TR, TU, and TD, each 10.5 cm wide,
26.0 cm high, and 0.64 cm thick). These four counters
were arranged so that there was a 10.5 cm X 10.5 cm hole
approximately centered on the beam line. Signals from
the single photomultiplier on each counter were discrim-
inated, and coincidences of T1 with each of the other
four counters were scaled. An electronic OR was formed
(TTOT)), as well as various accidental coincidences. This
monitor was removed when the magnetic spectrometer
was centered at O„b= 10' because of spatial limitations.

Unlike the other two neutron-beam intensity monitors
in the experimental area, which measured secondary-
particle fluxes, the back monitor BMON measured the
relative neutron Aux directly. It consisted of a thin
charged-particle veto ( V—61.0 cm wide, 24.1 cm high,
and 0.64 cm along the beam) and two 61.0-cm-wide,
25.4-cm-high, and 11.4-cm-thick plastic scintillation
counters (81,82) each viewed by two 12.7-cm-diam pho-
tomultipliers. These three counters were all approxi-
mately centered on the nominal beam line. The beam in-
tensity was monitored by the quantity BLR
=(V 81L 81R) (V 82L 82R). Accidentals were mon-
itored by

BLRACC=(V 81L 81R)d,i (V 82L 82R) .

Various studies of the stability of intensity monitor ra-
tios were performed at the 497 MeV proton-beam energy.
All monitor coincidence counts were corrected for ac-
cidentals, and the SEM counts were corrected for dark
current as noted before. The line-B polarimeter counts
were combined as follows: If L+ (R+ ) and L (R )

denote the coincidences for the protons scattered left
(right) in the polarimeter for normal and reverse beam
polarization, respectively, then it can be shown that, to a
good approximation,

QL+R —QL R+AP=
QL, R +QL R,

In this formula, A is the average analyzing power for
protons scattered both left and right and P is the average
¹ype (up-down) beam polarization for both normal and
reverse spin directions. Defining

QL ~L QR+—R

QL+L +QR+R

which is approximately the asymmetry in solid angle
times efBciency for protons scattered left and right, then,
to a good approximation, the ratio of beam intensities for
normal and reverse spin directions is given by [205]

(L++R ~ ) (1—APc„)
(L +R ) (1+APen)

In this expression, differences in left-right analyzing
powers or normal-reverse beam polarizations have been
ignored. Similar formulas hold for the up and down po-
larimeter counts. The target monitor counts and the
quantities MLT and MRT for the front monitor were
treated in the same way as for the polarimeter.

Studies of the monitors indicated that the measured in-
tensities MTOT, BLR, and SEM tracked each other
better than 1% from run to run. (Much larger variations
were experienced at times when significant retuning of
the beam occurred, such as after spin-direction changes
or changes to the polarized ion source. } The line-8 polar-
imeter and target monitor showed 8.5%%uo and 1.5%%uo varia-
tions compared with the other monitors. Some of the
variation may have been caused by changes in the
proton-beam position and width at the polarimeter and
LD2 targets and, also, the neutron-beam position at the
polarized target. In turn, these were caused by many fac-
tors, including variations in the polarized ion source and
accelerator operating conditions, and also changes in
strippers and beam tune required for other beam lines.
Small spin-correlated beam motion probably also contrib-
uted to the intensity variations.

The quantity MTOT from the front monitor was
chosen as the primary measure of the relative neutron-
beam intensity for a number of reasons. It was demon-
strated that variations in the proton-beam position and
size would lead to differences in the number of neutrons
transmitted through the collimator per incident proton.
This suggests that either BLR or MTOT is more reliable
than SEM or the line-8 polarimeter. Changes in the
beam position might also result in a difference in SEM
counts due to variations in the characteristics of the foil
surfaces (secondary emission coefficients). Likewise,
changes in the neutron-beam position at the polarized
target could cause different fractions of the neutrons to
be scattered or absorbed. In this case, MTOT is favored
over BLR or TTOT. Possible problems with changes in
the 81 and 82 counter gains with time (and hence neu-
tron detection efficiency) also contributed to the choice of
FMON for the primary beam-intensity monitor. Never-
theless, the ratio of total beam for normal and reverse
spin directions as computed by SEM, BLR, and MTOT
agreed to better than +0.5% in all cases. An error in the
ratio of that magnitude would lead to an uncertainty in

CLL o CsL of less than +0.017, much less than the sta-
tistical errors.

C. Polarized target

The polarized proton target (PPT) was continuously
polarizing, utilizing the technique of dynamic nuclear po-
larization [209]. The apparatus consisted of a magnet, a
He refrigerator, a microwave system, and a nuclear-
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magnetic-resonance (NMR) system. The superconduct-
ing inagnet (HERA) and refrigerator were constructed at
CEN Saclay [210,211] and were modified at LAMPF as
described in Ref. [122].

The magnet was iron-free and consisted of a split pair
of Helmholtz coils that produced a 2.5-T central field,
uniform to within 0.45 mT in a sphere 5.0 cm in diame-
ter. These coils were cooled in a liquid- He bath, which
also served as the He reservoir for the refrigerator. A
1000 1 Dewar and rigid transfer line were used to feed the

magnet continuously with liquid He. In addition,
liquid-nitrogen-cooled radiation shields surrounded the
coils and were thermally insulated by a cryopumped vac-
uurn. The magnet provided an unobstructed conical
aperture of 45' half angle, from the magnet center, about
the field direction. It was optically surveyed to have the
magnetic axis along the nominal beam line. Corrections
to the incident-neutron-beam spin and the outgoing pro-
ton trajectories for the inAuence of the PPT magnetic
field are described in Sec. II D.

The target cryostat phase separator received liquid "He
directly from the magnet reservoir. The gas phase was
used to cool two radiation shields and the incoming He
gas to about 10, 50, and 100 K, respectively. The liquid
phase was evaporatively cooled using a rotary vane pump
and was used to further cool the He to roughly 2 K in a
heat exchanger. After the He pump, the gas was
filtered; some was then recovered and reliquified, and the
rest was used for filling the magnetic spectrometer gas
bags. The liquid- He bath, surrounding the target rna-

terial, was further cooled to below 0.5 K by evaporation.
The He pump system consisted of three stages of Roots
blowers and a double-stage rotary vane fore pump. The
compressed gas was passed through oil filters and a
liquid-nitrogen-cooled activated-charcoal trap before re-

turning to the He refrigerator in a closed loop. The He
was circulated at a rate of roughly 4 mmol/sec. The va-

por pressure of the He at the target material was mea-

sured by a remote sensing manometer.
The target holder consisted of a cylindrical microwave

cavity made of copper of 0.15 mm thickness, containing
an inner Teflon cell (wall thickness 0.25 mm), which held

the target material. Materials outside the target holder
included a total of 2.5 mm aluminum, 0.64 rnm stainless
steel, and 0.13 mrn aluminized Mylar. The inner cell was

3.7 cm in diameter and 5.7 cm long ( —61 cm ). It was

surrounded by a saddle-shaped NMR coil near its center
and by two series-connected "hairpin"-shaped coils that
sensed the polarization at the target ends. A third NMR
coil ran down the target center along its axis. The axis of
the target cell was aligned along the nominal beam line

with x rays. Attempts to use the neutron beam to obtain
a radiograph of the target (see Ref. [212]) were unsuccess-
ful. The target material was 1,2-propanediol doped with
a Cr(V) paramagnetic coinplex. It was prepared in the
form of beads about 1 mm in diameter by freezing liquid
propanediol drops in liquid nitrogen. The beam form was

used to improve thermal contact with the liquid He and

to dissipate the heat load of the absorbed microwave ra-
diation. The packing fraction of the beads was roughly

The distance between the centers of the LDz and po-

larized target was 15.2 m.
The target material was irradiated with 69-GHz mi-

crowaves to polarize the protons to about 76'7o. The mi-
crowave source was a 5-W carcinotron. The frequency
was measured by either of two adjustable resonant cavity
wavemeters. A microwave attenuator regulated the
power delivered to the target to be on the order of 100
mW. The PPT magnetic-field direction remained fixed
during the experiment. The polarization direction was
reversed by changing the microwave frequency (see Ref.
[209]). During the experiment, these reversals occurred
about once every 6—8 h, on the average, when the beam
was on.

The NMR system was used to measure the target po-
larization. A rf oscillator drove a serial-tuned Q-meter
circuit similar to that of Court [213], with high intrinsic
linearity. The rf frequency was swept over a range of 460
kHz about a central frequency of 106.45 MHz. The Q-
meter output was digitized and recorded with a PDP
11/23 computer as a function of frequency. Typically,
1000 sweeps were averaged to obtain a good signal-to-
noise ratio. The area of the NMR signal was numerically
evaluated after subtraction of an off-resonance response
corresponding to a shift in the central magnetic field of
14 mT.

Data acquisition for the experiment took place over a
period of 4.5 months. During that time, 16 calibrations
of the absolute target polarization were performed. For
these, the NMR signal was recorded with the microwaves
turned off and the protons in the target material in

thermal equilibrium with the liquid He at a temperature
of about 1 K. This temperature was deduced to an accu-
racy of 1% from the He-vapor pressure measured by the
capacitive manometer. Under these conditions the nu-

clear polarization (-0.0025) is calculable. Comparing
the area of the thermal equilibrium signal with the
enhanced signal when the target was dynamically polar-
ized gave the absolute polarization. The accuracy of the
absolute calibration is estimated to be +3.3%. Measure-
ments were performed with all three NMR coils, and
these agreed to within +2.4%. The maximum positive
and negative target polarizations were +0.80 and
—0.78, respectively. Table I contains the average target
polarization for each spin parameter and energy, as well

as the number of target reversals.
Background rneasurernents at most spectrometer set-

tings and beam energies were performed by replacing the
normal target material with graphite beads of approxi-
mately the same diameter as the polarized beads. At
times, liquid He was also introduced into the target
holder or empty target runs were taken.

D. Magnetic spectrometer

Charged particles were detected in a large acceptance
( —100 msr) magnetic spectrometer (see Fig. 3) that mea-

sured both their momentum and time of flight. The spec-
trometer detectors and components included a scintilla-
tion counter S, , a drift chamber P, , a pair of multiwire

proportional chambers (MWPC's) Pzi and Pzs, a large-

aperture dipole magnet (with designation SCM105), a
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large-area drift chamber P4, a 25-element scintillation
counter hodoscope S2, various helium-filled gas bags, and
mechanical supports. All detectors were roughly perpen-
dicular to the SCM105 center line and were optically sur-
veyed with an accuracy of +0.25 mm at the start of the
experiment. The spectrometer moved as a unit on large
air pads and was located with the magnet center at about
10' and 35 with respect to the nominal beam line. At the
smaller angle, the beam passed through the magnet gap,
whereas at the larger angle it went through a hole in the
magnet yoke. The detected particles were primarily pro-
tons and deuterons with a laboratory scattering-angle ac-
ceptance of approximately 27'. Very few pions or elec-
trons were recorded because their low momenta or fast
flight times caused them to be rejected by the trigger.
Since all spectrometer elements were rigidly attached to
the magnet, the locations of the detectors will be specified
in the coordinate system centered on the SCM105 center
(Z—the magnet center line along the incident particle
direction, Y—up, and X—beam left).

The St counter consisted of a single scintillator (51 cm
wide, 28 cm high, and 0.64 cm thick), viewed by a single
photomultiplier during a portion of the 35', 634-MeV
CIL and most of the 788-MeV data. Timing corrections
for the location of the interaction were made as described
in Sec. III B. This counter was replaced part way
through the experiment by a pair of scintillators
25.5X28X0.64 cm located side by side. In this case
each scintillator was viewed by two photomultipliers
mounted vertically to improve the timing accuracy. In
addition, a more restrictive trigger was implemented to
reduce the trigger rate at small angles (see Sec. II E). The
distances between S, and the SCM105 center plane were
238.2 and 257.3 cm for the single- and double-scintillator
cases, respectively.

The small drift chamber P& had an active area of
61X61 cm and was located 219.2 cm upstream of the
SCM105 center. During the running period when the
single S, counter was used, P, consisted of three detector
planes, two with vertical and one with horizontal (X, X',
and Y, respectively) sense wires. When the pair of S,
counters was installed, a Y' detector plane was added
21.1 cm upstream of the other planes in order to increase
the vertical detection eSciency.

Each detector plane consisted of 76 sense wires of 20-
pm-diam gold-plated tungsten, each spaced at 8 mm.
Halfway between each adjacent pair of sense wires was a
field-shaping wire of 25-pm-diam gold-plated tungsten.
The X and X' planes were offset by about 2.5 mm to assist
in the determination of whether the particle passed to the
left or right of the sense wire (left-right ambiguity prob-
lem). Aluminized-Mylar cathode planes of thickness 76
JMm were located in front and back of the sense-wire
planes at a distance of 4.76 mm. The outer windows were
made of 0.25 mm Mylar. The gas mixture used in the
chamber was 85.3%%uo argon, 14.3%%uo isobutane, 0.36%%uo

freon 13-81 (CBrF&), and ethanol at O'C vapor pressure.
The gas pressure was slightly above local atmospheric
pressure. The operating voltage was different for each
detector plane and averaged about 2100 V. The readout
system was based on a delay-line technique [214], where

the sense wire with a signal was determined by measuring
differences of propagation time. The delay-line construc-
tion was similar to that in Ref. [214]. Preamplifiers on
the ends of the delay lines had a gain of roughly 40. The
preamplifier output signals were sent via coaxial cable to
constant-fraction discriminators (Phillips model 715) and
then to CAMAC time-to-digital converters (TDC's)
(LeCroy model 2228A).

The two MWPC's that made up P2 (P21,P2z ) had ac-
tive areas of 51.2X51.2 cm . Each consisted of three
detector planes X, X', and Y, similar to those of P, .
Detector P2~ was located upstream of P2L, their dis-
tances from the center plane of the SCM 105 being 146.9
and 136.8 cm, respectively. All three detectors S, , P, ,
and P2 were centered approximately on the SCM105
center line. The G10 fiberglass-epoxy frames of the P2
chambers overlapped, thus minimizing material along
particle paths that passed through the active areas of P2L
and P2&. As a result, the portion of the angular accep-
tance of the spectrometer corresponding to the P2
chamber frames was missing. The anode (sense) wires
were 20-pm-diam gold-plated tungsten with a spacing of
2.0 mm and a tension of roughly 45 —55 g. Near the edge
of each detector plane, three additional wires of increas-
ing diameter were located parallel to the sense wires to
prevent electrical breakdown to the frames. Cathode
planes of 51 pm aluminized Mylar were located in front
and back of the anode planes at a distance of 6.35 mm.
The outer gas windows were 51 pm Mylar covered with
opaque 51-pm Mylar tape. The individual G10 frames
were bolted together with threaded nylon rods and nuts.
The gas seal was formed with silicon-rubber adhesive
(RTV). The gas mixture was 64.5% argon, 35.0% CO2,
and 0.4—0.5% freon 13-81, to reduce electrical break-
down in the chamber. The chambers were operated
slightly above local atmospheric pressure at a voltage of
-4050 V. Preamplifiers for each sense wire were mount-
ed directly on the chambers. Signals from the
preamplifiers were transmitted 61 m on twisted-pair flat
cable to amplifiers and discriminators. The discriminator
outputs were sent to latches that were read through
CAMAC. The logical OR of all discriminator outputs
(FAST-OR) was formed by a combination of the home-
built chamber electronics and commercial NIM modules
and was used in the trigger (see Sec. II E). Additional de-
tails on these chambers can be found in Refs. [215—217].

A large-aperture magnet (213X84 cm ) was used to
analyze the momentum of charged particles produced by
interactions in the polarized target. The magnet was
operated at 2000 A for measurements at all three beam
energies and both spectrometer angles. This gave a field
integral in the magnet center of f8 dl=—770 kGcm. The
magnet was mapped twice at currents of 1200 and 2000
A. The first measurements were performed with the Fer-
milab ZIPTRACK [218] before the actual experiment.
Analysis of these results indicated relatively large point-
to-point variations in the field values and the need for
more extensive spatial coverage. The second measure-
ments were performed by the LAMPF magnet group us-
ing their "rapid mapper" after the completion of the ex-
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periments. All three magnetic-field components were
measured simultaneously on a grid with uniform spacing
of 5.08 cm in X (left-right, from —101.6 to +101.6 cm),
5.08 cm in Y (vertically, from —30.5 to +30.5 cm), and
2.54 cm in Z (along the direction of the SCM105 center
line) for a distance of 304.8 cm. Additional points were
measured downstream of the SCM105 in the direction in
which the protons were deflected (beam-left). These data
were checked for consistency with Maxwell's equations.
In order to evaluate the magnetic field at an arbitrary
point in the measured field volume, each of the SCM105
magnetic-field components was expressed as a second-
order polynomial in position about each point in the mea-
sured field grid. This interpolation procedure was neces-
sary for the numerical integration process and is de-
scribed in more detail in Ref. [219].

A Monte Carlo program was written to integrate nu-
merically the proton trajectories through the HERA and
SCM105 magnetic fields. The beam was modeled to have
a finite beam-spot size, divergence, and energy spread
based on the diameter and location of the collimator and
PPT, and measurements reported in Refs. [200,201]. The
interaction point within the polarized target was not
varied. A range of scattering angles was generated to fill

the spectrometer acceptance, and corrections for energy
loss in the target were made. The locations of the trajec-
tories in the scintillators and chambers, as well as the
scattering angles and time of flight from S, to S~, were
recorded. From this information corrections to the parti-
cle angles and a look-up table for fB dl in the SCM105
were obtained. In an alternate scheme, the ZIPTRACK
data were used to develop a semiphenomenological ex-

pression for fB dz in terms of the values of X and Y at

the center of the SCM105, obtained by projection of a
straight-line fit to P~ and Pz. Detailed comparisons of
the results from the look-up table and the phenomenolog-
ical parametrization gave similar missing-mass resolu-
tions and signal-to-background ratios. The look-up table
was adopted for all results presented in this paper.

The drift chamber P4 consisted of two planes with 160
vertical sense wires (X and X'), two planes with 176 sense
wires rotated 17.63' from the vertical (U and V), five

high-voltage planes of closely spaced wires, and two
ground planes. The sense wire was 25-pm-diam gold-
plated tungsten and the wire spacing was 19.06 mm for X
and X' and 18.16 mm for U and V. The distance between
the sense wires and high-voltage cathode wires was 9.50
mm. The chamber gas was a mixture of 50%%uo argon and

50%%uo ethane, and the operating voltage was approximate-

ly 2200 V. Groups of 16 adjacent sense wires were read
using a delay line. Amplified signals from each delay-line
end were discriminated with LeCroy 6238, 620AL, or
620CL NIM modules, and the outputs were fed to
LeCroy 2228A CAMAC TDC's. Furthermore, the
discriminator output from one end of each delay line was

fed to a CAMAC coincidence register that was strobed

by the trigger signal. Only those left-right TDC pairs
that were flagged by the coincidence registers were read
into the computer to minimize the number of data words
transferred. The active area of the chamber was

305 X 102 cm . It was located 220 cm downstream of the

SCM105 center and was offset beam-left of the magnet
center line by 55.5 cm. Additional details are given in
Ref. [220].

The scintillation counter hodoscope Sz consisted of 25
elements with scintillator dimensions 111.8 cm high, 14.0
cm wide, and 1.27 cm thick. There was an overlap of ap-
proximately 0.6 cm with the two neighboring counters.
The hodoscope center was displaced beam-left of the
SCM105 center line by 56.2 cm to take into account the
deflection of the positively charged particles by the mag-
net. It was also roughly centered at beam elevation and
was located 267 cm downstream of the SCM105 center.
Each scintillator was viewed from above and below
through Lucite light guides by a pair of photomultiplier
tubes. Information from this hodoscope allowed correc-
tions to the P4 drift time for the flight time of the parti-
cles through the spectrometer and permitted calculation
of the particle mass.

In order to minimize multiple scattering, helium-filled
gas bags were installed between P, and Pz and between

P& and P4 (through the SCM105). Entrance and exit
windows were each 51 pm Mylar. Some of this helium
gas was recycled from the boil-off of the polarized target.

The spectrometer was moved a number of times during
the experiment. The location of the SCM105 center and
axis relative to the polarized-target center and to the 10'
or 35 lines surveyed on the floor of the experimental area
were recorded. Corrections to scattering angles and tar-
get projections were applied during the analysis using
these data.

E. Electronic logic and data acquisition

A good event trigger was defined as the simultaneous
detection of a charged particle in S, , S~, and at least one
plane of Pz (see Fig. 3). The scintillator S, defined the
timings of the good event trigger, the starts of all TDC's,
and the analogue-to-digital converters (ADC's), and latch
gates. A schematic diagram for the logic with two S&
counters is shown in Fig. 7. Most of the trigger electron-
ics involved commercial NIM modules.

Raw signals from the photomultipliers of the S& and Sz
counters were sent to constant-fraction discriminators.
The discriminator outputs from the two photomultipliers
of S&L and S,z were then sent to home-built time
averagers [221]. The discriminator outputs for the two
photomultipliers on each Sz counter were sent to dual-
coincidence modules and then to logical fan-in modules
to form the quantities HL and HR. Typically, HL con-
sisted of the OR of the Sz counters H, —H, 4 and HR con-
sisted of H, z

—Hz5, so that a few counters were in both
HL and HR. Depending on the beam energy and spec-
trometer angle, the inputs to HL and HR were changed
by one or two counters. A fast trigger signal (FTRG) was
produced by the coincidence of S&1 (S]& ) and HL (HR ).
This trigger was inhibited when the beam was undergoing
a spin change or when the source was in the quench
mode (see the description of the slow gating logic below).
When the S, counter with a single photomultiplier was
used, its discriminator output was put in coincidence
with H =HL+HR.



NEUTRON-PROTON ELASTIC SCATTERING SPIN-SPIN. . . . I. 2805

The fast trigger signal was used for TDC starts for P„
P4, and the Sz counters and for the latch and ADC gates
for the hodoscope counters. It was also sent to a latch
circuit to prevent additional triggers until the computer
had processed the event or until the CAMAC informa-
tion had been cleared. The CLEAR was initiated if no P2
FAST-OR was present, indicating that there was no par-
ticle detected in any plane of either P2I or Pzz. If a Pz
FAST-OR occurred in coincidence with the fast trigger
latch signal, the MWPC information was stored and the
computer reading of the event was started as a Master
Trigger (MTRG). Average MTRG rates ranged from
about two per second to 100 per second, depending on
the beam energy, spectrometer angle, and beam intensity.
Computer dead time was generally less than 50% at 10'
and less than 20%%uo at 35 laboratory spectrometer angle.

A typical computer event record consisted partly of 51
words corresponding to the P4 and S2 latches and the P,
ADC's and TDC's. These were followed by a variable
number of words containing P4 delay-line TDC's, hodo-

scope counter ADC's and TDC's, and Pz wire informa-
tion. (The P4 and Sz latches determined which ADC and
TDC words to read into the computer. ) These words
were read via CAMAC into a PDP 11/60 computer with
a microprogrammable branch driver (MBD) [222] and
then recorded on magnetic tape. The data-acquisition
software was the LAMPF "Q system" [223] with

experimenter-written subroutines.
A total of 276 scalars were read into the computer and

stored on magnetic tape during each polarized beam-spin
reversal. These scalers recorded rates from beam-
intensity and beam-polarization monitors and from vari-
ous modules in the good event logic, as well as singles
rates in some scintillation counters. Information from
the polarized target was also recorded each time the
scalers were read. Beam and target polarizations,
chamber efficiencies, and ratios of various beam monitors
and of FTRG and MTRG to beam monitors were all

computed on line to check the behavior of the experimen-
tal apparatus.

Various slow gating signals were generated for use by
the good event logic and the scalers. The run gate (RG)
was set true at the start of a run and set false at the end.
The beam gate (BG), sent from the LAMPF Central Con-
trol Room, was true for the duration of each accelerator
macropulse and false otherwise. The polarized-beam gate
(POL) was true when the beam was polarized and false
during periods when the source was in the quench mode.
The two beam-polarization states (N, R —normal, reverse)
were also sent from the ion source. A spin-change (SC)
signal was generated as SC=N R POL. Scalar reads
were initiated with RG SC. Scalers were gated with ei-
ther I', Q, or I signals, where P =POL BG RG SC corre-
sponded to polarized beam and Q=POL BG RG.SC to
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FIG. 7. Schematic view of the trigger logic for the magnetic spectrometer. The fast trigger (FTRG) was an OR of the left half of
S& in coincidence with the left hodoscope counters and the right half of S& in coincidence with the right hodoscope counters. Some
overlap of S2 counters was used to ensure good acceptance for the elastic events. In addition, the master trigger (MTRG) required a
signal from I'&. Constant-fraction discriminators (CFD) were used for the hodoscope counters.
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quenched beam. The I signal was P in coincidence with a
signal, indicating the computer was not busy, and was
used to control data taking. Finally, the X and R signals
were put in coincidence with a 10-kHz clock and scaled
with both P and Q gates in order to permit the calcula-
tion of beam polarization via the quench method. The Ã-
and R-gated clock scalers were also used to provide a
check on the spin assignment for each of the sealer reads.

During a portion of the 788-MeV data collection, a
rapid beam-spin reversal occurred at the rate of 30 Hz.
There were no quenched beam periods, only polarized
beams with opposite spin directions. Modifications to the
gating and sealer logic were made in order to record
beam-intensity monitors and other signals in separate
scalers for the two beam states. In this case the scalers
were read at approximately 2-min intervals.

III. DATA ANALYSIS

A. General

The data analysis was carried out in two stages because
of the large number of events and computer time needed
to reconstruct the trajectories. The first stage involved
the conversion of the chamber information to spatial
coordinates in the spectrometer system (see Secs. III B
and III C). Events with too little information to compute
the momentum and scattering angles were removed.
Cuts on the quality of the chamber data were imposed as
described in Sec. III C, but no restrictions were applied to
the kinematical quantities. The good events were written
to data summary tapes (DST's). The second stage of the
analysis (Secs. III D and III E) involved calculation of
kinematical quantities from the chamber coordinates. Fi-
nal cuts were placed on the particle mass and the target
projections. The data were binned in c.m. angle, and the
elastic signal was extracted from missing-mass spectra in
each bin.

B. Scintillators

The scintillation counter data were handled first in the
process of making DST's. As noted above, the S, scintil-
lator defined the timing of the trigger and TDC starts. In
the case of the two S& scintillators with two photomulti-

pliers each, the timing was approximately independent of
position because of the time averagers. Furthermore,
during the setup for the experiment, the timing of S,L

and S,~ was adjusted to be the same to within 0.5 nsec.

This was done by comparing their timing to a third

counter that overlapped S,L and S,~ and that was locat-
ed immediately upstream of them. When only a single S 1

scintillator with a single photomultiplier was present,
various times had to be corrected for the transit time of
the light in S&. A correction that was linear in the wire

number in chamber P, was applied to all drift times in P,
and P4 and to the time of flight to the S2 hodoscope
counters. The maximum correction corresponded to dis-

tances that were slightly smaller than the chamber reso-

lutions.
Timing and position information from S2 were ana-

lyzed next. The event was rejected if there were four or

more hodoscope counters hit or if there were hits in
nonadjacent counters. For events with a single counter,
the X coordinate was assigned to be the center of the
counter. The TDC counts were converted to times using
calibration constants. The gain for each TDC was cali-
brated before the experiment and was roughly 0.25
nsec/channel. The offsets were chosen to center the time
difference distribution about zero and to give the proper
proton mass. (An iterative procedure was required; the
proton mass depended on tracking information and time
of flight. However, the timing was needed to correct the
P4 drift times. ) Changes in the offsets were quite infre-

quent. The Y coordinate in the counter was taken to be a
constant multiplied by the time difference and the flight
time from S, to S2 to be the average of the up and down

photomultiplier times plus a constant.
Two hodoscope counters were considered adjacent

only if they were next to each other, if the difference in Y
positions was less than 20 cm, and if the flight-time
difference was less than 5.0 nsec. Then the X and Ycoor-
dinates and flight time were the average of the values
from the two counters. The fraction of events with adja-
cent hodoscope counters was only about 7—9%%uo because
of the small overlap of the counters.

At 788 MeV, the hodoscope latch gate was timed too
late for some hodoscope counters. As a result, the fastest
particles for these counters had no timing information.
All other data for these events appeared normal. There-
fore a flight time was assigned that approximately corre-
sponded to forward elastically scattered protons (21 nsec)
for these events. Separate studies of these events showed
agreement of the derived asymmetries with the other
events within statistical errors.

A histogram of the number of times each hodoscope
counter was latched was generated on line. This permit-
ted rapid location of problems with the hodoscope and
associated electronic logic. Two-dimensional histograms
of hodoscope Y position versus X position and particle
mass versus X position made drifts of the offset constants
visible.

C. Wire chambers

In order to reconstruct the momentum of a track, X in-
formation was needed from P„P2,and P4 and Y infor-
mation from at least two of these chambers. An event
was rejected as soon as it was determined that these cri-
teria were not met. Likewise, only one track should have
been present. If more than one good hit was found in a
chamber, then the event was also rejected.

In the data-analysis program, the P2 information was
evaluated first. These MWPC's did not have the prob-
lems of the left-right ambiguities associated with the drift
chambers P, and P4. After decoding the data words into
individual wires identified with the appropriate plane of
Pzi and P2+, adjacent wires were then grouped together.
A maximum of six wires per plane were retained, and

gaps of one wire were allowed within a group. The center
of the group was chosen as the position of the particle
track in the plane. Histograms of the number of times
each wire in a plane had been latched were made for di-
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agnostic purposes. In addition, there were histograms for
the number of wires and of groups per plane. These were
used to monitor the chamber performance during data-
taking periods and were especially useful for determining
the proper operating voltage for the chambers.

Chambers P21 and P2~ were first handled separately.
If neither the X nor X' plane had a group, then the other
chamber was tested. If one plane contained a group of
wires but the other did not, then the particle was as-
sumed to have passed through the chamber at that point.
The event was rejected in this case if the plane had more
than one group present. The Y planes were also treated
in this fashion.

If at least one group of wires was found in both X and
X' planes, a test was made on the distance AX& between
the observed position of the group in X' and the calculat-
ed position based on the X plane. The calculated position
was corrected for the incident angle of the particle in the
chamber, assuming the track originated at the center of
the PPT. Histograms of AX2 for P21 and P2~ are given
in Fig. 8. If the magnitude of EXES was more than 4 mm,
it was assumed that the groups did not match. The event
was rejected if no matches or if more than one match was
found. In the case of a unique match, the average X posi-
tion from the X and X' planes and the average Z for the
two planes were used to give the point where the particle
passed through the chamber. The final requirement was
a unique X and Y position calculated for the same half of
P2.

The data in Figs. 8(a) and 8(b) permit an estimate of
the resolution of P2. The widths of the distributions indi-
cate a spatial resolution of +0.69 mm per plane, com-
pared with an expected value of +2 mm/+12=+0. 58
mm, where 2 mm is the wire spacing and a Qat distribu-
tion of events is assumed. The finite target size, effects of
the target magnetic field on the trajectories, multiple
scattering, and the presence of 6 rays all contributed to a
larger than expected spatial resolution. However, events
with adjacent double wires improved the resolution. Fur-
thermore, since greater than 90%%ui of all events had both
X and X' groups, the overall P2 spatial resolution im-
proved by a factor of &2 and was about +0.49 rnm in the
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The reconstruction efficiency was roughly 92%, with

an about 3—5% loss from inefficiency of the Y plane.
Most of the rest of the inefficiency (-4% at a 35 spec-
trometer angle) resulted from mis matches in the X
planes. The fraction of mismatches was considerably
larger at a spectrometer angle of 10'. This was caused by
interactions in S„which was in the direct beam at 10',
but not at 35'. Such events often had large slopes at P2.
The computed AX& was correspondingly large, especially
in P2+. Thus, in some indirect sense, the cut on AX& was
also a coarse cut on the Z position of the interaction.

Data from the delay-line chamber P, consisted of tim-

ing from TDC's connected to the ends of the delay lines.
Since this chamber was close to S, and since the master
trigger and TDC start signals had their timing defined by
S&, no corrections were applied to the delay-line timing
for the flight time of the particles. The case of S, with a
single photomultiplier is described in Sec. IIIB. The
TDC words for the delay lines were first tested for the
presence of zeros (no start signal or a stop too early com-
pared with the start) or overflows (no stop signal). A flag
was set for each plane that contained a zero or overAow
in a TDC. The event was rejected if both the X and X'
planes had a zero or overAow in their corresponding
TDC's.

Next, the time difference and sum were formed (see
Fig. 9). The wire number was found from the time
difference and a look-up table. This table was created in
a separate program that found valley positions from
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FIG. 8. Histogram of the difference (~2 ) between observed

and predicted X' values for (a) P2I and (b) P2„.The predicted
value was obtained from the observed X position, assuming the
particle trajectory was a straight line from the target center.
The widths were approximately +0.97 mm.

FIG. 9. Histograms of the (a) —(c) time differences and (d) —(f)
sums from the delay-line ends of the X, X', and Y planes of Pl,
respectively. The time differences were related to the wire num-
ber and the sums to drift time using look-up tables.
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time-difference distributions for each delay line and as-
signed the boundary between adjacent wires to each val-
ley. Some interaction with the calibration program was
allowed in order to correct for situations where the
software did not properly assign wire numbers. Such
problems typically occurred where few events were avail-
able, such as at the delay-line ends, in the shadow of the
Pzl-Pzz gap, or where the peaks from two wires were
unusually close together from a defect in the delay line.
An error flag was set if the time difference fell outside the
proper range for each delay line. After determining the
wire number, the position of the wire in the plane was
computed. In a similar way, the time sum was converted
to a drift distance using a look-up table. This second
table was also created in the calibration program and was
constructed so that the drift-distance distribution was ap-
proximately flat.

For those events with good X and X' information, the
next step was to determine whether the drift distance was
to the left or right of the wire in each plane. The event
was rejected if the difference in wire positions was greater
than 12 mm, which was not allowed if the track originat-
ed in the vicinity of the target center. The difference hX',
between the observed and predicted X' position was then
computed for the four distance combinations (two planes,
left or right side of the wire). The observed X position
was corrected for the angle to the observed location in Pz
to give the predicted X position. The minimum magni-
tude of AX& defined the proper combination, unless
~bX',

~
exceeded 2.0 rnm, in which case the event was re-

jected. For events where the drift distances were both to
the left or both to the right of the wires, the angle be-
tween the X and X' positions was also required to be less
than 15.2'. The track was assumed to have passed
through P, at the average of the X and X' positions and
at the average Z of these two planes. A histogram of the
final AX', distribution is given in Fig. 10.

In order to improve the efficiency of the P, chamber,
two other classes of events were accepted. If either the X

0

3x ) (I11IT1)

FIG. 10. Histogram of the di6'erence (hX&) between ob-

served and predicted X' values for P, . The predicted value

corrected the observed X position for angle, assuming the parti-

cle trajectory was a straight line from the measured X in P, .
The width of the distribution was +0.41 mm.

or X' plane had a bad TDC value (zero or overflow) and
the other plane had a drift distance less than 1.0 mm,
then the P, position was taken to be at the wire. Other-
wise, information from a good X or X' plane and a good
TDC on the other plane was used to reconstruct the
value of the bad TDC word. This could be done primari-
ly for events with a large drift distance in the good plane,
so that the drift time was small in the bad plane, and it
was relatively easy to select which wire had detected the
particle. These two classes of events generally accounted
for a few percent of all good events.

The event was not rejected if both the Y and Y' planes
had bad TDC information. Instead, the Y was recon-
structed using the Y position in P2 and the center of the
polarized target. If only one of these P, planes was good,
the track was taken to have the position at the wire, ig-
noring the drift distance. If both planes were good, Y'

was used to resolve the up-down ambiguity in the Y plane
using a procedure similar to that described above for the
X planes. Since the Y and Y' planes were separated by
211 mm, which is much larger than the 9.53 mm between
the X and X' planes, changes in the tests were made. The
wire separation distance was required to be less than 25
mm and the ~b YI ~

distance to be less than 15 mm. The
track was taken to have passed through the position in

the Yplane.
The width of the hX', distribution in Fig. 10 indicates a

spatial resolution of +0.29 mm per plane for X and X'.
Since most of the reconstructed events had good informa-
tion in both X and X' planes, the overall P, spatial reso-
lution in X was about +0.21 mm. The resolution in Y
was considerably worse. The P, reconstruction efficiency
was roughly 69—88% and included only a requirement
on the X planes. The probability of good information in

both TDC's for the Y plane was often quite low
(46—87%). A number of diagnostic histograms for the
four P, planes were generated both online and oNine to
monitor the performance of this chamber.

Using the P, and P2 positions for the events, the target
X and Y projections could be calculated. These are
shown for spectrometer angles of 10' and 35' in Fig. 11.
The laboratory angle distribution is also shown; the
"hole" arose from the P2L-P2~ gap. For these plots the
corrections to positions because of slight misalignment of
the spectrometer have been applied. Corrections to the
target projections and angles were also made for the
effect of the HERA magnetic field on the trajectories us-

ing the Monte Carlo program results (see Sec. IID). In
the later stages of the data analysis, cuts were applied to
the target projections and the data were binned according
to c.m. angle. Finally, a straight line was fitted between
the P, and P2 positions. The intersection of this line and

the vertical center plane of the SCM105 magnet (Z =0)
was determined. This information was used to assist in

the calculation of the P4 position of the events.
The first major step in the analysis of the P4 data was

to determine the wire location and drift time for each

good delay line in the chamber. The P4 coincidence re-

gister bits were used to reconstruct which delay lines cor-
responded to the TDC words. (No TDC information was
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read into the computer for any plane with either more
than four coincidence register bits latched or with no bits
latched. ) Next, the time of arrival at the two ends of each
delay line with TDC data was computed using the corre-
sponding calibration constants (see below). Timing
corrections for the flight time of the particle through the
spectrometer were made by scaling the time from S1 to
S2 by the ratio of Z distances from S, to P4 and to S2. A
delay line was considered to have bad data and was re-
jected from further analysis if either time was less than 1

nsec or if a TDC overflow occurred. The difference and
sum of the times from the two delay-line ends were then
computed. A constant linear relation was used to con-
vert the difference to a wire number within the delay line.
Likewise, the time sum was multiplied by a constant to
determine the drift distance. The delay-line information
was considered bad if the computed wire number was
more than one wire spacing below the first or above the
16th wire or if the drift distance was more than half the
sense-wire spacing plus 1 mm. The wire number, ex-
pressed as an integer, was constrained to fall within the
range from 1 to 16 and the drift distance to be between 0
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FIG. 11. Histograms of the X, Y, and Z target projections
(XT«~, YTARG, and ZT«G) in the spectrometer coordinate
system and the laboratory scattering angle (Ol,b). These events
were taken at 634 MeV neutron-beam kinetic energy and spec-
trometer angles of (a)—(d) 10 and (e)—(h) 35 . Small corrections
for slight misalignments of the spectrometer have been applied
to these histograms, and corrections for the HERA magnetic
field have been made to O~,b. Information from chambers P&
and P2 was used to compute these quantities. Typical cuts are
shown.

and half the wire spacing. Finally, the wire location was
computed from the wire and delay-line numbers plus sur-
vey constants.

The calibration constants to convert TDC channels to
times were evaluated with a separate program, assuming
a linear relationship. The TDC gains were determined by
the conditions that the peak-to-valley ratio in the time-
difference histogram were maximized and that the time
difference between the 1st and 16th wire be the same for
all delay lines. In only one case out of 84 delay-line ends
did these gains change during the three years of opera-
tion of the magnetic spectrometer. The offset constants
were chosen to properly locate the boundaries of each
wire number in a valley in the time-difference distribution
and to make the time-sum distribution start at about
zero. The offsets on about 20% of the TDC channels re-
quired infrequent adjustment during the run, although
isolated cases of rapid changes were noted in a few in-
stances. The formula to relate time sum to drift distance
and additional information on the calibration may be
found in Ref. [220].

The second major step in the P4 analysis involved the
determination of the proper wire in each plane. A
minimum of three planes with at least one good delay line
was required to reconstruct the P4 position. This re-
quirement guaranteed that at least two independent X
and one Y determinations were available. (In the case of
only three good planes, with either the U or V plane bad,
an ambiguity in the Y coordinate resulted. Except at
small scattering angles, this did not affect the scattering
angles, since these were computed from P, and P2 as de-
scribed above. ) The proper combination of wires, one in
each good plane, was found by minimizing the rms devia-
tion g„;„from a straight line through the point at the
center plane of the SCM105 magnet computed from P,
and P2. The event was rejected if g„;„wasgreater than
25 mm for all allowed four- and three-plane wire com-
binations. Three planes were used only if one plane did
not contain a good delay-line signal or if none of the four
plane-wire combinations satisfied the constraint on y„;„.

The final major step for the determination of the P4
position was the resolution of the left-right ambiguities in
each plane. First, corrections to the drift distance were
applied using the incident particle angle as determined
from the previous step. A line was then fit from the point
at the SCM105 center plane to each of the 8 (for 3 good
planes) or 16 (for 4 good planes) possibilities for the drift
distances to the left or right of the sense wires. The fit
with the minimum rms deviation yd„«was chosen to give
the P4 position. As before, the event was rejected if gd «
was greater than 5 mm for all allowed three- and four-
plane drift combinations. Only if three planes were used
to pass the cut on y;„orif none of the four plane possi-
bilities satisfied the cut on yd„.«were three planes used in
the fit. Typical plots of y„;„andpd, l«are given in Ref.
[220]. In the special case that the last wire in one delay
line and the adjacent first wire in the next delay line were
both present, the drift distances were constrained to be
between the two wires.

An estimate of the P4 spatial resolution can be ob-
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FIG. 13. Histograms of momentum measured in the magnet-
ic spectrometer for a neutron-beam peak energy of 634 MeV at
spectrometer angles of t91,b= (a) 10' and (b) 35 .

FIG. 12. Histogram of the difference (AX4) between ob-
served and predicted X' values for P4. The predicted value
corrected the observed X position for angle, assuming the parti-
cle trajectory was a straight line from the point at the SCM105
center plane (Z=0). This latter point was computed from a
straight-line fit to the measured X positions in Pl and P, . The
width of the distribution was +0.82 mm.

tained by computing the difference AX4 between the ob-
served X' position and the value predicted from X and
the slope of the line from the SCM105 center. A histo-
gram of AX4 is shown in Fig. 12. The width of this histo-
gram indicates a resolution of +0.58 mm per plane or an
overall P4 spatial resolution in X of better than +0.41
mm, depending on the fraction of three- and four-plane
events. The contribution to the spatial resolution from
the use of a straight line to the point at the center plane
of the SCM105 was estimated to be negligible. The
overall reconstruction efficiency for P4 was approxirnate-
ly 86%%uo, with a loss of about 6% in the first major step in
the P4 analysis. A variety of diagnostic histograms, in-

cluding time sums and differences, wire numbers, TDC
zeros, and TDC overflows, was generated on line and off
line to check the P4 performance. Changes in delay-line
calibration constants in particular were easily seen by
abrupt changes in the wire-number distributions.

At each spectrometer setting, data were taken with
both the SCM105 and HERA magnetic fields turned off.
These straight-through runs allowed the chambers to be
aligned relative to each other. The Pz and P4 positions
were taken to be fixed at the survey values, and P, offsets
for X and Y positions were changed to give the best
straight-line fits to these events. Comparison of straight-
through data at different spectrometer settings indicated
changes of less than 0.4 mm in the P, position.

Events that passed the various requirements for
chambers P, , P2, and P4, as well as the hodoscope, were
written to DST's. The reconstruction efficiency, defined
as the number of events on the DST's to the number on
the raw tapes, ranged from 31 to 72%%uo.

O. Kinematical quantities

Once the tracking was completed, the momentum of
the particle in the horizontal plane could be computed

,'30.0—

",").0

(/1
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1,).0—
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:).0

0.0
.)00 1000 1500 ~)000 ~500

FIG. 14. Histogram of particle mass for a neutron-beam

peak energy of 634 MeV at Ol,b=35' as computed from the
momentum and time of Right in the spectrometer. Slight errors
in the offset timing gave incorrect values for the proton and
deuteron masses. The width of the proton peak was +38
Me V/c'. Typical cuts are shown.

from the bend angle in the SCM105 and the magnetic-
field integral (see Sec. IID). The total momentum was
found by correcting for the Y slope of the trajectory at
the entrance to the SCM105. Histograms of momentum
for data with a 634-MeV peak-energy neutron beam at
spectrometer angles of 10' and 35' are shown in Fig. 13.
The low-momentum cutoff was the result of the spec-
trorneter acceptance.

The particle mass could then be computed from the
momentum and time of flight from S~ to S2,' see Fig. 14.
Protons and deuterons were always well separated. Gen-
erous cuts, as shown in Fig. 14, were typically applied to
select protons. Cuts on the target projections were also
made to reject events that originated far from the beam
center as described in Sec. III C and shown in Fig. 11.
Variations in the cuts were studied for their influence on
the asymmetries and the signal-to-noise ratio. Negligible
effects were observed for variations about the chosen
cuts. Only events that passed the cuts were analyzed fur-
ther.

From the calculated momentum and scattering angle
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in the laboratory, P&,b and 0&,b, the total recoil-proton en-

ergy (E&,b), and the missing mass (MM) were computed
next, where

(MM) =(P„,„+P~;„—P~,„,)

=M„—2(E„b—M~ )(E„;„+M~)

in lab cos0~~b

and P are four-vectors. In the missing-mass equation, the
target was assumed to be a free proton and the incident
neutron energy was taken to be the peak energy. The
desired elastically scattered events had a missing mass
distributed about the neutron mass. Low-energy beam-
neutron elastic-scattering events were improperly han-
dled, resulting in missing masses that were too large. In-
elastic reactions also gave missing-mass values above the
neutron mass. Another source of background resulted
from quasielastic scattering and reactions o8' various nu-
clei other than hydrogen in the polarized target. Some of
these events gave missing-mass values at the neutron
mass, as part of a broad continuum.

The laboratory angle was then converted to a c.m. an-
gle 0, using the peak neutron energy. The events were
placed in 5 -wide 0, bins. Histograms of missing mass
for two bins at 484- and 788-MeV peak-energy neutron
beams are shown in Figs. 15(a) and 15(c). Background
data collected with graphite target beads instead of polar-
ized beads were analyzed in the same way. Missing-mass
spectra for the same 0, bins and beam energy are
shown in Figs. 15(b) and 15(d). The elastic signal is clear-
ly visible in the polarized-target data.

The elastic signal in the missing-mass distribution can
be used to estimate the spectrometer momentum resolu-

tion 6P/P. Typical peak widths were 23, 44, and 40
MeV/c full width at half maximum (FWHM) for proton
momenta of 900, 1060, and 1210 MeV/c. Ignoring other
contributions, these peak widths correspond to upper
limits on the momentum resolution of 5P/P ~+1.6%,
2.3%, and 1.7%, respectively. (Somewhat poorer
missing-mass resolutions were seen at the angles farthest
from the SCM105 magnet center. ) Sizable contributions
to the elastic peak widths also arose from deviations in
the measured laboratory scattering angle caused by mul-

tiple scattering in the polarized target and S, and from
slight variations in the SCM105 magnet current during
the data taking. However, the estimated [205] width of
the peak in the neutron-beam momentum distribution
(+3 MeV) contributed little to the missing-mass peak
resolution. Upper limits to 5P/P can also be derived
from the particle-mass widths, ignoring the timing reso-
lution, and give 5P/P S+3% using the measurements
described below. Calculated values for 5P/P, based on
the measured chamber spatial resolutions in Sec. IIIC,
are 5P/P-+0. 5 —0.7%. Multiple scattering in wire
chamber Pz, helium gas, and gas bag windows added
significantly to 5P/P at all angles and beam momenta.

The particle-mass distribution and the estimated
momentum resolution can be combined to find the time-
of-Right resolution in the spectrometer. Typical proton-
mass peak widths were +32—44 MeV/c . These corre-
spond to timing resolutions 5T ~+0.4 nsec. Such uncer-
tainties are much smaller than required for good spatial
resolution in the P4 drift chamber.

While kinematical quantities could be computed in the
first phase of the data analysis, during the production of
the DST's, as well as in the second phase, the final cuts
and missing-mass histograms discussed in this section
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FIG. 15. Missing-mass histograms for (a) polarized target (484 MeV, 0, =147.5 —152.5 ), (b) graphite target (484 MeV,
g, =147.5' —152.5 ), (c) polarized target (788 MeV, 0, =92.5 —97.5'), and (d) graphite target (788 MeV, 0, =92.5 —97.5 ).
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were generated from the DST's. The time to analyze an
event from the raw tapes was roughly a factor of 4 more
than from the DST's. Therefore studies of cut positions
and the extraction of the final elastic signal were all per-
formed from the DST's.

E. Extraction of the elastic signal

The procedure employed to determine the spin-
correlation parameter values is described in this section.
Each I9, bin was handled separately to extract the num-
ber of elastic-scattering events. First, the missing-mass
histograms were summed over the pertinent runs for the
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FIG. 16. Missing-mass histograms for 484-MeV peak-energy
neutron beam and 0„. =122.5' —127.5' showing the steps in-

volved in the extraction of the elastic signal: (a) polarized-target
data (solid circles) and carbon background data (open circles)
multiplied by a constant to show the comparison of the shapes,
(b) polarized-target data and carbon background data multiplied
by the linear function f described in the text, and (c) the
difference between the polarized and background spectra in (b).
The elastic events are seen.

four combinations of beam- and target-polarization direc-
tions. Then the sum N(+ —)+N( —+) was normalized
by the total beam to the sum N(++ }+(N——

) by the
factor a,

MTOT(+ + )+MTOT( ——
)

MTOT(+ —)+MTOT( —+ )

where generally the value of a was within a few percent
of 1.00. Next, an estimate of the nonelastic background
was found. The carbon background shape C(MM) was
multiplied by a linear function f(MM) and subtracted
channel by channel from the polarized missing-mass his-
tograms. The coefFicients of the linear function were
determined from data on each side of the elastic signal;
see Figs. 16(a} and 16(b). After the subtraction the
elastic-scattering events were clearly distinguishable as in
Fig. 16(c). The asymmetry was then computed channel
by channel using the background unsubtracted yields in
the formula

N(++ )+N( ——
)
—a[N(+ —)+N( —+ )]

N(++ )+N( ——)+a[N(+ —)+N( —+ )] fC—

and a weighted average was taken to obtain the final
asymmetry. Missing-mass channels for which the fitted
background counts exceeded the polarized counts were
excluded from this weighted average. The error on E' was
computed from the statistical uncertainties on N and C
and from the correlated errors on the coeScients of the
linear function f.

Data for the 634 MeV beam energy and a spectrometer
angle of 35 were handled differently because no graphite
target bead measurements were available. Three different
techniques were used to estimate the nonelastic back-
ground for these results. The first method was to use
"carbon" background measurements at the same angle
and energy taken two years later. Various changes had
been made to the spectrometer and thus the shape of the
carbon missing-mass spectra might be expected to be
different. The second technique used the average of the
484- and 788-MeV carbon background shapes. The third
method relied on a fit to the background on either side of
the elastic peak with a fifth-order polynomial. The error
assigned to the final asymmetry included both statistical
uncertainties and an additional estimate of the uncertain-
ty in background shape in quadrature. This estimate was
half the maximum deviation found from the three tech-
niques above. Note that the nonhydrogen background
from the polarized target included other nuclei in addi-
tion to the carbon and metal cans surrounding the beads.
In particular, He and oxygen were present in substantial
quantities. The shape of the missing-mass spectra from
these nuclei need not agree perfectly with that measured
in the graphite bead runs. This may have been one
reason that a linear form for f was required instead of a
constant. Additional experimental information on this
question under somewhat different kinematical condi-
tions is presented in Ref. [219].

Data at 484 and 788 MeV and a spectrometer angle of
10 were also handled somewhat differently. For these
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TABLE II. Measured np elastic-scattering spin observables C;, are tabulated as a function of c.m.
angle. The minimum and maximum values of the c.m. angle are denoted 0;„andO,„andthe average
angle, weighted by the number of observed events, by (0, ). The coefficients of the pure observables

g and A, in Eq. (2) are also shovrn.

min

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5

~max

180.0
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

180.0
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5

(~,.)

178.4
174.9
170.2
165.1
160.7
154.0
150.0
145.2
140.0
135.1
130.4
126.6

178.4
174.9
170.2
165.1
160.7
154.0
150.0
145.2
140.0
135.1
130.4
126.6

128.6
124.8
120.0
115.1
110.1
105.8
99.1

95.1

90.1

85.2
80.5

128.6
124.8
120.0
115.1
110.1
105.8
99.1

95.1

90.1

85.2
80.5

128.6
124.8
120.0
115.1
110.1
105.8
99.1
95.1

Kinetic
—1.083
—0.941
—0.891
—0.543
—0.284

0.306
0.380
0.676
0.594
0.582
1.106
0.525

—Q. 134
0.010
0.100
0.000

—0.204
0.023
0.021

—0.194
—0.161
—0.183

0.097
—0.870

0.821
0.939
1.001
0.763
0.711
0.646
0.456
0.549
0.474
0.405
0.461

0.239
—0.098
—0.166

0.015
0.000

—0.168
—0.215
—0.181
—0.188

0.008
0.075

—0.761
—0.077
—0.146

0.055
0.060

—0.292
—0.458
—0.201

energy =484

6C;,

MeV
0.116
0.052
0.048
0.060
0.093
0.093
0.068
0.100
0.092
0.102
0.145
0.516

0.107
0.067
0.055
0.075
0.116
0.099
0.076
0.108
0.105
0.115
0.160
1.080

0.350
0.077
0.078
0.080
0.088
0.105
0.104
0.081
0.087
0.121
0.265

1.074
0.096
0.090
0.089
0.103
0.117
0.153
0.102
0.113
0.169
0.298

0.561
0.098
0.098
0.108
0.114
0.156
0.129
0.107

0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986

—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132

0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986

—0.1028
—0.1028
—0.1028
—0.1028
—0.1028
—0.1028
—0.1028
—0.1028
—0.1028
—0.1028
—0.1028

—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132
—0.1132

0.0269
0.0481
0.0522
0.0511
0.0506
0.0493
0.0499
0.0500
0.0500
0.0498
0.0499
0.0501

0.4923
0.9166
0.9918
0.9696
0.9606
0.9372
0.9471
0.9491
0.9512
0.9460
0.9481
0.9522

0.0498
0.0499
O.Q499
0.0499
0.0500
0.0502
0.0503
0.0505
0.0507
0.0509
0.0511

0.9460
0.9481
0.9487
0.9492
0.9502
0.9532
0.9566
0.9599
0.9643
0.9680
0.9719

0.9449
0.9471
0.9476
0.9481
0.9491
0.9522
0.9556
0.9588
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TABLE II. (Continued).

~min Omax (~,.) C;, 6C,-,

Kinetic energy=484 MeV

87.5
82.5
77.5

92.5
87.5
82.5

90.1

85.2
80.5

—0.113
0.023

—0.064

0.119
0.171
0.311

—0.1132
—0.1132
—0.1132

0.9632
0.9669
0.9708

Kinetic energy=634 MeV
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

180.0
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

180.0
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5

178.4
174.8
170.2
165.2
160.4
153.9
150.0
145.2
140.1

135.1
130.4
126.3

178.4
174.8
170.2
165.2
160.4
153.9
150.0
145.2
140.1

135.1
130.4
126.3

128.4
124.9
120.0
115.1
110.1
105.4
99.0
95.0
90.1

85.1

80.4

128.4
124.9
120.0
115.1
110.1
105.4
99.0
95.0
90.1

85.1

80.4

—0.775
—0.945
—0.832
—0.089

0.104
0.377
0.507
0.585
0.742
0.773
0.573
0.567

—0.146
—0.288
—0.232
—0.134

0.048
0.119
0.239
0.153
0.058
0.252
0.189
0.035

0.264
0.624
0.724
0.815
0.793
0.618
0.731
0.640
0.492
0.571
0.425

0.007
0.296
0.400
0.117
0.198
0.162

—0.045
0.125
0.020
0.024
0.226

0.128
0.066
0.078
0.086
0.132
0.162
0.077
0.083
0.099
0.114
0.159
0.320

0.104
0.051
0.052
0.077
0.130
0.109
0.063
0.085
0.079
0.084
0.106
0.293

0.326
0.167
0.083
0.098
0.100
0.099
0.192
0.133
0.159
0.118
0.229

0.279
0.089
0.079
0.063
0.084
0.084
0.144
0.067
0.077
0.085
0.151

0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969

0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317

0.9992
0.9992
0.9992
0.9992
0.9992
0.9992
0.9992
0.9992
0.9992
0.9992
0.9992

0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317

0.0573
0.0733
0.0731
0.0785
0.0781
0.0760
0.0761
0.0761
0.0761
0.0760
0.0761
0.0764

0.8213
0.9715
0.8475
0.9628
0.9724
0.9414
0.9431
0.9471
0.9455
0.9431
0.9439
0.9475

0.0387
0.0390
0.0390
0.0390
0.0390
0.0391
0.0391
0.0392
0.0393
0.0394
0.0395

0.9392
0.9451
0.9455
0.9455
0.9455
0.9467
0.9467
0.9493
0.9519
0.9546
0.9571

Kinetic energy=788 MeV
172.5
167.5

177.5
172.5

174.3
169.2

—0.313
—0.031

0.185
0.219

—0.1616
—0.1616

0.9789
0.9782
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TABLE II. (Continued).

Omin ~max C;1 5C;,.

Kinetic energy=788 MeV

162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5

127.5
122.5
117.5
112.5

167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5

132.5
127.5
122.5
117.5

165.0
160.5
154.9
149.8
145.5
140.1
134.8
130.1
126.5

174.3
169.2
165.0
160.5
154.9
149.8
145.5
140.1
134.8
130.1
126.5

174.3
169.2
165.0
160.5
154.9
149.8
145.5
140.1
134.8
130.1
126.5

169.2
165.0
160.5
154.9
149.8
145.5
140.1
134.8
130.1
126.5

169.2
165.0
160.5
154.9
149.8
145.5
140.1
134.8
130.1
126.5

128.1

125.1
119.6
114.7

—0.103
0.042
0.081

—0.830
0.069

—1.094
—0.514
—0.391
—1.010
—0.113
—0.160
—0.068

0.136
0.514
0.029
0.342
0.094
0.613
0.548

—1.246

—0.697
—0.541
—0.161

0.381
0.324
0.968
0.600
0.891
0.768
0.943
0.802

—0.328
—0.104

0.251
0.802
0.947
0.290
0.843
0.924
0.408
0.413

0.067
0.028
0.002

—0.296
—0.457
—0.097
—0.266
—0.284
—0.194
—0.293

0.183
0.437
0.562
0.729

0.154
0.225
0.845
0.418
0.403
0.306
0.287
0.313
0.537

0.256
0.237
0.185
0.232
0.833
0.495
0.415
0.515
0.368
0.554
1.080

0.158
0.133
0.121
0.156
0.446
0.347
0.297
0.298
0.251
0.262
0.437

0.103
0.093
0.119
0.288
0.213
0.275
0.180
0.183
0.203
0.328

0.096
0.081
0.128
0.346
0.173
0.215
0.167
0.166
0.175
0.337

0.528
0.150
0.116
0.110

—0.1616
—0.1616
—0.1616
—0.1616
—0.1616
—0.1616
—0.1616
—0.1616
—0.1616

—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017

0.9994
0.9994
0.9994
0.9994
0.9994
0.9994
0.9994
0.9994
0.9994
0.9994
0.9994

0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921

—0.2045
—0.2045
—0.2045
—0.2045
—0.2045
—0.2045
—0.2045
—0.2045
—0.2045
—0.2045

0.9965
0.9965
0.9965
0.9965

0.9677
0.9563
0.9320
0.9523
0.9575
0.9638
0.9697
0.9635
0.9656

0.9907
0.9970
0.9143
0.9171
0.9100
0.9650
0.9711
0.9767
0.9829
0.9736
0.9778

—0.0343
—0.0349
—0.0338
—0.0335
—0.0328
—0.0336
—0.0339
—0.0340
—0.0343
—0.0340
—0.0341

0.1210
0.1217
0.1214
0.1184
0.1210
0.1223
0.1223
0.1231
0.1222
0.1225

0.9428
0.9514
0.9502
0.9233
0.9473
0.9568
0.9560
0.9615
0.9542
0.9575

0.0808
0.0814
0.0819
0.0817
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TABLE II. (Continued).

min Omax (~,„) 6C,,

107.5
102.5
97.5
92.S
87.5
82.5
77.5
72.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5
72.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5
72 ~ 5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5
72.5

127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5
72.5

112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

109.8
105.1

100.2
94.9
90.2
85.0
80.3
75.4

128.1

125.1

119.6
114.7
109.8
105.1
100.2
94.9
90.2
85.0
80.3
75.4

128 ~ 1

125 ~ 1

119.6
114.7
109.8
105.1
100.2
94.9
90.2
85.0
80.3
75.4

128.1

125.1

119.6
114.7
109.8
105.1

100.2
94.9
90.2
85.0
80.3
75.4

128.1

125.1

119.6
114.7
109.8
105.1

100.2
94.9
90.2
85.0
80.3
75.4

Kinetic energy =788

0.772
0.835
0.732
0.749
0.838
0.548
0.547

—0.044

—0.812
—0.341
—0.022
—0.081

0.071
—0.228
—0.364
—0.353
—0.310
—0.268
—0.511

0.027

—1.188
0.574
0.415
0.693
0.560
0.820

—0.052
0.683
0.874
0.268

-0.170
—0.737

0.521
0.121
0.185
0.226

—0.291
0.127
0.434

—0.154
—0.138
—0.055
—0.106
—0.036

0.768
0.629
0.508
0.635
0.741
1.137
0.726
0.957
0.751
0.287
0.221
0.414

MeV

0.122
0.104
0.241
0.093
0.115
0.121
0.214
0.496

0.509
0.231
0.129
0.127
0.157
0.118
0.327
0.115
0.184
0.155
0.320
0.796

0.741
0.316
0.176
0.209
0.183
0.195
0.438
0.174
0.261
0.226
0.285
0.785

0.488
0.161
0.139
0.138
0.144
0.133
0.293
0.122
0.145
0.163
0.288
0.611

1.153
0.103
0.096
0.098
0.109
0.159
0.321
0.246
0.225
0.251
0.291
1.286

0.9965
0.9965
0.9965
0.9965
0.9965
0.996S
0.9965
0.9965

—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633
—0.1633

0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969

—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017
—0.0017

0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921
0.9921

0.0818
0.0818
0.0819
0.0822
0.0824
0.0825
0.0828
0.0830

0.9521
0.9597
0.9661
0.9636
0.9643
0.9639
0.9661
0.9688
0.9710
0.9728
0.9757
0.9781

—0.0757
—0.0763
—0.0768
—0.0766
—0.0767
—0.0767
—0.0768
—0.0770
—0.0772
—0.0774
—0.0776
—0.0778

0.9650
0.9728
0.9792
0.9767
0.9774
0.9770
0.9792
0.9820
0.9842
0.9860
0.9890
0.9914

0.1209
0.1219
0.1227
0.1224
0.1225
0.1225
0.1227
0.1231
0.1234
0.1236
0.1240
0.1243



46 NEUTRON-PROTON ELASTIC SCATTERING SPIN-SPIN. . . . I. 2817

measurements some runs were taken with several of the
most beam-left hodoscope counters removed from the
trigger to reduce rates from events in the charge-
exchange peak. However, the graphite target data did
not have these counters removed. As a result, carbon
events were rejected in software if one of the removed
counters was struck. Then the carbon missing-mass spec-
tra were multiplied by a linear function (f) and subtract-
ed from the polarized spectra. Asymmetries measured
with the counters in and with them removed were com-
bined to give final asymmetries. No differences between
the two data sets were noted outside statistical errors.

1
g=gCL, L, +ACE,

B T
(2)

The results are given in Table II, along with coefficients
(g, A, ) of CLL and CsL . These coefficients were calculated
from the beam-spin components at JPAN [207], correct-
ed for the effects of the HERA magnetic field on the in-
coming beam and on the outgoing proton trajectories.
The target-spin direction was assumed to be purely L
type. Note that C&L is zero by parity conservation. In
some cases more than one set of data was taken at the
same energy and angle, but with slightly different
coefficients for CLL and C~L. These are listed separately
in Table II.

Included in the coefficient A, of C&L in Table II is a fac-
tor cos( P ), where ( P ) is the average value of the azimu-
thal angle at the target center for the detected events.
The angle P was corrected for the efFect of the polarized-

C,J

0.5 —:

0.0 =
—05= $

05=- (b)

T T

I I I I I I I I
i

I I I I I I I I
(

I I I I f I I I
i

I I I I I I I I

90 180 270 360

FIG. 17. Values of the mixed spin parameter C;~ as a func-
tion of the azimuthal angle P at several scattering angles. These
results are for the data with small C«component at (a) 484
MeV, 0, =172.5 —177.5; (b) 634 MeV, 0, =162.5 —167.5',
and (c) 484 MeV, 0, =157.5'—162.5 . The curves shown were
fit to these data in order to extract pure C«and C+L values.
The points in (b) near 130 and 290 are quite negative with large
errors; see Table III.

F. Determination of pure spin parameters

In order to obtain the spin-correlation parameters, the
asymmetries had to be divided by the beam and target
polarizations. The values of (P~Pr )

' for each run were
weighted by MTOT and the weighted average computed.
Then

target magnetic field on the outgoing proton trajectories
and on the incoming neutron-beam spin direction, using
the results of the Monte Carlo program described in Sec.
II D.

At most angles in Table II, the range of P values ac-
cepted is +6'—l5'. However, for small proton laboratory
angles 0~ ~,b-—0, a much larger range of P values was ac-
cepted by the spectrometer. Therefore, at 484 and 634
MeV, the events were separated into 30' bins in P, and a
fit was performed in order to derive pure CzL and CLL re-
sults. These data are given in Table III, and typical P dis-
tributions are shown in Fig. 17. Also included in the
figure are fits used to obtain the pure spin parameters. It
should be noted that the pure C+L and CLL values ob-
tained from the small angle data in Tables II and III are
the same within the statistical errors.

At 0~»b=0' or 0, =180', the number of detected
elastically scattered events as a function of P was approx-
imately constant between 0 and 2m, but there were
insufficient counts in each P bin to extract reliable C;.
values. Thus no CzL results were obtained at 8, =180'.
Values of CLL at this angle could be derived, since the
coefficient g of CLL in Eq. (2) is independent of P. These
data are given in Table II.

The results near 0»b=0' at 788 MeV were also han-
dled differently because many different spin conditions
existed for these data, as shown in Table II. As a conse-
quence, there were too few events in each 30' P bin for
the individual data sets to obtain reliable C, values. In-
stead, the adopted pure spin parameters were derived
from the data in Table II. At 484 and 634 MeV, this pro-
cedure was shown to give good agreement with results
from fits to the P distributions, and this agreement is also
expected at 788 MeV.

IV. RESULTS

The final results for the pure spin-correlation parame-
ters CLL and C+L were derived from the values in Tables
II and III. These are given in Tabk IV and Fig. 18. The
errors shown are primarily statistical, as described above,
and the uncertainties on CLL and CzL are correlated. In
addition, there are systematic uncertainties of 7% for
the absolute beam [184,190] and +3.3% for the absolute
target polarization (+8% overall). The typical uncertain-
ty on the absolute angle is estimated to be
58, — 0.25'. Small uncertainties in normalization (see
Sec. IIB) in Eq. (1) would apply to each set of data in
Tables II and III. There are no known angle-dependent
systematic errors, such as occur in measurements of out-
going proton spin with carbon polarimeters. The values
of g are also listed when more than two data sets were
combined from Table II to give the pure CLL and C&L re-
sults.

The fina data at 484 and 634 MeV differ somewhat
from the preliminary results in Ref. [198], because the
data analysis was refined, more events were reconstruct-
ed, and additional data runs were analyzed. Finally, in
the preliminary data at 484 MeV and a spectrometer an-
gle of 35, some "CzL" runs had been inadvertently mixed
with the "CLL" data. The results presented in Table IV
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TABLE III. P distributions of the measured C;, spin observables are tabulated with the coefficients
of CLL and C&L in Eq. (2), g and k, respectively. These distributions are given only for the c.rn. angles
near 180 and for the 484- and 634-MeV measurements, as described in the text.

~min max C;, 5C;,-

Kinetic energy=484 MeV

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

167.5
167.5
167.5
167.5
167.5
167.5
167.5

167.5
167.5
167.5
167.5
167.5
167.5
167.5
167.5

162.5
162.5
162.5
162.5
162.5

162.5
162.5
162.5
162.5
162.5

157.5
157.5
157.5

177.5
177.5
177.5
177.5
177.5
177.5
177.5
177,5
177.5
177.5
177.5
177.5

177.5
177.5
177.5
177.5
177.5
177.5
177~ 5

177.5
177.5
177.5
177.5
177.5

172.5
172.5
172.5
172.5
172.5
172.5
172 ~ 5

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

167.5
167.5
167.5
167.5
167.5

167.5
167.5
167.5
167.5
167.5

162.5
162.5
162.5

174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9

174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9
174.9

170.2
170.2
170.2
170.2
170.2
170.2
170.2

170.2
170.2
170.2
170.2
170.2
170.2
170.2
170.2

165.1

165.1

165.1

165 ~ 1

165.1

165~ 1

165.1

165.1
165.1
165.1

160.7
160.7
160.7

—0.770
—0.617
—0.908
—0.644
—0.830
—0.827
—0.954
—0.913
—1.013
—0.789
—0.660
—0.994

—0.540
0.006
0.040

—0.223
0.015
0.174
0.164

—0.054
0.039
0.004
0.089
0.078

—0.704
—0.877
—0.848
—0.877
—0.887
—0.939
—0.676

0.597
0.194

—0.246
—0.120
—0.059
—0.147

0.078
—0.150

—0.522
—0.561
—0.485
—0.518
—0.744

0.037
—0.029

0.086
—0.149

0.528

—0.225
—0.244
—0.352

0.248
0.194
0.238
0.141
0.146
0.108
0.125
0.114
0.121
0.135
0.214
0.261

0.246
0.183
0.156
0.163
0.159
0.128
0.156
0.118
0.121
0.138
0.163
0.286

0.191
0.141
0.116
0.093
0.099
0.106
0.194

0.390
0.249
0.150
0.134
0.096
0.102
0.116
0.214

0.342
0.107
0.093
0.110
0.445

0.472
0.124
0.107
0.142
0.481

0.136
0.120
0.163

0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986

0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132

0.9986
0.9986
0.9986
0.9986
0.9986
0.9986
0.9986

0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132
0.1132

0.9986
0.9986
0.9986
0.9986
0.9986

0.1132
0.1132
0.1132
0.1132
0.1132

0.9986
0.9986
0.9986

—0.0510
—0.0501
—0.0358
—0.0120

0.0151
0.0382
0.0510
0.0501
0.0358
0.0120

—0.0151
—0.0382

0.9673
0.9512
0.6801
0.2269

—0.2872
—0.7243
—0.9673
—0.9512
—0.6801
—0.2269

0.2872
0.7243

—0.0120
0.0151
0.0382
0.0510
0.0501
0.0358
0.0120

0.6801
0.2269

—0.2872
—0.7243
—0.9673
—0.9512
—0.6801
—0.2269

0.0151
0.0382
0.0510
0.0501
0.0358

—0.2872
—0.7243
—0.9673
—0.9512
—0.6801

0.0382
0.0510
0.0501
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TABLE III. (Continued).

min ~max C;J 6C;,

Kinetic energy=484 MeV

157.5
157.5
157.5

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

167.5
167.5
167.5
167.5
167.5
167.5
167.5
167.5
167.5

167.5
167.5
167.5
167.5
167.5
167.5
167.5
167.5
167.5

162.5
162.5
162.5
162.5
162.5

162.5
162.5
162.5
162.5

162.5
162.5
162.5

177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5

177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5
177.5

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5
172.5

167.5
167.5
167.5
167.5
167.5

167.5
167.5
167.5
167.5

160.7
160.7
160.7

174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8

174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8
174.8

170.2
170.2
170.2
170.2
170.2
170.2
170.2
170.2
170.2

170.2
170.2
170.2
170.2
170.2
170.2
170.2
170.2
170.2

165.2
165.2
165.2
165.2
165.2

165.2
165.2
165.2
165.2

0.172
0.206

—0.067

Kinetic energy=634
—0.957
—0.672
—0.398
—0.209
—0.487
—1.292
—1.139
—1.088
—0.794
—0.811
—0.608
—0.657

—0.054
—0.094
—0.403
—0.090
—0.361
—0.273
—0.245
—0.226
—0.210
—0.341
—0.079
—0.155

—0.754
—1.349
—0.416
—0.337
—0.595
—0.606
—0.862
—0.495
—1.044

—0.280
—0.273
—0.513
—0.344
—0.051
—0.081
—0.277
—0.301
—0.094

0.336
0.053

—0.050
—0.080
—0.006

—1.376
—0.295

0.052
—0.119

0.168
0.123
0.160

MeV
0.388
0.247
0.305
0.229
0.197
0.232
0.173
0.159
0.140
0.143
0.172
0.215

0.255
0.210
0.247
0.230
0.214
0.169
0.143
0.116
0.100
0.126
0.141
0.218

0.427
0.409
0.276
0.149
0.129
0.116
0.126
0.172
0.602

0.349
0.424
0.196
0.166
0.097
0.087
0.083
0.102
0.457

0.643
0.165
0.106
0.112
0.633

0.624
0.189
0.098
0.089

0.1132
0.1132
0.1132

0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969

0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317

0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969
0.9969

0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317
0.2317

0.9969
0.9969
0.9969
0.9969
0.9969

0.2317
0.2317
0.2317
0.2317

—0.7243
—0.9673
—0.9512

—0.0775
—0.0732
—0.0493
—0.0121

0.0282
0.0611
0.0775
0.0732
0.0493
0.0121

—0.0282
—0.0611

—0.9611
—0.9076
—0.6109
—0.1505

0.3502
0.7571
0.9611
0.9076
0.6109
0.1505

—0.3502
—0.7571

—0.0493
—0.0121

0.0282
0.0611
0.0775
0.0732
0.0493
0.0121

—0.0282

—0.6109
—0.1505

0.3502
0.7571
0.9611
0.9076
0.6109
0.1505

—0.3502

0.0282
0.0611
0.0775
0.0732
0.0493

0.3502
0.7571
0.9611
0.9076
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TABLE III. (Continued) ~

~min max 6C;,

Kinetic energy=634 MeV

162.5
162.5

157.5
157.5
157.5

157.5
157.5
157.5

167.5
167.5

162.5
162.5
162.5

162.5
162.5
162.5

165.2
165.2

160.4
160.4
160.4

160.4
160.4
160.4

—0.272
—1.261
—0.016

0.102
0.291

—0.072
—0.020

0.073

0.308
0.583

0.192
0.155
0.208

0.278
0.139
0.137

0.2317
0.2317

0.9969
0.9969
0.9969

0.2317
0.2317
0.2317

0.6109
0.1505

0.0611
0.0775
0.0732

0.7571
0.9611
0.9076

supercede the earlier data.
In Ref. [224] a consistency check between various pp

and np elastic-scattering observables at 0, =90' was de-
rived:

1 1
CLL ( np ) 1 CNN( np ) [ CNN (pp ) 2CLL (pp ) ]

2 4

d cr /d Q,(pp )

d cr /d Q( np )
(3)

The right-hand side of the equation above, denoted
CLL„„,was evaluated using CNN(np) results from Refs.

[173, 225], CNN(pp) from Refs. [194,226 —232], CLL(pp)
from Refs. [122, 233—235]; d cr /d Q(pp ) from Refs.
[187,236—244), and dcr/dQ(np) from Refs. [159—161].
The adopted values from these experimental data and the
corresponding computed results CII,„,j„.are given in
Table V. The measured CLL (90') values from Table IV
show fairly good agreement with CLL „„at484 and 634
MeV, but differ by over three standard deviations at 788
MeV. Furthermore, the measured data are all larger
than the calculated values.

There are only two independent I =0 amplitudes at 90'
c.m. Using the set of amplitudes and various equations
from Ref. [224], the squares of the two amplitudes are

1.0

0.5

I I

484 MeV

I

634 MeV 788 MeV

$

C„„pp~
—1.0

1.0

I I

484 MeV

I I

634 MeV

I I

I I

788 MeV

0.5

0.0

—0.5

80 100 120 140 160 180 80 100 120 140 160 180 80 100 120 140 160 180

8 [deg]

FIG. 18. Final results for the pure spin observables C«and CzL at (a) 484, (b) 634, and (c) 788 MeV neutron kinetic energy as a

function of c.m. scattering angle. The curves are phase shift predictions by Amdt, Hyslop, and Roper [1] (solid curve), Bystricky

et al. [3] (dashed curve), Bugg [246] (dot-dashed curve), and Hoshizaki et al. [247] (dotted curve).
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TABLE IV. Final values for C«and Cz& for np elastic scattering. Pure np elastic-scattering spin
observables C«and Czz were derived from the data in Tables II and III. The quoted errors are statist-
ical uncertainties in quadrature with estimates of uncertainties in extracting the elastic events, as de-
scribed in the text. The errors on C«and C&& are slightly correlated, since the pure observables were
derived from data with mixed spin components. The last column gives the y' values when the three
(five) data sets were combined at 484 (788) MeV to give the two observables C«and Cz~.

~min

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

emax

180.0
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5

178.4
174.9
170.2
165.1
160.7
154.0
150.0
145.2
140.0
135.1
129.5
125.7
120.0
115.1
110.1
105.8
99.1

95.1

90.1

85.2
80.5

CLL 5CLL

Kinetic energy =484 MeV
—1.051+0.115
—0.886+0.066
—0.878+0.047
—0.530+0.059
—0.264+0.079

0.303+0.093
0.377+0.068
0.683+0. 100
0.600+0.092
0.589+0. 102
1.059+0.134
0.931+0.076
1.005+0.078
0.758+0.080
0.706+0.088
0.655+0. 105
0.473+0. 104
0.557+0.081
0.480+0.087
0.402+0. 121
0.459+0.264

SL —5 sL

—0.120+0.066
—0.004+0.055
—0.066+0.077
—0.203+0. 102

0.061+0.106
0.067+0.080

—0.123+0.114
—0.098+0.110
—0.123+0.121

0.166+0.161
0.011+0.072

—0.051+0.070
0.118+0.073
0.108+0.081

—0.150+0.098
—0.320+0. 103
—0.136+0.077
—0.105+0.085

0.061+0.124
0.060+0.222

L (1DF)

0.05
0.05
0.12
0.19
0.36
1.42
0.01
0.24
0.01
0.10

177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

180.0
177.5
172.5
167.5
162.5
157.5
152.5
147.5
142.5
137.5
132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5

178.4
174.8
170.2
165.2
160.4
153.9
150.0
145.2
140.1

135.1
129.4
125.6
120.0
115.1
110.1
105.4
99.0
95.0
90.1

85.1

80.4

Kinetic energy =634 MeV
—0.766+0. 123
—0.870+0.090
—0.736+0.111
—0.061+0.073

0.108+0.107
0.376+0. 166
0.499+0.079
0.585+0.085
0.754+0. 101
0.769~0.117
0.510+0.146
0.609+0.150
0.715+0.084
0.819+0.099
0.793+0.101
0.618+0.100
0.741+0.194
0.641+0.134
0.496+0. 161
0.576+0. 119
0.420+0.231

—0.079+0.056
—0.028+0.065
—0.096+0.075

0.008+0. 107
0.034+0. 125
0.131+0.071
0.018+0.094

—0.123+0.089
0.078+0.095
0.044+0. 113
0.137+0.099
0.248+0.087

—0.077+0.072
0.015+0.093
0.020+0.093

—0.229+0. 161
—0.025+0.078
—0.100+0.091
—0.115+0.094

0.134+0.169

172.5
167.5
162.5
157.5
152.5
147.5
142.5

177.5
172.5
167.5
162.5
157.5
152.5
147.5

174.3
169.2
165.0
160.5
154.9
149.8
145.5

Kinetic energy=788 MeV
—0.696+0. 158
—0.410+0.081
—0.126+0.073

0.297+0.094
0.678+0.241
0.988+0. 180
0.443+0.200

—0.323+0.154
—0.040+0.087
—0.030+0.071

0.080+0. 106
—0.005+0.321
—0.297+0. 161

0.075+0. 181

7 (3DF)
1.00
2.03
0.73
0.60
1.47
1:30
1.21
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TABLE IV. (Continued).

Omin

137.5
132.S
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5
72.5

~max

142.5
137.5
132.5
127.5
122.5
117.5
112.5
107.5
102.5
97.5
92.5
87.5
82.5
77.5

140.1

134.8
129.1
125.1

119.6
114.7
109.8
105.1

100.2
94.9
90.2
85.0
80.3
75.4

CI.L+6CL.L.

Kinetic energy=788 MeV

0.881+0.153
0.899+0.147
0.529+0. 148
0.576+0.079
0.508+0.068
0.676+0.069
0.722+0.075
0.918+0.079
0.615+0.177
0.773+0.078
0.842+0.095
0.469+0.098
0.292+0. 148

—0.180+0.399

csL —~csL

—0.267+0. 147
—0.061+0.139
—0.091+0.142
—0.082+0. 122

0.126+0.096
0.121+0.096

—0.063+0. 108
0.019+0.091
0.156+0.223

—0.192+0.085
—0.155+0.116
—0.122+0. 114
—0.227+0.216

0.014+0.489

y (3DF)

6.66
4.91

4.18/6. 74
2.26/2. 86

0.81
1.55
6.16
4.18
5.04
1.32
0.13
2.22
5.23
0.79

IW, OI'= CgL d~ I =0
(90')

do
4 CI-L, d~

nP

dO(90') — Ct L "".PP

(90'),

(4)

lp~, ol'= — (1 CLL )
— (90')

do'=2 (1—
CLL )

np

(90')

1 do
(1—C )

2 "dn
. PP

(90') . (5)

These quantities are given in Table VI, using numerical
values from Table V as inputs. The computed Ig, ol are
all positive, but IP~ Ol are all negative or consistent with
zero. Note that the requirements that

I P, Ol and I P, o I

be non-negative or equivalently that

1 CALI —0 (90 ) 0

can be considered as a different test of consistency of the

np and pp measurements. This test has failed by over
three standard deviations at 788 MeV, suggesting again
that the measured CLI (90') values for np elastic scatter-
ing are too large compared to other data.

Recent measurements [196,205] at LAMPF suggest
that the true spin-transfer parameter KLL values are
about a factor of 1.12 larger in magnitude than those in
Refs. [184,190]. A similar conclusion was reached
[245,246] from an analysis of the existing np free- and
quasifree-scattering data. However, there are some
minor differences between the beam for this experiment
and that for the new KLL results. These include different
collimator diameters and the presence or absence of a
lead plug to convert y rays in the beam. Additional mea-
surements and calculations are planned to determine the
appropriate spin-transfer parameter to use for this series
of experiments.

An increase in the magnitude of KLL and K» would
lead to improved agreement in the consistency tests of
Tables V and VI. Alternatively, the data in these tables
can be used to estimate the ratio R of true KLI values to
the results from Refs. [184,190]. Assuming that R is in-
dependent of energy and that I$50I is zero in Eq. (5),
then (R ) =1.37+0.14, compared with the value of 1.12
suggested in Refs. [196,205]. Likewise, assuming the
measured and calculated CLL (90') in Eq. (3) and Table V

TABLE V. Consistency of 90' c.m. data. The values of differential cross sections and spin observ-

ables used in the consistency check of Eq. (3) are given.

C~~ (np)
CNÃ (pp)
CLI. (pp)
do. /dQ (pp)
do. /dQ (np)
C«, ' l.-(nP)
C«(np)

T„=484MeV

+0.15+0.07
+0.48+0.02
+0.14+0.02

3.48+0.08 mb/sr
1.26+0.03 mb/sr

+0.34+0.04
+0.480+0.087

634 MeV

+0.15+0.06
+0.66+0.03
+0.21+0.02

2.34+0.03 mb/sr
0.83+0.04 mb/sr

+0.45+0.04
+0.496+0. 161

788 MeV

—0.05+0.09
+0.67+0.02
+0.19+0.02

1.10+0.02mb/sr
0.46+0.03 mb/sr

+0.54+0.05
+0.842+0.095
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TABLE VI. Computed squares of magnitudes of I =0 ampli-
tudes at 90' c.m. The squares of the two nonzero amplitudes

P, o and ((), o from Ref. [224] are tabulated. These results were
computed using Eqs. (4) and (5) and data in Table V. 0.5—

Beam
energy

484 MeV
634 MeV
788 MeV

I@.,ol'

1.93+0.45 mb/sr
1.16+0.54 mb/sr
1.34+0.20 mb/sr

los, ol'

—0.19+0.23 mb/sr
—0.09+0.27 mb/sr
—0.30+0.09 mb/sr —0.5— 634 MeV

~ This experiment
& J. Ball et al.

TABLE VII. Values of y per degree of freedom for various
phase-shift predictions compared with the data in Table IV.
The Bugg solution at 634 MeV is an interpolation of the results
in Ref. [246] by Amdt, Hyslop, and Roper [1].

Amdt, Hyslop, Hoshizaki
and Roper Bugg Saclay-Geneva et al.

[1] [246] [3] [247]

484 MeV
CSL

CLL

CLL /1. 12
634 MeV

CSL

CLL

CLL /1. 12

788 MeV
CSL

CLL

CLL /1. 12

1.50
1.53
1.74

1.13
1.43
1.76

1.15
3.86
3.39

2.04
1.56
1.54

1.50
1.26
2.07

1.54
2.35
2.39

2.18
1.98
2.06

1.19
1.29
1.72

6.84
9.18

10.66

1.40
2.49
4.49

1.13
7.25
7.96

3.42
4.22
4.38

are equal, then (R ) =1.43+0. 16. If the weighted aver-
age of CLL over the angular range 8, 82.5'—97.5' was
used instead of the value for 8, =87.5' —92.5', then
(R ) = l.31+0.09 and l. 34+0.11, respectively. The
values of (R ) are all approximately two standard devia-
tions from 1.12, but three standard deviations from 1.00.

The pure spin observables CLL and C&L are compared
with recent phase-shift analysis predictions in Fig. 18.
These predictions include the SM89 PSA solution of
Amdt, Hyslop, and Roper [1], solutions in two different
energy ranges of the Saclay-Geneva group [3], and the re-
cent solutions of Bugg [246] and Higuchi et al. [247].
The poorest fits are seen to occur at the highest energy, as
might be expected. Values of the g per degree of free-
dom (y /ND„) for the comparison of each prediction
with the data are given in Table VII. In addition,
g /ND„ is tabulated for the CLL results renormalized by
a factor of 1.12, corresponding to the new ELI measure-
ments [196,205]. The CsL data are all too small in mag-
nitude to have significant changes in y /ND„by this re-
normalization.

The only other published results for the spin observ-
ables measured in this experiment are for CLL (np) at 630
MeV [172]. A comparison of CLt data from the two ex-
periments shows excellent agreement; see Fig. 19. The
prediction for CLL [248] from the Argonne potential
model [27] is also given in Fig. 19. The average y /ND„

20 40 60 80 100 120 140 160 180

8 (de)

FIG. 19. Comparison of the C«(np) data at 634 MeV as a
function of c.m. angle from this experiment and data at 630
MeV from Ball et al. [172]. The curve is the prediction of Lee
[248] from the Argonne potential model [27].

for the comparison between the prediction of this model
and the C+L and CLL data at all three energies is 2.7,
which is comparable to the average g /NDF for all the
phase-shift analysis results given in Table VII.

V. CONCLUSIONS

Final results are presented for np elastic-scattering spin
observables CzL and CLL with S- and L-type polarized
neutron beam incident on an L-type polarized proton tar-
get. The outgoing protons were detected in a large-
acceptance magnetic spectrometer with momentum reso-
lution 5P/P (+2.0%%uo and good time-of-flight resolution.
Elastic-scattering events were selected on the basis of the
projected interaction point at the target and the missing
mass, after estimation of backgrounds from data with
carbon beads replacing the normal propanediol
polarized-target material. These results include addition-
al runs and events at 484 and 634 MeV compared to the
preliminary data [198] and additional measurements at
788 MeV.

The final results for "mixed" spin observables are given
in Tables II and III and for the derived pure spin parame-
ters in Table IV and Fig. 18. The quoted uncertainties
contain statistical errors in quadrature with estimates of
uncertainties from the nonelastic backgrounds. In addi-
tion, there are systematic uncertainties associated with
knowledge of the absolute beam (+7%) and target
(+3.3%) polarization that apply to the data sets in Table
II as a whole.

However, there is evidence that the beam polarization
is in error by roughly 12%%uo based on recent measurements
[196,205] of the spin-transfer parameter KLt . Additional
experiments and calculations to determine the true beam
normalization are planned. If a renormalization is neces-
sary, the corrected results will be presented in the paper
describing the final data for the measurements in Refs.
[174,219].

A comparison of the pure spin observables C+L and
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C&L to various phase-shift analysis predictions
[1,3,246,247] is given in Fig. 18 and Table VII. The pre-
liminary data from this experiment are included in the
databases for these phase-shift analyses. Sizable
differences are apparent, especially at 788 MeV. These
results add significantly to the goal of determining the
I =0 amplitudes up to 800 MeV.
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