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Numerical simulations of two-dimensional CPY~! models are performed at N = 2, 10, and 21.
The lattice action adopted depends explicitly on the gauge degrees of freedom and shows precocious
scaling. Our tests of scaling are the stability of dimensionless physical quantities (second moment of
the correlation function versus inverse mass gap, magnetic susceptibility versus square correlation
length) and rotation invariance. Topological properties of the models are explored by measuring
the topological susceptibility and by extracting the Abelian string tension. Several different (local
and nonlocal) lattice definitions of topological charge are discussed and compared. The qualita-
tive physical picture derived from the continuum 1/N expansion is confirmed, and agreement with
quantitative 1/N predictions is satisfactory. Variant (Symanzik-improved) actions are considered in
the CP! ~ O(3) case and agreement with universality and previous simulations (when comparable)
is found. The simulation algorithm is an efficient mixture of over-heat-bath and microcanonical
algorithms. The dynamical features and critical exponents of the algorithm are discussed in detail.
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I. INTRODUCTION
Two-dimensional CPY~! models take a special place
in the realm of quantum field theory models, because of
the close resemblance between many of their dynamical
features and the properties expected to hold (but often
very difficult to prove) in QCD. Among these properties
we mention asymptotic freedom, spontaneous mass gen-
eration, unbroken gauge invariance, dynamical appear-
ance of a linear confining potential between non-gauge-
invariant states, and topological structure (instantons,
anomalies, 8 vacua).

CPY~! models are however much easier to analyze be-
cause they involve spin instead of gauge fields and lower
space dimensionality. Most properties of these models
have been obtained in the context of the 1/N expansion
[1-3]. It is however quite attractive to perform a numeri-
cal (Monte Carlo) analysis, in order to check the validity
and range of applicability of the 1/N expansion and in
order to explore the region of values of N where all ana-
lytical predictions are at best disputable.

Preliminary to all lattice simulations is the choice of
a lattice action within the universality class of CP"V~!
models. This choice, as well as the numerical algorithm,
may be crucial to the purpose of minimizing the compu-
tational effort.

Theoretical considerations, supported by numerical ev-
idence, led us to adopt a lattice action carrying an explicit
dependence on the (Abelian) gauge degrees of freedom.
The basic formulation [4-6] involves the action

1 . _ -
Sg = g Z (Zntuzndnp + Znzntudnu — 2),
n.u

1

where 2z, is an N-component complex scalar field, con-
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strained by the condition
Znzn =1 (2a)
and A, , is a U(1) gauge field satisfying

Mpdny =1. (2b)

We also considered a Symanzik-improved [7] version of
Eq. (1), involving next-to-nearest-neighbor interactions.

The gauge degrees of freedom are strongly fluctuat-
ing in the numerical simulation; therefore A-dependent
observables are hard to measure. In turn, all contribu-
tions to physical quantities are dominated by the lighter
degrees of freedom that correspond to the continuum
physics we are interested in. As a matter of fact, when
comparing with the so-called standard action [5], we
found precocious scaling, and for higher values of N even
asymptotic scaling is observable.

We made an analytical effort to extend our continuum
1/N results [3] to the lattice version, along the lines dis-
cussed in Ref. [8]. The discussion of our methods and
results and a comparison with numerical evaluations will
be the subject of a separate paper in preparation.

It must however be said that quantitative agreement
with the 1/N expansion can only be reached at very high
values of N, because of the nonanalytic dependence on
1/N of the correlation length and of the very large coeffi-
cient in the effective expansion parameter 6w /N that can
be easily extracted from a nonrelativistic Schrédinger-
equation analysis of the linear confining potential [2, 3].

The purpose of the present paper is that of presenting
numerical simulation results for CPY ! models for rather
different values of N.

On one side we studied CP! ~ O(3). The formulation
based on Eq. (1) is a not yet explored variant version
of the model, that should however lay in the same uni-
versality class of the standard action and its Symanzik
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counterpart [9, 10]. Comparing with previous literature
on the subject, we found precocious scaling and agree-
ment with universal results. The asymptotic m/A ratio
predicted in Ref. [11] is however definitely beyond the
region of couplings that can at present be numerically
explored.

On the other side we performed preliminary, but rather
complete and promising, numerical simulations of the
CP® and CP% models in order to measure the speed
of approach to large-N asymptopia and check the con-
tinuity in NV of the qualitative features of these models.
Guided by previous analytic work on the subject, we de-
cided to measure a wide choice of physical observables
and explore possible alternative definitions.

A precondition for the lattice observability of a phys-
ical quantity is the requisite of group and gauge invari-
ance. Therefore we considered the local gauge-invariant
composite operator

Pyj(z) = zi() 2 (2) (3)
and its group-invariant correlation function

We extracted the standard correlation length &, from
the long-distance behavior of the zero space momentum
correlation function (“wall-wall” correlation), expected
to behave like exp(—|z|/&w). Moreover we introduced
the “diagonal wall-wall” correlation length &4, obtained
by summing on the correlations between points located
on two distinct parallel lines oriented at 45° with respect
to the coordinate axes. The long-distance behavior is ex-
pected to be once more in the form exp(—|z|/£q). The
comparison between &y, and &4 offers us the possibility of
a direct test of rotation invariance and, as a consequence,
a measure of scaling deviations: the scaling region is char-
acterized by &, = &4.

One cannot overstress the fact that, theoretically and
for all numerical experiment purposes, tests of scaling
are extremely more important than checks of asymptotic
scaling. Asymptotic scaling is only needed to extract
the A parameter of the lattice model. Moreover we do
not expect this property to be accurately testable in the
foreseeable future, with the exception of models such as
CPY~1 at large N, where higher loop (nonuniversal) cor-
rections to the beta function are very small.

An alternative definition of the correlation length
comes from considering the second moment of the cor-
relation function

_ [ dz 322 Gp(x)
%= TP ©

In the scaling region the ratio £g /&, must be a constant,
scale-independent number. There is however no reason
for this number to be 1, or even N independent. Actually
we showed that, defining the A parameter in terms of
the perturbative (1/N expandable) 8 function, the ratio
&c/A turns out to be an analytic function of 1/N around
N = oo, while &, /A is nonanalytic, depending on the
powers of N~1/3. Moreover we predicted [12]
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when N — oo, while for N = 2 the ratio should be equal
to 1 within 1%. The stability of £ /& with respect to
the coupling is another test of scaling, while its value
measures how predictive the 1/N expansion may turn
out to be.

Another class of interesting observables is related to
the topological properties of the model. It is well known
that, starting from the continuum definition of the topo-
logical charge density

7
q(z) = %@w D,zD,z, )

one can define a topological susceptibility

e = / &2z 4(z) 4(0). (8)

Many lattice versions of g(z) and x; have been proposed
[13-17]. “Geometrical” definitions are nonlocal in the
sense of quantum field theory and plagued (especially at
low N) by the presence of “dislocations” that destroy the
scaling behavior [13,18]. On the other hand, local opera-
tor definitions unavoidably lead to mixing with lower and
equal dimension operators and to the need of subtracting
perturbative tails and performing finite renormalizations
[19].

The theoretical predictions concerning the (scheme
independent) value of the adimensional ratio x:£2? are
Liischer’s large-N result [20]

3
L e2 _ -5/3
xi€h = oy +O(NF) ©)
and our evaluation [12]
1 0.38 1
2 _ _+ (,_U90 2
Xike = 5o <1 N ) +O<N3)' (10)

Egs. (9) and (10) are not in contradiction with each
other, but the second one should be testable at lower
values of N.

It is also possible to define the (Abelian) Wilson loop

we) =[] rnu- (11)

n,u€C

The physics of CPY~! models leads to the prediction
of an exponential area law behavior for sufficiently large
Wilson loops:

W(C) ~ e~ oA@)=,pPC) for  A(C) > €2, (12)

where o is the Abelian string tension and p is a
(renormalization-dependent) perimeter term. The ra-
tio o/xt is a pure number and its value is a scheme-
independent quantity. It is easy to show that

o 1
— =1 — . 13
212 o (N 2 ) =
In principle one can also define the Polyakov line and

study the correlation of two such lines, thus extracting
the particle-antiparticle potential. In practice the sig-
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nal is so small that one can hardly extract a physically
meaningful number.

This paper is organized as follows.

In Sec. II the different lattice actions adopted for nu-
merical simulations are presented and the physical ob-
servables are introduced together with their lattice defi-
nitions.

In Sec. III we present the details of our Monte Carlo
algorithm with comments on its dynamical critical expo-
nent and comparison between different approaches.

In Secs. IV and V we discuss specific features of the
simulation for the CP! model and large-N CPY~! mod-
els respectively and present the corresponding numerical
results.

In Sec. VI problems related to the evaluation of the
topological susceptibility in the CP! model are carefully
analyzed.

In Sec. VII we comment on our numerical results and
J

4 -
S3m — _Ng 3 > Entuzndnu + Znznipdng — 2)
n,pu

We shall however make reference to the “standard”
CPN-1 lattice action

Sy =-Npg Z |2'n+uzn|2

n,p

(16)
and to its Symanzik improved version

Sym 4 = 2 1 - 2
577" =-NB |3 g |Zn+u2n|” — 2 g |Znt2p2nl”| -

(17)

It should be noticed that, in the case N = 2, Egs. (16)
and (17) can be rewritten in a O(3)-symmetric form by
reexpressing the z fields in terms of

Spn = Z,02n, (18)

reproducing the standard form of the action for the O(3)
o model and its Symanzik improved counterpart. We
used this latter form of Sfym as a variant action in the
simulation of the CP! model.

In order to make contact with the continuum physics
as described by the modified minimal subtraction (MS)
renormalization scheme, we need to define a continuum
Axrs parameter and to evaluate the ratios of the different

lattice A parameters to Agrg. The conventional definition
of Ais

_ 1
Asts = p(bog) /% exp (—b_)
09

_ 2 2N 2
(%) = (%)
= u(2rB)*/N exp(—2p). (19)

Evaluation of the ratios of A parameters is by now a

2649

compare them with theoretical expectations.

In Sec. VIII we summarize our results and discuss their
possible relevance in the general context of lattice field
theories.

II. LATTICE DEFINITION OF OBSERVABLES

In order to evaluate a physical observable on the lat-
tice, we need to choose an explicit definition in terms of
lattice variables. This is especially true of the action.
Most of our measurements were obtained by adopting
either the action defined in Eq. (1),

Sy = —Nﬁz (Zntuznrnp + ZnZniprng — 2),
np

(14)

or its Symanzik improved counterpart:

1

ED) (5n+2uzn’\n,u’\n+u,u + ZnZn+2uAnuAntpp — 2)

nu
(15)

—
rather standard exercise, involving the computation of
the finite part of a one-loop Feynman integral. Let us
only quote the results

Avg _ T
Fe =V 5y

ASym 0.444
g _ ittt
A, = 1.345 exp ( N ) ,

e (7).

N—

Y

(20)

implying also

ﬁ =2.193 for

A, N=2.

(21)
We can introduce the gauge- and group-invariant cor-

relation function Gp(x,y) according to Egs. (3) and (4).
Let us now define the wall-wall correlation

1
Gu(y—z) = I > Gr(z1,75 y1,v) (22)
Z1,Y1
and the diagonal wall-wall correlation
y—z\ _ V2
G = — -1 —
d( 7z ) T zlz,;l Gp(z1,2—T1; Y1,Y—V1)-

(23)

The expected large-distance behaviors, including peri-
odic boundary condition effects, are
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€w
( L/\/ﬁ—x
xp| ———

&

In practice, &, &4, Aw, and A4 will be obtained by
fitting the data for Gy and G4 by the functions (24) and
(25), using all the values of x larger then a value zp;, to
be determined. In the scaling region, rotation invariance
implies & = &g and Ay, = Agq. Both &, and &4 should
reproduce in_the continuum limit the inverse mass gap
(denoted by £ in [12]).

The correlation function Gp(z) can be Fourier ana-
lyzed on a periodic lattice according to

7 3 B PP nn o0 | T ) K]

) -

Gp(k) =

(26)

The zero component of G p(k) is by definition the mag-
netic susceptibility xm. In the scaling region and in the
small momentum regime we expect the behavior

Zp
€57+, 4sin’ wk, /L

We can therefore use the two lowest components of
GP (k)v

Gp(k) ~ (27)

Xm = Gp(0,0) = Zp €%, (28a)

~ Zp
Gp(0,1) = ——=ob | 28b
r(0,1) 552+4sin27r/L (28b)

to extract the following definition of £g:
1 Gp(0,0)
2 P\Y,

= — —-1]. 29
¢ 4sin?7/L | Gp(0,1) } (29)

In the scaling region, £¢ defined by Eq. (29) should re-
produce the corresponding continuum quantity (5) intro-
duced in Ref. [12] (where it was denoted by ¢&).

The quantity Zp = xm§G is obviously related to the
renormalization of the composite operator P. Its depen-
dence on 3 can therefore be determined by renormaliza-
tion group considerations. One finds that

Zp ~ g/t~ 2 (30)

We therefore expect the combination %xmég? to be ap-
proximately constant in the scaling region; in the large-NV
limit it can be evaluated analytically and turns out to be

ﬁZXm 3 1
—_— = — _— . 31
&% o T © N (31)
Let us introduce the quantity Ag = xmég>&w. The

adimensional ratio A, /Ag is scheme independent in the
scaling region. Standard field theory arguments lead
to the relationship Ay /Ag < 1 for all N. We expect
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2

) -

ﬂ.é

>z > &y, (24)
L

'2_\/§>-'L'>>§d~ (25)

[
Ay /Ag = 1 for CP! where the two-point function should
be (almost) saturated by the lowest energy state. In the
large-N limit A,,/Ag — 0, because the Zz state becomes
deconfined.

The geometrical definition of the topological charge
was originally constructed in Ref. [6] in the form

1
o Im{ In[Tr P4 p+v PrtpPrl
+ IH[TI' Pn+VPn+[.L+VP’n]}7

qs =
pFEV.

Introducing the quantity 6, ,, = arg {Z,2,+,}, one easily
obtains

(32)

a5 = € (Onpu + Ontpy — Ongvp — Onn) - (33)
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The absence of a perturbative tail for g&§ has been explic-
itly verified in the 1/N expansion in [16].

The formulation (1) we adopted allows also for a local
lattice representation not involving 2z fields, obtained by
expressing the topological charge in terms of the gauge
fields only. Let us define the plaquette operator (elemen-
tary Wilson loop)

Un,;.w = /\n,u/\n+u,u>\n+u,u/\n,u ’

Un =Upi2=Upno1. (34)

The imaginary part of the plaquette U, is a lattice repre-
sentation of the topological charge density, and it will be
denoted by q,(ll). Taking proper combinations of higher
powers of the plaquette operator it is possible to con-
struct an infinite sequence of local operators:

2k

o® — Z( 1)”1( l) (k)

whose formal £ — oo limit leads to a geometrical defini-
tion of the topological charge. One can then construct

the sequence of topological susceptibilities x ) obtained

from q( ). Their (perturbatively evaluated) coefficients
of mixing with other relevant operators involve, for high
k, only very high powers of g. However the correspond-
ing numerical weights are growing so fast with growing
k that the convergence to the geometrical definition of
xt cannot be uniform. As a matter of fact, at fixed g an
optimal value % exists such that the mixing is minimized.
This phenomenon gives some theoretical support to the
(numerically verified) notion that, especially at low N,
geometrical definitions do not always reproduce the field
theoretical predictions.

In the case of the CP! model, none of the definitions
of topological charge discussed above is fully satisfactory
for numerical simulations. We will discuss the alterna-

Im(U,)!, (35)
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tive technique known as “field theoretical” method and
related Monte Carlo results in Sec. VI.

Starting from the rectangular Wilson loops, we can
define the Creutz ratios as

W(l,m-1)W(l-1,m)
wW(l,m)W(l-1,m-1)"

The double ratio takes care of renormalization effects
[constant and perimeter terms in In W (I, m)]. For I,m >
&, we expect x(I,m) = o.

The action Sg allows us to define improved estimators
for operators that are linear with respect to each A, ,
variable, such as the Wilson loops. Improved estimators
can be obtained by replacing each A, , with its average
ARPP in the field of its neighbors:

\imp J @A An,p exp (28N Re (ZntpZndnu)]
b J dXn, . exp 28N Re (Zn4u2ndn,u)]

_ Zntuzn Li(2BN|Znipu2n|)

- |En+uzn| IO(2ﬁN12n+uzn|) ’

where Iy and I; are modified Bessel functions. We used
improved estimators wherever possible.

x({,m)=1In (36)

37)

III. THE MONTE CARLO ALGORITHM

From the point of view of the Monte Carlo simulation,
the action S; defined in Eq. (1) offers remarkable ad-
vantages with respect to the standard formulation (that
does not contain explicit gauge degrees of freedom). As
we will show in the following sections, Sg enjoys preco-
cious scaling and therefore simulations can be performed
at relatively small correlation lengths and lattice sizes.
Moreover, the introduction of an explicit A field makes
the action linear with respect to each lattice variable;
therefore the action terms involving one 2z, or A, , can
be expressed as a scalar product of two real vectors. It is
then easy to construct local algorithms containing over-
relaxation procedures, such as the over-heat-bath [21] or
the microcanonical algorithm [22], which are much more
efficient than the standard Metropolis updating.

The sum of the terms involving 2, in the action Sg can
be written as

s; =—BNRe{z, - F,,}, (38)

where F), ,, is an N-component complex vector. Similarly
the sum of the terms involving A, , is

S\ = _ﬂNR'e {j\n,uF)\,n,u} y (39)

where F) . is a complex number. By rewriting s, and
sy in terms of real vectors, doubling the number of com-
ponents, we are left with the problem of updating a 2k-
component normalized real vector ¢ (k = N for 2, and
k =1 for A\) according to the action

s8¢ = —fN ¢ -Fy = —PBN|Fy|cosb, (40)

where 0 is the angle between ¢ and F;;. We can generate a
new angle 8°¢¥ according to the probability distribution

dpi(cos 8) = d cos 8 (sin )23 exp(BN|Fy| cosb) .
(41)

The algorithm used to generate 8 according to (41) will
be described in the Appendix.

In the over-heat-bath algorithm the remaining degrees
of freedom of ¢™*" are chosen according to the condition
of minimizing the scalar product between ¢*" and ¢°'d.
This condition is satisfied by taking

Fy old od Fy ' sing™"
IF,y] (¢ 6" 1F,1) Smooa

(42)

where 6°4 is the angle between ¢°!4 and Fy, and 67"
is the new angle generated according to (41). We obtain
the upgraded lattice variable (z or \) by reexpressing
¢"¢¥ as a complex vector. The over-heat-bath algorithm
incorporates the requirements of a canonical distribution
and of overrelaxation. Furthermore, it requires less com-
putational effort than a standard heat bath.

Another overrelaxed algorithm can be obtained by al-
ternating microcanonical and canonical updatings (the
inclusion of canonical updatings is needed to ensure er-
godicity). A microcanonical updating consists in choos-
ing the new variable ¢"°V that leaves the action un-
changed but lies in the group space as far as possible
from ¢°!9. This is achieved by setting §°¢% = ¢°d in Eq.
(42). In terms of the original variables we obtain

new __ R‘e{ZOId . Fz}

¢new = cos enew

z =2 —|F1—l—2-— Fz - ZOId y (43&)
z
old

Amew = 9 —Re{ﬁ\alf 3} gy e, (43b)

In order to check the efficiency of our overrelaxed algo-
rithms, we used as a benchmark a Metropolis algorithm,
which constructs the trial z variable by adding to the old
z a random vector Az and then projecting back to the
original space of normalized vectors.

In Table I we report the computational time used by
the different Monte Carlo algorithms to update the vari-
ables associated to one site (i.e., one z and two \’s), using
the action S; and its Symanzik improved counterpart, for
several values of N. As expected, the computational time
of the microcanonical algorithm increases linearly with

TABLE I. Computer time used by the different Monte
Carlo algorithms to update the variables associated to one
site. The unity of time is CPU usec on a Cray/YMP.

N Action Algorithm Time
10 Sg Microcanonical 8.4
10 Sg Over heat 19.7
10 Sg 2-hit Metropolis 19.2
10 S’g"’“ Microcanonical 18.6
10 Sg¥m™ Over heat 29.9
21 Sg Microcanonical 17.3
21 Sg Over heat 29.0
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N, and it is smaller than that of the over heat bath. The
overhead of the over-heat-bath algorithm is essentially
due to the generation of random numbers according to
the distribution (41).

The best algorithm for reaching the equilibrium condi-
tion at a given (3 is the over heat bath, since it ensures a
canonical distribution. Once the equilibrium is reached,
a mixture of microcanonical and over heat bath is gen-
erally more efficient in decorrelating subsequent config-
urations, keeping into account the computational time.
In all our runs we paid the utmost attention to ther-
malization, checking the stability of the average of each
observable with respect to the number of thermalization
sweeps.

The vectorization of our Monte Carlo simulation is
achieved by dividing the lattice into blocks of size 3x3.
We can update in parallel all the corresponding sites on
different blocks even when using the Symanzik improved
action. The mixture of the two algorithms is performed
by choosing the procedure used to upgrade all the corre-
sponding sites stochastically with a relative weight

Y= Pmicro/Pover heat (44)

(the choice is independent for the 9 classes of correspond-
ing sites). We generally used v = 4 in our simulations.
The dynamical exponent z of our mixed algorithm will
depend on «v: algorithms containing overrelaxation pro-
cedures can show very different dynamical behavior, and
only an optimized overrelaxation can give a critical dy-
namical exponent 2z ~ 1, which represents the free-field
limit investigated by Adler [23]. A similar problem for
the case of the O(3) o model with the standard lattice
action was analyzed in Ref. [19)].

In order to test the performance of these algorithms, we
calculated the integrated autocorrelation time 7, of the
normalized autocorrelation function A(t) of the magnetic
susceptibility xm:

TXm 2% Z A(t)v

_ T ém () = Xon) [xin (1) = X
Sl X (n) = Xl

where xm(n) is xm measured on the nth configuration,
M is the total number of thermalized configurations, and
X, is the average over the M configurations. A self-
consistent truncation window of width 4 x7 was employed
to estimate 7, (cf. [24]). In Table IT we report the auto-
correlation times of the magnetic susceptibility obtained
from the simulation of the CP" ~! models with action Sg,
using the mixture of algorithms with v = 4. We deter-
mine a dynamical critical exponent from the data: 7, is
expected to behave asymptotically as 7, =~ c£*, where
c and z depend on the algorithm employed and on N,
but not on 8. In Fig. 1 a log-log plot of 7, versus {g is
shown. A best fit to the data gives

At)

2 =1.39(5),
z = 1.26(5),

¢ = 0.96(7)
c = 0.88(6)

for N =2,
for N =10

(46a)
(46b)

MASSIMO CAMPOSTRINI, PAOLO ROSSI, AND ETTORE VICARI 46

4 FON=2
oN=10
ON =21

%

Int
int

Ing&,

FIG. 1. Autocorrelation of the magnetic susceptibility.
The solid lines are fits to the dynamical exponents.

(the values for N = 10 are probably affected by finite size
effects; the infinite lattice value of z should be slightly
lower). The values of 7, for CP?° are close to the cor-
responding values for CP! and CP?, and we therefore
expect z to be in the same range; however, our data are
insufficient to obtain a precise determination of z and c.

Our algorithm is much more efficient than the 2-hit
Metropolis algorithm (tuned to 50-60% acceptance): the
efficiency is improved by about two orders of magnitude
already for a correlation length £ ~ 5.

The dynamical critical exponent z of the Monte Carlo
algorithms for spin models is usually determined by mea-
suring the autocorrelation times of the magnetic suscep-
tibility, because xn, is expected to couple strongly with
the longest and slowest modes. We found that this is not
completely true at high N. Indeed in our simulations the
topological susceptibility showed not only the longest au-
tocorrelations but also a different (and slower) dynamical
behavior.

Int,,

(&)
L

=

FIG. 2. Autocorrelation of the topological susceptibility
for CP2°. The solid line is an exponential fit.
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TABLE II. Autocorrelation time of the magnetic and
topological susceptibility.
N L g 13 L/¢s Tint. Tint
2 24 11 3.47(2) 6.91(4) 5.4(1) —
2 54 1.2 5.45(11) 9.9(2) 9.7(4) —
2 60 1.3 8.93(18) 6.7(1) 20.6(1.2) —
2 120 14  15.9(8) 7.6(4) 45(6) —
10 42 0.7 2.35(3) 17.87(23) 2.6(1) 4
10 60 0.8 4.68(5) 12.83(13) 5.7(3) 17
10 72 0.85 6.44(6) 11.18(10) 9.4(6) 52
10 90 0.9 8.83(7) 10.19(8) 14.0(9) 164
21 36 0.65 2.70(1) 13.33(5) 4.1(2) 63
21 48 0.7 3.71(2) 12.94(7) 5.3(3) —

The determination of the autocorrelation function re-
quires the measurement of the relevant observable for
each updating sweep; this is far too expensive in the case
of the topological susceptibility x;. Therefore we esti-
mated the integrated autocorrelation time 7,, by study-
ing the behavior of the error of x; under the blocking pro-
cedure employed to control autocorrelation effects. An
estimate of 7,, can be obtained through the relationship

- JI(EY
" 2\E) ’

where I is the number of sweeps between two measure-
ments, Ey is the naive error calculated without taking
into account the autocorrelations, and E is the correct
error found after the blocking procedure (the estimate is
meaningful only if I < 7,,). In Table II we report the
estimated values of 7,,. In Fig. 2 a log plot of 7, versus
€g for the CP?° model is shown, displaying a behavior
Tx. ~ €xp(af). On the other hand, we observed for the
autocorrelation times of the Wilson loops a power law

(47)
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behavior, very similar to the behavior (46) of 7. We
repeated the evaluation of 7, using this method, and
found results consistent with the direct measure by Eq.
(45).

In Ref. [25] a multigrid algorithm was presented for the
CPN~! models, which eliminates critical slowing down
(z ~ 0). However, the good scaling properties of the ac-
tion Sy allowed us to work at small correlation lengths
and lattice sizes, where the local overrelaxed algorithm
is expected to be more efficient than any multiscale algo-
rithm.

IV. SIMULATIONS OF CP!

We performed Monte Carlo simulations of the CP?!
model in the basic formulation (1) for several values of
B corresponding to correlation lengths £ up to 20 lat-
tice units. We also simulated two Symanzik improved
formulations, corresponding to Sz (15) and to the stan-
dard formulation S; (17) respectively. A summary of the
runs is presented in Table III. We use here and in the
following the notation “ov” for over-heat-bath updating,
and “m,y” for a stochastic mixture of microcanonical and
over-heat-bath updating with ratio ~ [cf. (44)].

The data for the different definitions of correlation
length and of correlation function coefficient are reported
in Table IV, for the largest lattice simulated at each
B. The fits to Gy and G4 were performed choosing
Tmin ~ &w; fits using a larger xni, gave consistent re-
sults: this stability is to be expected, since the spectrum
of the CP! model has only one particle. The ratios of
these different definitions, analyzed using the jackknife
method, are reported in Table V. The data show scaling
and rotation invariance (within statistical errors of about
1%) even for the smallest value of £ = 3.5.

Table VI shows that the quantity ﬂzxm§52 is constant
within our range of 3, as predicted by the renormaliza-

TABLE III. Summary of the simulation runs for the CP' model. Asterisks mark runs for the
Symanzik improved action (15). Degree marks runs for the Symanzik improved action (17).

B L Stat E 13e] Xm TXm
1.1 12 200k m,4 0.5528(3) 3.283(14) 11.14(5) 4.6(1)
11 15 400k m,4 0.55480(16) 3.400(10) 11.99(4) 4.9(1)
1.1 18 400k m,4 0.55581(14) 3.438(14) 12.36(5) 5.1(1)
1.1 21 400k m,4 0.55599(13) 3.477(17) 12.51(5) 5.4(1)
1.1 24 400k m,4 0.55596(11) 3.473(20) 12.55(5) 5.4(1)
1.1 36 100k m,3 0.55593(14) 3.48(7) 12.62(12) 5.7(2)
1.2 54 100k m,4 0.49559(10) 5.45(11) 26.2(3) 9.7(4)
1.3 27 100k m,4 0.44380(19) 8.33(7) 51.5(4) 11.5(5)
1.3 36 100k m,4 0.44496(16) 8.70(10) 57.3(6) 16.7(9)
1.3 45 100k m,4 0.44487(11) 8.77(12) 59.3(8) 18.9(1.0)
1.3 60 100k m,4 0.44494(8) 8.93(18) 61.0(9) 20.6(1.2)
1.4 120 50k m,4 0.40367(8) 15.9(9) 162(5) ~ 45
1.45 150 50k m,1 0.38601(6) 21.2(1.1) 269(10) ~ 50
1.0~ 36 100k m,4 0.59252(14) 3.84(7) 15.77(15) 6.9(2)
1.1* 54 100k m,4 0.52402(7) 5.93(15) 33.2(4) 13.7(6)
1.1° 36 100k ov 1.1186(3) 4.05(5) 17.10(13) 3.9(1)
1.2° 54 100k ov 1.0038(2) 5.87(10) 33.1(3) 7.4(3)
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TABLE IV. Correlation length ¢ and correlation function coefficient A for the CP! model.

ﬂ L EG Ew Ed AG Aw Ad

1.1 36 3.48(7) 3.50(7) 3.52(7) 3.64(6) 3.57(7) 3.52(7)
1.2 54 5.45(11) 5.45(11) 5.47(9) 4.82(8) 4.76(11) 4.77(8)
13 60 8.93(18) 8.89(23) 9.07(14) 6.81(7) 6.88(17) 6.73(5)
1.4 120 15.9(9) 15.9(7) 15.6(7) 10.1(5) 10.2(5) 10.5(4)
1.45 150 21.2(1.1)  21.7(1.4) 21.5(1.1) 13.0(5) 12.3(8) 12.5(5)
10" 36 3.84(7) 3.86(7) 3.85(5) 4.12(5) 4.03(7) 4.07(5)
11 54 5.93(15) 5.95(16) 5.94(12) 5.63(9) 5.60(14) 5.62(8)
11° 36 4.05(5) 4.07(5) 4.02(5) 8.46(8) 8.27(11) 8.45(8)
12° 54 5.87(10) 5.90(10) 6.04(9) 11.33(14)  11.26(18)  10.85(12)

tion group. Table VI includes also a test of asymptotic
scaling [according to the two-loop beta function f(3) =
2m3e~2P), reporting the quantity Mg /A, = [€c f(B)] L.
For the Symanzik improved actions, A, is obtained by use
of Eq. (20).

The runs reported here were also used to measure
the topological susceptibility by the “field theoretical”
method. We will present the results in Sec. VI.

The data taken on lattices of different size for § = 1.1
and 8 = 1.3 can be used to test the predictions of finite
size scaling for the observables (¢ and xm. Since we
used values of the finite size scaling parameter z = L/{g
bigger than 3, we can fit our data at fixed (3 to the formula

9L = folz) = 1+ coe™,

O
where O is £g or xm. Equation (48) fits very well the
data. The results are shown in Table VII. The values of
co obtained from fits at different 3 are compatible. O
obtained from the fit can be used to compute the finite
size scaling function fo(2). fe. is plotted in Fig. 3; fy..
is plotted in Fig. 4.

(48)

V. SIMULATIONS OF CPV~! FOR LARGE N

We performed Monte Carlo simulations of the Ccp?®
model in the basic formulation (1) and in the correspond-
ing Symanzik improved formulation (15) for several val-
ues of B corresponding to correlation lengths £ up to 9
lattice units. The runs are summarized in Table VIIIL.

TABLE V. Ratios of different definitions of correlation

The data for the different definitions of correlation
length and of correlation function coefficient are reported
in Table IX, for the largest lattice simulated at each
B. The fits to G, and G4 were performed choosing
Tmin ~ 2§w. Fits using a larger Tnin gave consistent re-
sults, but fits using zyi, < 2£, showed a clear difference:
this is a consequence of the complex particle spectrum of
the model. The ratios of these different definitions are
reported in Table X. The data show scaling and rotation
invariance (within statistical errors of about 1%) even for
the smallest value of £ ~ 3.

Figure 5 shows the rescaled square Creutz ratios
x(1,1)€%, plotted as a function of the physical distance
r = l/€q, for several values of 3. Universality of this adi-
mensional function is very clear from the data. However
it is difficult to extract unambiguously a value for the
string tension without a major increase of our statistics.
The best we can do is to quote the value of o estimated
from a single value of x(l,!); the results are presented in
Table XI.

ﬁzxm§52 is shown in Table XII. Table XII includes
also a test of asymptotic scaling }according to the two-
loop beta function f(3) = (273)'/®e~2™#], reporting the
quantity Mg/Ag = [€cf(B)]7!. For the Symanzik im-
proved action, Ag is obtained by use of Eq. (20).

The topological susceptibility x§ measured using the
geometrical definition (32) is shown in Table XII. We also
measured x¥ using the local definitions (35), up to k = 3,
and found results consistent with x§. We measured x§
on lattices of different size and verified that finite size
effects are under control.

length and correlation function coefficient for the CP' model. TABLE VI. Further results for the CP! model.

16 L gG/Ew éd/Ew AW/AG Ad/Aw ﬁ L ,BZXm£52 MG/Ag
1.1 36 0.995(8) 1.008(13) 0.981(17) 0.986(21) 1.1 36 1.26(7) 41.7(8)
1.2 54 1.000(7) 1.003(14) 0.987(17) 1.002(24) 1.2 54 1.27(6) 45.8(1.5)
1.3 60 1.004(9) 1.020(16) 1.013(27) 0977(24) 1.3 60 1.29(4) 48.3(1.0)
14 120 1.00(3)  0.98(4) 1.00(8) 1.03(6) 14 120 1.26(9) 47.2(2.7)
145 150 0.98(3)  0.99(5) 0.95(7) 1.02(7) 1.45 150 1.26(9) 46.9(2.4)
1.0* 36 0.996(5) 0.997(10) 0.979(12) 1.009(17) 1.0* 36 1.07(5) 37.3(7)
1.1* 54 0997(7) 0.999(14) 0.995(20) 1.003(23) 1.1* 54 1.14(6) 41.1(1.0)
1.1° 36 0.996(4) 0988(9)  0.977(11) 1.022(14) 1.1° 36 1.26(3) 36.3(5)
1.2° 54 0.0995(6) 1.023(11) 0.994(15) 0.964(17) 1.2° 54 1.38(4) 43.0(7)
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FIG. 5. Creutz ratios x(l,!), rescaled according to the

correlation length £g, as a function of the physical distance
r =1/€g for the CP® model.

TABLE VII. Finite size scaling fits for the CP! model.
(0] B O co x?*/Npr
I Te] 1.1 3.481(13) -1.7(4) 0.3
1 3e] 1.3 8.89(9) -1.3(3) 0.3
Xm 1.1 12.59(4) —3.5(3) 0.8
Xm 1.3 60.8(5) -3.2(2) 0.4

We simulated the CP?° model only in the basic for-
mulation (1), for values of 3 corresponding to correlation
lengths £ up to 5 lattice units. The runs are summarized
in Table XIII.

The data for the different definitions of correlation
length and of correlation function coefficient are reported
in Table XIV, for the largest lattice simulated at each
B. The fits to Gy, and G4 were performed choosing
ZTmin ~ 2€w. The ratios of these different definitions are
reported in Table XV.

The rescaled square Creutz ratios x{l,1)¢% are plotted
as a function of » = [/ in Fig. 6. The values of the
string tension o estimated from x(l,!) are presented in
Table XVI.

Table XVII displays 82xm&52 and the test of asymp-
totic scaling [according to the two-loop beta function
F(B) = (2rB)*/*e=F] Mg /Ag = [€cf(B)) "

The topological susceptibility measured for 5 = 0.65
using the geometrical definition is also reported in Ta-
ble XVII. The exponential growth of the autocorrelation
time 7, (discussed in Sec. III) prevented us from ob-
taining meaningful measurements of x; for higher values
of 8. However, the autocorrelation time of all the other
observables is under control and their measurements are
correct, because the relevant degrees of freedom decouple
at large N from the topological ones.

The 1/N expansion predicts a radius of the ground
state proportional to £éN1/3. We can therefore expect
that, for large enough N, finite size effects are dominated
by the size of the ground state and not by its mass. In
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RN NI
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r
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FIG. 6. Creutz ratios x(l,l), rescaled according to the
correlation length €@, as a function of the physical distance
r =1/¢g for the CP?° model.
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TABLE VIII. Summary of the simulation runs for the CP°® model. Asterisks mark runs for the
Symanzik improved action (15).

B L Stat E &a Xm T
0.7 42 40k m 4 0.78402(13) 2.35(3) 10.20(3) 2.6(1)
0.8 27 40k m 4 0.66501(20) 5.18(3) 32.14(21) 14.7(1.1)
0.8 30 40k m,4 0.66591(17) 5.07(4) 31.07(23) 14.9(1.2)
0.8 36 40k m 4 0.66695(15) 4.71(4) 28.79(18) 10.3(7)
0.8 48 40k m,4 0.66668(11) 4.59(4) 28.23(13) 6.8(4)
0.8 60 40k m,1 0.66701(8) 4.67(5) 28.27(11) 5.6(3)
0.85 48 60k m,4 0.62196(9) 6.63(5) 48.73(32) 18.2(1.3)
0.85 60 40k m,4 0.62216(8) 6.48(5) 47.41(26) 12.1(9)
0.85 72 40k m,4 0.62214(8) 6.44(6) 47.18(22) 9.4(6)
0.9 60 50k m,4 0.58354(9) 9.33(11) 83.3(7) 28.7(2.8)
0.9 90 50k m,4 0.58373(5) 8.83(8) 78.5(4) 14.0(9)
07" 42 40k m,4 0.75714(11) 3.81(2) 23.37(8) 5.9(3)
0.75 * 60 40k m 4 0.70115(7) 5.17(4) 37.52(14) 7.3(4)

order to test both the predictions of finite size scaling
and of 1/N expansion, we performed a finite size analysis
using the finite size scaling parameter v = LéalN —1/3,

The finite size scaling functions f;, and fy, were ob-
tained by approximating infinite lattice quantities with
the corresponding values measured on the largest lattice
available for each 8 and N. f¢, and f,, are plotted as
functions of v in Figs. 7 and 8 respectively, including data
both for the CP? and for the CP?* model.

We performed a global fit to our data with the formula

g—: = fo=1+coexp (--}5) , (49)
including both CP® and CP?° data. The results are
deg = 0.47(5), ceo =41(26), x*/Npr =0.9, (50a)
dy = 0.50(3), ¢y, =32(11), x?/Npr =0.9. (50b)

VI. TOPOLOGICAL SUSCEPTIBILITY
OF THE CP! MODEL

In the two-dimensional (2D) O(3) ¢ model or CP!
model, geometrical definitions of topological charge are
plagued by the presence of dislocations [6, 13], i.e., topo-
logical structures of the size of one lattice spacing whose
unphysical contribution to x does not vanish in the con-
tinuum limit. As a consequence, the topological suscep-
tibility derived from these definitions does not show the

expected scaling behavior. An alternative approach, that
is not affected by dislocations, relies on a definition of
topological charge density by a local polynomial in the
lattice variables. Local operator definitions are subject
to mixing with lower and equal dimension operators and
to finite renormalizations. We used this approach to de-
termine ¢ in the CP* model.

On the lattice a topological charge density operator
having the correct classical continuum limit ¢¥(z) —
a?q(z) + O(a*) (a being the lattice spacing) can be de-
fined as

0H(z) = —5= Y ewTr [P@ALP@ALP@] ,  (51)
uv

where AS is a symmetrized version of the finite derivative:
A%,P(@) = 4[P(a+p) - Pla—p)]. (52)

In order to determine g, the correlation at zero momen-
tum of two ¢g¥(x) operators x¢ is calculated:

& = (L @) = 5 (@),
Qf =) ¢ ().

x¢ is connected to x; by a nontrivial relationship, since
the presence of irrelevant operators of higher dimension
in q¥(z) induces quantum corrections. The classical
continuum limit of ¢¥(z) must be corrected including

(53a)

(53b)

TABLE IX. Correlation length £ and correlation function coefficient A for the CP® model.

B L 3] Ew &a Ac Aw Ag
0.7 42 2.35(3) 2.42(2) 2.43(3) 4.46(6) 3.90(8) 3.89(9)
0.8 60  4.67(5) 4.88(6) 4.81(6) 6.32(7) 5.20(14) 5.49(13)
0.85 72 6.44(6) 6.69(10) 6.75(9) 7.62(8) 6.56(20) 6.47(16)
0.9 90  8.83(8) 9.07(10) 9.07(11) 9.14(9) 8.28(21) 8.25(18)
07" 2 3812  3.93(4) 3.93(3) 6.34(3)  563(12)  5.64(7)
0.75 * 60  5.17(4) 5.28(9) 5.30(6) 7.42(5) 6.83(23) 6.77(13)
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TABLE X. Ratios of different definitions of correlation
length and correlation function coefficient for the CP°® model.

B L éc/éw &a/bw Aw/Ac  Ad/Aw
07 42 0.971(6) 1.003(8) 0.874(15) 0.996(20)
0.8 60 0.957(8)  0.984(12) 0.837(26) 1.037(33)
0.85 72 0.962(10) 1.009(14) 0.861(33) 0.987(35)
09 90 0.973(9) 0.999(13) 0.905(29) 0.997(33)
0.7* 42 0968(6) 1.000(7) 0.887(21) 1.002(18)
075* 60 0.979(9) 1.005(11) 0.922(35) 0.990(28)

a renormalization constant Z(8) [26]. Other contribu-
tions originate from contact terms, i.e., from the limit
z — 0 in Eq. (53). These contact terms appear as mix-
ings with the trace of the energy-momentum tensor S(zx)
and with the identity operator I, which are the only avail-
able operators with equal or lower dimension. Therefore
the relationship between the lattice and the continuum
topological susceptibility takes the form

Xt (B) = a®Z(B)*xt+a® A(B)(S(x))np+ P(B)(I)+0(a*).
(54)

np denotes the nonperturbative part (i.e., the perturba-
tive tail must be subtracted). Z(3), P(B3), and A(3) are
ultraviolet effects, since they originate from the ultravi-
olet cutoff-dependent modes. They can be computed in
perturbation theory as series in 1.

In the following we will neglect the contribution of the
mixing with S(z). This assumption is supported by a
perturbative argument: the perturbative series of A(3)
starts with a 53 term. This assumption will be further
supported by the consistency of the final results.

In order to estimate the renormalization functions in
Eq. (54) nonperturbatively, we applied the method pro-
posed in Ref. [27]. We start from a configuration Cy
carrying a definite topological charge @y which is an ap-
proximate minimum of the lattice action (in this sense
we will call it a “classical” configuration). We heat
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FIG. 7. Finite size scaling of the correlation length £¢ for
the CP® and CP?° models.
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FIG. 8. Finite size scaling of the magnetic susceptibility
Xm for the CP® and CP?° models.

it by a local updating procedure in order to introduce
short-ranged fluctuations, taking care to leave intact the
background topological structure. We construct ensem-

bles C,(l o) of many independent configurations obtained
by heating the starting configuration Cy for the same
number n of updating steps, and average the topological
charge over the ensembles. If £ > a, there should exist
an intermediate range of n where fluctuations of length
[ ~ a are thermalized at the given value of 5 and repro-
duce the renormalization effects, while fluctuations at the
scale [ ~ ¢ are off equilibrium and still determined by the
initial configuration. The average of ¢ (x) over the con-
figurations in this range of n should be approximately
equal to Z(8) Qo.

We can also start from a constant configuration (with

Qo = 0) and construct other ensembles C1(10) of configura-
tions. We should find an intermediate region of n where
the measure of x{ gives an estimate of the mixing P(3)
with the identity operator which, being a short-ranged
effect (due to the fluctuations at [ ~ a), is expected to
be independent of the physical topological background
structure.

If we plot the values qZ(z) averaged over ci9) and
the values of x{* averaged over C,(lo) as functions of n,
we should observe plateaus in correspondence of the
above-mentioned intermediate ranges. The characteris-
tics (starting point and length) of the plateaus are de-
termined by the phenomenon of critical slowing down.
The renormalization functions are determined by short-
ranged fluctuations, which we do not expect to be crit-
ically slowed down; therefore the starting point of the
plateaus should be independent of 3. On the other hand,
the end point of the plateaus is reached when the Monte
Carlo procedure changes the long-ranged modes that de-
termine the topological properties, and critical slowing
down should strongly affect these modes; therefore the
length of the plateaus should be 8 dependent. This be-
havior is essential for the existence of an intermediate
range of n where the renormalization effects can be mea-
sured: indeed the success of the present method for esti-
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TABLE XI. The string tension obtained from the Creutz ratio x(i,!) for the CP® model.
B L l 1030 o€ l 1030 ot
0.7 42 4 47(2) 0.260(12) 5 51(5) 0.28(3)
0.8 60 8 12.0(4) 0.261(11) 10 11.5(1.0) 0.25(2)
0.85 72 10 6.3(3) 0.263(12) 13 6.2(7) 0.26(3)
0.9 90 14 3.3(3) 0.257(20) 17 3.0(5) 0.23(4)
07" 42 15(2) 0.22(3) 8 16(7) 0.23(10)
0.75 * 60 8 11(2) 0.29(6) 10 4(6) —

mating Z(3) and P(3) strongly relies on the distinction
between the fluctuations at distance [ ~ a, contributing
to the renormalizations, and those at [ ~ £ determin-
ing the relevant topological properties. The fluctuations
at [ ~ a are soon thermalized, whereas the topological
charge thermalization is much slower.

In order to check that heating does not change the
background topological structure of the initial configura-
tion, after a given number of heating sweeps we cool the
configurations (by locally minimizing the action) and ver-
ify that the cooled configurations have topological charge
equal to Q.

We used as an updating procedure a 10-hit Metropo-
lis algorithm (tuned to 50-60% acceptance), which gives
a sufficiently mild heating. In order to obtain reliable
estimates of the renormalization functions, we found it
necessary to use correlation lengths bigger than 10-15
lattice spacings.

We construct the initial configuration carrying topo-
logical charge Qo = 1 (“lattice instanton”) starting from
a discretization of the continuum SU(2) instanton:

Ty — %1 — i($2 — fz)

Sy e e e
_ p

22(z) = Vo + (@ — 21)% + (g2 — 32)? 9
_ Hatu)s(e)

M) = Berma@]

The parameter p controls the size of the instanton, and
is its center, which we always place at the lattice center:
Z = (L/2,L/2). Starting from the configuration (55), we
performed a few cooling steps in order to smooth over
the configuration at the lattice periodic boundary. After
this procedure, we end up with a smooth configuration
C((,l) with topological charge Q¥ ~ 1. The geometrical
topological charge of this configuration is exactly equal
to 1.

TABLE XII. Further results for the CP® model.
B L Bxm€z® Mce/Ag  10°xE x£€
07 42 0905(20) 25.73(33) 50.5(1.1) 0.0279(9)
08 60 0.828(14) 23.63(25) 10.1(4)  0.0221(10)
0.85 72 0823(12) 23.18(22) 5.1(4)  0.0213(17)
09 90 0816(11) 22.88(21) 2.5(3)  0.0198(24)
07% 42 0790(8) 22.31(12) 12.3(6)  0.0179(9)
075* 60 0.790(9) 22.20(17) 6.7(5)  0.0180(13)

In Fig. 9 we plot Q(C,gl))/Qo, where Q(Cf(f)) is the
topological charge QL averaged over the ensemble Cr(ll) for
B = 1.45. We see clearly a plateau starting from n = 8.
For n = 10 we also cooled the sample of configurations
finding Q¥ ~ Qo after few cooling steps. This value of
n is marked by a dashed line in Fig. 9. According to
the above considerations, the value of QT at the plateau
gives an estimate of Z(3). We repeated this procedure
for other values of 3, checking also the dependence of
the measure on the size of the instanton p (in the range

of p ~ &). The behavior of Q(C,(zl)) /Qo is very similar
to the case reported in Fig. 9 and it is superfluous to
show separate figures for each value of 5. The results
are presented in Table XVIII. The plateaus always start
from n = 8. On the other hand, plateaus becomes longer
with increasing 3.

We now proceed to the analysis of the ensembles c®
of configurations obtained by heating the constant con-
figuration C(®), defined by z(z) = (0,1) and A\, (z) = 1,
for several values of 5. In Fig. 10 we plot the average
value of xF as a function of the number n of heating
steps. For every value of 3 we observe a plateau starting
from n ~ 24; the plateau is longer for higher values of 3,
as expected. For n = 24 we cooled the sample of config-
urations and found vanishing Q% in a few cooling steps.
This value of n is marked by a dashed line in the Fig. 10.
After the plateau, x£ increases to reach the true equi-
librium value. We identify the topological susceptibility
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FIG. 9. Determination of the multiplicative renormaliza-

tion Z for 8 = 1.45.
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TABLE XIII. Summary of the simulation runs for the CP?° model. a and b denote two inde-
pendent runs for the same values of 8 and L.

8 L Stat E 138 Xm Toae,
0.65 24 20k m,1 0.79872(19) 2.812(23) 12.65(8) 9.9(9)
0.65 36 30k m,4 0.79926(11) 2.696(13) 12.17(3) 4.1(2)
0.65 42 40k m,1 0.79938(13) 2.703(25) 12.16(3) 3.2(1)
0.7 30 20k m,4 — 4.19(6) 21.74(25) 19.7(2.5)
0.7 36 20k m,4 0.73888(15) 3.83(3) 19.92(10) 10.9(1.0)
07a 48 30k m,4 0.73923(7) 3.710(19) 19.50(4) 5.3(3)
0.7 b 48 30k m,1 0.73920(5) 3.725(26) 19.60(7) 5.1(3)
0.75 36 50k m,4 0.68639(9) 6.119(24) 37.71(15) 9.8(6)
0.75 60 40k m,1 0.68746(6) 5.12(4) 31.67(11) 6.5(3)

measured at the plateau x{, with the perturbative tail
at the given value of 3. Since Z(83) and P(G) have their
origin in the fluctuations at | ~ a, finite size corrections
are of the order of L~2 and therefore negligible on our
lattice.

Consistency of the direct measures of Z(3) and P(3)
with the corresponding perturbative computation has
been shown in Ref. [27].

The values of Z() and P((8) obtained by this proce-
dure can be inserted in Eq. (54) to extract the physical
value of the topological susceptibility (“field theoretical”
method). We measured x” in a standard (thermalized)
Monte Carlo for 8 = 1.4 and 8 = 1.45. The results are
summarized in Table XIX. Scaling is observed and fur-
thermore the value of the adimensional quantity x; &2 is
consistent with the determination of Ref. [19], where a
different lattice action was used.

We performed an independent measure of x; using the
cooling method [28], which consists in measuring x; on
an ensemble of configurations cooled by locally minimiz-
ing the action (starting from equilibrium configurations).
The idea behind the cooling method is that local changes
should not modify the topological properties of a configu-
ration, and its topological content can be extracted from
the cooled configuration, where the short-ranged fluctu-
ations have been eliminated and therefore all the defini-
tions of topological charge agree with each other and give
integer values.

Our cooling algorithm consists in assigning to each
lattice variable z, (An,.) a new value z], (A},) (keep-
ing all other variables fixed). The new value is chosen
by constrained minimization of the action: we require
|z — 2|2 < 82 (]A — N|? < 6%) with § = 0.2. A cool-
ing sequence was performed every 100-200 thermaliza-
tion sweeps. Each cooling sequence consisted of 25 steps
(a “step” is the cooling of all the lattice variables se-
quentially) and averages were taken at fixed cooling step

across all sequences.

We used the operator ¢¥(z) to determine the topolog-
ical charge of the cooled configurations. The topological
susceptibility measured on cooled configurations by Eq.
(53), x¢°°!, is seen to gradually rise up to an extended
plateau, lasting at least the 25 sweeps performed; if we
continue further the cooling procedure, the metastable
structures carrying topological charge begin to disappear.
Our averages and errors are estimated on the plateau
measurements. They are reported in Table XIX. They
are consistent with the results obtained by the field the-
oretical method.

VII. DISCUSSION OF NUMERICAL RESULTS

The first striking numerical evidence is that the ratios
€4/&w and A4q/A,, show that the models defined by S,
and Sgsym enjoy perfect rotation invariance (and therefore
scaling) for correlation lengths £ as small as 2.5. This is
to be compared with the CP! model with “standard”
action, where for £ as large as 100 it is not clear if the
scaling region is reached [29, 30] (and it would be very
interesting to check for rotation invariance).

The behavior of £ and Ag for the CP! model is con-
sistent with the notion of a correlation function saturated
by one-particle states of the only existing physical parti-
cle: both £¢/€&w and Ay, /Ag are consistent with 1. When
we move to N = 10 and N = 21 we notice a significant
decrease in both ratios, well outside statistical errors and
consistent with the large-N predictions 0.816 and O re-
spectively.

In the asymptotic scaling region, Mg /A must be con-
stant and independent of the lattice action. Moreover,
if our CP! model belongs to the universality class of the
O(3) sigma model, Mg /Ag must tend to the asymptotic
value 36.5, according to the exact result obtained in Ref.
[11). M¢/Ag appears to be constant within errors for the

TABLE XIV. Correlation length £ and correlation function coefficient A for the CPZ° model.

,3 L §G fw €d AG Aw Ad
0.65 42 2.703(25) 2.86(3) 2.86(3) 4.77(4) 3.80(9) 3.81(7)
07a 48 3.710(19) 3.90(4) 3.92(3) 5.53(2) 4.56(8) 4.54(6)
0.75 60 5.12(4) 5.40(7) 5.39(5) 6.53(4) 5.34(15) 5.37(10)
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FIG. 10. Determination of the perturbative tail P of the
topological susceptibility. Solid lines show the plateau values.

TABLE XV. Ratios of different definitions of correlation
length and correlation function coefficient for the CP2° model.

B L (c/éw €a/bw Aw/Ac Aq/Aw
0.65 42 0.944(5) 1.000(8) 0.797(17)  1.001(21)
0.7a 48 0.950(4) 1.003(6) 0.824(16)  0.997(15)
0.75 60 0.947(7)  0.998(10) 0.816(26) 1.006(24)

TABLE XVI. The string tension obtained from the Creutz
ratio x(I,!) for the CP?° model.

8 L l 10%0 ot
0.65 36 8 17.0(1.4) 0.124(10)
0.65 42 8 17.7(5.4) 0.130(44)
0.7 b 48 11 7.5(1.6) 0.105(26)

TABLE XVII. Further results for the CP?° model.

B L Bxmé3®  Mg/Ag  10%¢ XEe&
065 36 0.707(6)  19.27(9) 9.8(1.0)  0.0072(8)
0.65 42 0.702(12) 19.22(18) 11.2(9) 0.0083(9)
0.7a 48 0.694(5) 19.03(10) — —
075 48 0692(8) 18.96(13)  — —
0.75 60 0.680(8) 18.76(15) — —

TABLE XVIII. Measure of the multiplicative renormal-
ization of x*, starting from an instanton of size p.

Jé; L p Qo Stat plateau zt
1.4 48 6 0.98 500 8-10 0.40(2)
1.4 48 10 0.99 2000 8-10 0.40(1)
1.4 48 16 0.98 400 8-10 0.41(2)
1.45 48 10 0.99 1000 8-13 0.43(1)
1.5 48 10 0.99 500 8-13 0.45(1)
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largest values of 3 in the Sg formulation. Its value (ap-
proximately 47) is far from the asymptotic one. However
this is not a problem, since field theory predicts an ex-
tremely slow approach to asymptopia for quantities such
as Mg/A,.

For CP® and CP?° the ratio Mg /Ag is more stable;
this is consistent with the notion that corrections to the
two-loop asymptotic scaling function are depressed by a
factor 1/N. The values of Mg/Ag are consistent with
the large-N prediction 13.86.

The rescaled magnetic susceptibility ﬂzxm§52 is ap-
proximately constant for each of the lattice models of
our study. Its behavior with respect to N is consistent
with the large-N prediction 0.477.

The string tension o is harder to measure in a Monte
Carlo simulation. Our string tension results for N = 10
and N = 21 are statistically less accurate than results
discussed above. Our determinations of c€% are compat-
ible with the large-N prediction 7/N.

The geometrical definition of topological charge cannot
be used for CP!. We measured the topological suscepti-
bility using the field theoretical method, which is reliable
for £ 2 10. We found for the action Sy values of x:£? con-
sistent with those obtained in Ref. [19] using the action
sym,

The geometrical definition of topological charge is re-
liable for Sy at large-N [16]. Using Sz at N = 10 we ob-
served a slow approach to scaling for the quantity thé—
This fact is not surprising, since scaling violations for an
adimensional physical quantity defined by nonlocal oper-
ators are not bound to a 1/£ behavior. The results for
Sgym are more stable and compatible with the highest 3
Sg results.

For CP?° we were able to obtain only one reliable de-
termination of x¥, due to the problem reported in Sec.
III. The corresponding value of x¢2% is perfectly com-
patible with the 1/NN expansion prediction (10), 0.00744
in this case. The same Eq. (10) predicts 0.0153 for CP?,
suggesting for the first neglected contribution the value
~ 3/N3.

It is interesting to consider the results obtained in Ref.
[31], where a lattice action obtained by analytic integra-
tion of the gauge degrees of freedom in Eq. (1) was used;
numerical simulations were performed for the models at
N =4, 5, 6, and 8. Whenever comparisons are possible,
these results interpolate smoothly between our CP! and
CP® data. The models at N = 4 and 5 with action S;
have been simulated in Refs. [25, 32].

Our analysis of finite size effects shows that they can
be analyzed by comparing different lattice sizes L for the
same value of (3, obtaining finite size scaling functions
that can be used to remove finite size effects systemati-
cally, extrapolating to infinite lattices. The basic point
is that in this class of models, in the scaling region and
for L/€ > 1, for any physical quantity Or(3) measured
at fixed B on a Lx L lattice the following holds:

OL(ﬁ) —L/§ f{(ﬁ N)
~ 1 + cope ®© ’ 56
Ooo(ﬁ) o ’ ( )

where co may depend on N but not on L and 8. Assum-
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TABLE XIX. Measure of x; by the field theoretical and by the cooling method.

B L 10fxE 10txg  ZE 10t e 100t e
1.4 120 1.35(6) 0.68(2) 0.40(1)  4.2(7)  0.11(3) 3.7(3) 0.094(17)
1.45 150  1.07(5)  0.57(1)  0.43(1) 2.7(4) 0.12(3) 2.5(2) 0.112(19)

ing Eq. (56) and evaluating co from best fits at inter-
mediate values of 8 on reasonably small lattices leads to
the possibility of extrapolating O (3) at higher 8 from
data on not too large lattices. Equation (56) is fully sup-
ported by numerical data for the three values of N we
examined, both for O = €4 and for O = xy,.

In the CP! case we observe that £.g(8) ~ & (8) and
Cxm»C¢e < 0. This is the expected behavior when finite
size effects are dominated by the inverse mass gap [33]
(“pointlike particle within a box” effect).

In CPY~! models the physical states are bound states
in a linearly confining potential. Therefore their wave-
function may be nonvanishing in a range of many corre-
lation lengths, especially at large-N where the potential
is proportional to 1/N, the binding energy to N~2/3 and
the radius of the bound state behaves like N1/3.

It is still possible to parametrize the finite size effects
according to Eq. (56) at the price of an appropriate def-
inition of €e. Our numerical results for CP? and CP?°
imply

Eeff ~ %Nl/SEG . (57)
This relationship reflects the N dependence on the bound
state radius. Moreover the finite size function turns out
to be universal (co is independent of N), and we observe
co > 0. This unconventional sign of the finite size effect
can be understood if we study the behavior of the solu-
tions of the Schrodinger equation [2, 3] in a periodic box
(“bound state within a box” effect).

VIII. CONCLUSIONS AND OUTLOOK

We think that our simulations have produced some
compelling numerical evidence of the following general
statements.

A properly chosen lattice action can lead to scaling for
rather small correlation lengths.

Rotation invariance and stability of dimensionless ra-
tios of physical quantities are powerful and mutually con-
sistent tests of scaling.

Finite size scaling can be systematically used to im-
prove the accuracy of predictions obtained on small lat-
tices.

The standard field theory approach to renormaliza-
tion of composite operators can be successfully applied to
lattice-regularized models and the “heating” method de-
scribed in Sec. VI and in Ref. [27] is a powerful tool in the
determination of perturbative renormalization factors for
topologically nontrivial quantities.

More specifically referring to CPY~! models, we ob-
serve the following.

The dependence on N is rather mild and monotonic —

there is no evidence for lack of convergence of the 1/N
expansion as far as N = 2.

Large-N predictions are approached rather slowly, but
this is consistent with the confining potential description
of 1/N effects.

The bound-state radius predicted by the above-
mentioned description is indirectly confirmed by the anal-
ysis of finite size effects.

CP! physics is consistent with O(3) universality and
with the exact S matrix approach.

In the light of these encouraging results, we plan to ex-
tend our studies both to intermediate and to high values
of N, and to increase our statistical samples enough to
be able to analyze directly the properties of the bound
states.

The possibility of generating accurate physical predic-
tions in this class of models by numerical Monte Carlo
methods is in our opinion a most promising signal for
the usefulness and reliability of similar methods applied
to four-dimensional gauge theories.

APPENDIX: GENERATION OF PROBABILITY
DISTRIBUTIONS

As we noticed in Sec. III, in order to implement the
heat-bath or over-heat updating algorithm for our class
of models we need to generate random numbers according
to the probability distribution

dpj,(6)
dé
For our purposes it is necessary to find an algorithm
whose efficiency is not lost for large values of a or k.
In this limit, px(6) assumes a strongly peaked form. We
devised the following algorithm.

(1) A trial variable 8 is generated according to the
probability distribution

1
1 +Cz(0 - 90)2 ’

The free parameter 6, is chosen equal to the value which
maximizes pi(6); c is then determined by the condition

pk'(60) _ p(6o)
pE(B0)  pr(6o)

The explicit formulas for the two free parameters are

= pr(8)  (sin0)2*~V exp(acosf). (A1)

pi(6) (A2)

(A3)

6o = arccos (\/ 1+¢2 - C) , (Ada)
o= fae-n it (Adt)
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¢ = . (Adc)

The probability distribution (A2) is Lorentzian and can
be obtained directly from a uniform distribution x in the
interval [0, 1]:

= 1
0 =200+ p tan [x arctanc(m — 6g) + (x — 1) arctancfy) .
(A5)

(2) The trial variable is accepted with a probability
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Pe(8) 1+ c2(6 — 6,)?
Pk (6o) n ’

otherwise it is rejected and we go back to step (1). 7
is another free parameter of the algorithm. In order to
maximize the acceptance of step (2), n must be chosen
(as a function of k and a) as large as possible, with the
constraint that the right-hand side of (A6) must be < 1
for every value of 6. If kK > 1 we can take n = 0.99; for
k =1, we choose 1 = 0.73 for a < 0.8 and 1 = 0.99 for
a > 0.8. We obtained an average acceptance of ~ 70%
for CP? and ~ 60% for CP?°, both in the A and in the z
updating.

A discussion of several optimized algorithms for the
generation of the distribution p;(6) can be found in [34].

P accept —

(A6)
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