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On-shell expansion of effective action and quark-line diagrams in quantum chromodynamics

M. Komachiya and R. Fukuda
Department ofPhysics, Faculty of Science and Technology, Keio Uniuersity, Yokohama 223, Japan

(Received 17 December 1991;revised manuscript received 27 March 1992)

The formalism of the on-shell expansion of the efFective action allows us to obtain an exact expression
for the scattering amplitude among the bound states which are excited above the nonperturbatively con-
densed vacuum. The on-shell expansion scheme is first generalized to the Grassmannian variables and
then applied to get the two-body hadronic scattering amplitude within the framework of quantum chro-
modynamics. It automatically separates the diagrams which contribute to the condensation, wave func-

tion, and scattering parts. An exact expression for the quark-line diagrams are thus obtained.

PACS number(s): 11.10.Ef, 11.10.St, 12.38.Aw

I. INTRODUCTION

The effective action in field theory is one of the power-
ful tools for the investigation of symmetry-breaking prob-
lems [1]. The important feature is that the stationary
condition of the effective action presents the nonpertur-
bative vacuum solutions if they exist at all. Another im-
portant aspect of the effective action is its close relation-
ship with particle scattering [2]. Namely, the connected
S-matrix elements can be derived directly from the
effective action once the corresponding particle modes, or
the wave functions, are determined. The combination of
these on-shell characters of the effective action may
present a general formalism to study particle scattering in
the interesting case where the ground state realizes non-
perturbative condensations. However, so far less atten-
tion seems to have been paid to this possibility.

Recently, a novel way of studying the on-shell proper-
ties of the effective action has been developed in the form
of the on-shell expansion [3—6]. It can be a basis for the
investigation of the subjects listed above. Indeed, by us-

ing this method, the information on the following physi-
cal content of the theory is obtained step by step.

(1) The ground state (or the vacuum), whether or not it
is a nonperturbatively condensed one.

(2) The particle modes above the vacuum determined
in (1). If the vacuum realizes a condensation, the particle
spectrum thus determined is the mode excited above the
condensed vacuum.

(3) The scattering among the modes obtained in (2).
The scattering diagrams are derived in the form of the
tree-type graphs where the propagator and the vertex are
written in terms of the second- and the higher-order
derivatives of the effective action, respectively.

These exhaust all the physical information of the
theory and the fact really shows that the effective action
in field theory is a generating functional of the observable
quantities.

The purpose of this paper is to apply this method to
the problem of particle scattering above the condensed
vacuum. In particular, we consider the application to
quantum chrornodynamics (QCD), which is one of the
most interesting theories realizing the condensation phe-

nomena: a quark-antiquark pair condenses leading to
chiral-symmetry breaking and the gluon also condenses
in a color-singlet combination. By starting from the
formerly obtained expression of the effective action for
QCD [7], we exemplify the derivation of the S-matrix ele-
ments of the two-body hadronic scattering within the lev-
el of the quark-line diagram. Based on the functional
method including the effective action approach, there are
several attempts to examine the observable information
of QCD [8—10]. The study of this paper is concentrated
on the formal application of an exact framework to the
problem of hadronic scatterings. However, since the ap-
proach is systematic, it can be a useful starting point of
the actual evaluation of the S-matrix element especially
in the high-energy region. Although QCD is not solved
at present, our expression may also serve as a firm basis
of the phenomenological analysis.

The important role of the effective action lies in the
fact that, when we define the effective action, the non-
trivial change of the variable from the artificially intro-
duced external source J to the expectation value of the
field operator is made through the Legendre transforma-
tion. Graphically, the variable of the effective action in-

cludes an infinite series of the perturbative diagrams and
this fact enables us to study the nonperturbative aspects
of a given model in general. If we study the scattering di-

agrams by using only the perturbative Green's functions
in the presence of J (i.e., without the Legendre transfor-
mation), the summations of the infinitely many subdia-

grams are required in order to include the nonperturba-
tive phenomena before setting J=O. Indeed, when we
examine the general X-body channels, such resumma-
tions lead to the concept of the X-particle irreducibility
of the diagram [11—13], which are nothing but the graph-
ical meaning of the Legendre transformation or the
definition of the effective action.

The essence of our approach is now summarized in the
following two steps: (i) change the variables from the
source to the expectation value to examine the nonpertur-
bative phenomena; (ii) extract the physical quantities in

the framework of the on-shell expansion. In sharp con-
trast to the conventional off-shell expansion, our formal-
ism includes the wave function of the bound state, or the
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Bethe-Salpeter (BS) amplitude Ps(x,y) for a composite
field, as the lowest-order on-shell variation. This wave
function naturally arises as the deviation bP"'(x,y) from
the selected stationary solution P' '(x,y) of the effective
action under the condition of the vanishing external
source: J=O. The equation of motion for the lowest-
order variation hP"'(x, y) takes the form of the eigenval-
ue equation and it determines the particle modes includ-
ing the effects of the vacuum condensations. The ob-
tained wave function automatically appears in the exter-
nal legs of the scattering diagrams, which are the
coeScients of the higher orders of the on-shell expansion
in terms of bP'"(x,y). Since the particle modes are
determined before examining their scatterings, the in-
teractions for making up the condensed vacuum, the
bound states, and also the interactions responsible for the
scattering are clearly separated from each other in this
formalism. Note that we are always on the physical tra-
jectory J =0. So, in the case of gauge theories, the infor-
mation thus obtained from the effective action is gauge
invariant, since the formalism generates only the observ-
able quantities. Even when the starting effective action is
approximately truncated, the difference from the true
value, including the gauge-dependent part, is small if the
original form of the truncated series is well convergent.
This situation is expected to be realized when we consider
the high-energy scattering diagrams of QCD.

For a review of on-shell expansion, the reader is re-
ferred to the papers listed in [3-5] but our formalism it-
self can be understood by reading through Sec. II of the
present paper.

The content is organized as follows. In Sec. II, the on-
shell expansion is exemplified for a simple case of the
Grassmann number variables. The formulation for the
anticornmutative variables is convenient when we study
the scattering diagrams of the baryonic modes. Of
course, the formulation thus obtained is also applicable to
the ordinary number variables —the meson sector. Based
on this formalism, Sec. III is devoted to the presentation
of a formal derivation of the two-body hadronic scatter-
ing diagrams taking QCD as a basic theory. The relation
to the lowest-order constituent rearrangement diagrams
(CRD's) of quark-line physics [14] is discussed there and
fina1 comments are included in Sec. IV.

II. FORMALISM: ON-SHELL EXPANSION
FOR GRASSMANN NUMBER CHANNEL

Here we present our basic formalism especially in the
case of a fermionic field model. We have already dis-
cussed the derivation of the mode-determining equations
for the Grassmann number channel by using the lowest-

order condition of the on-shell expansion [7,15]. Includ-
ing this case, below we generalize the previous arguments
to the higher-order terms of the on-shell expansion —the
scattering part among the excited modes.

Let us consider the generating functional W [J]defined
with the action I[%] for the Dirac field %'=[%,%] for
simplicity:

exp(i W [J])—:J [d%]exp(i [I[%']+J,%, ] ), (2.1)

where 4, and J, are the Grassmann numbers. The sub-

script a indicates the species of the component field as
well as the other degrees of freedom including space-time
coordinates. (Summations and integrations over repeated
indices are implied. ) Apart from the irrelevant constant,
Eq. (2.1) can also be written as

exp(i W [J])= (0~ T exp(i J,4, )(0), (2.2)

by using the corresponding Heisenberg field operator %.
The effective action I [P] is then defined as [7]

I [f]=W[J]—J,1(, ,

5W[J]
5J

(2.3)

(2.4)

where the functional left (and right) derivative is given by
the definition [16]

F[J+5J] F[J]—:5J—F[J] =F[J] 5J—
5 5
5J 5J (2.5)

The use of 5/5J is convenient in the actual calculations
because of our choice of the source term J,ql, in (2.1). If
we take the source term as V,J„ the right derivative
5/5J will be used instead. For P derivatives, we employ
5/5$. In this case, the stationary condition of I [g] be-
cornes

= —J, =O, (2.6)

assuming that bij'j,'"' is the order of (b,g,'")". The varia-
tion b,g, is determined to satisfy the condition

and the ground state or the vacuum is determined by the
solution li,' ' of (2.6). For the fermion-number-conserving
solution, we get P,' '=0, which is assumed throughout
the paper although we keep g,' ' in the following equa-
tions for the notational convenience.

We then look for another solution of (2.6) in the form

f, =P,' '+A/, and write Ag, as

(2.7)

I [4) 5
LPGA y(0)+ gy

I [4]5 5
~4b

5 5

a b

1+
y(0)

I
+ 0 ~ ~ (2.8)

Since the combination (5/5$)hf commutes with each other, we find that each b,1(,'"' is successively given by the follow-

ing set of equations:
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(2.9a)

5$,

r[4] 5 a

(2)

5~
~4(,

(3)

5~ ~4(,

r[y] gy(1) gq(1)

r

+2 X —I [1(] b,g"'

(2.9b)

etc. The notation ~0 in (2.9) means the substitution of the stationary solution 1(,= f', .
In order to study the physical modes and their scattering, it is convenient to use the identities of the Legendre trans-

formation [4], which can be derived by operating (5J, 5/5J, ) on both sides of the first equality of (2.6). Under the
variation J,~J, +5J„the following relation holds for an arbitrary functional F[g]:

5$, (J)
F P, (J)+5'b 5Jb

51(,(J)
5Jb

5 6J 5 5W
5$ 5J 5J

(2.10)

Therefore, the operator 5/5g, 5J&(5/5J&) (5W/5J, ) will be used for the functional of g, while we use 5J, 5/5J, for
the functional of J. We notice that both are ordinary number operators. The identities are then obtained as follows:

5
51(,

5

5th
5 5W

b 5J

5 5W
b 5J

5 5W

=—5Jb5,b,

6 5

5$, '5J,

5 5

5$,, '5J,

5 5W
5$~, 5J(,

' 5J, 5J(,

5w

5J,

5W
5J,

6 68
51(td. 5Jd 5Jd

5 5W

6 5W"5J, 5J,
=0,

(2.11a)

(2.11b)

5 5 5 5 5 5W

5$, 5$(,
"

5J(,
' 5J, 5Jd 5J(,

5Jb =0, (2.11c)

etc. By convention, [5/5$. ]'s in (2.11) are assumed
to operate only on the effective action I [g] so that they
commute with each other. From (2.11a), we get

6 6 6 5
5$, 5$, 5J„5J, (2.13)

6 6
51(, 51(,

6 5
a~b c~b abW = —cJ (2.12)

where c, b denotes the sign factor caused by the inter-
change of the components a and b. For the Grassmann
variables, c,, &

= —1. Here we notice that Eq. (2.12) can
be used when the ordinary number components are fur-
ther included. In such a case, by setting g= P( ' or J =0,
the components of I 5/51(, 5/5g, and 5/5J&. 5/5J, W,
which are of Grassmannian character, vanish under our
choice of the vacuum f( '=0. Equation (2.12) then sim-

ply becomes

or, by using
=5/5q, (5/5q. r),

6 5W 6
5J(, 5J, 5f,0

6r
5$, 5p,

the notation

5g,

6 6W
6J, 6Jb

rS/5q. s/5q,

= —6b. (2.14)

To change the order of the operation in (2. 14), we have
used the fact that the components a, b, and c should be
chosen so that all of them are the Grassmann or the ordi-
nary number variables. Other combinations vanish for
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J=0. When the variable (}t) in (2.14} is replaced by the
composite one satisfying, for example, it), =g; or —g;.,
the 5 function in the right-hand side will be changed into
the symmetric part

5,'i"; i' =(—1/21)(5;; 5,,'+5; 5,,')
bJ—

b
b a 0

(2.16)

variation hf, defined under the condition of the vanish-

ing external sources:

or the antisymmetric part

5~J, 'i'=( ' (5 '5ii'-5V'5i'}

By using (2.14) and (2.16), we find

~J b, (1) 5 5r
a 4b (2.17)

of the unit tensor, respectively. In more general cases, a
properly mixed symmetry will be taken into account in
the identity (2.14).

As a special case of (2.10), the variation 5$, and 5J,
are related in their lowest order by

r

(2.15}

On the other hand, what we want to consider here is the

which means that, for the existence of the nonzero varia-
tion i(),g("%0, the artificial external source E, should be
introduced in order to change the original boundary
states [5] as will be shown below.

With these preliminaries, first we consider the lowest-
order equation (2.9a} which determines the particle
modes. Writing the component of ))t as [(f),(g)], Eq.
(2.9a) takes the matrix form

5 5I' = [&&(((i,(y) )"),&& f, (y) &")]
Z2 i —m;5 y —x

—Z2 '(i(()„—m);i5 (x —y)

=0. (2.18)

Here Zz is the renormalization factor of the 1() field and m is the observed mass. We want to remark here that Eq. (2.18)
with the proper boundary conditions is formally equivalent to (2.17) where the information of the boundary states is
considered to be given by the source —bJ, —:—K, . As the solutions of (2.18), the variations b, (g)(" and b, ( g)'" are
then represented with the arbitrary Grassmann variables C* as follows:

h(g(x))'"= f 3
[C+(p, cr)u(p, o )e '~'"+C (p, o )v(p, o )e'~"]'d p m

(2m) p
:—fd p[C+(p, cr)u(p, o )e '~ "+C '(p, cr)v(p, cr)e'~ "], '

h(P(x) )("=f 3
[C+'(p, cr )u(p, cr )e'~ "+C "(p,o )v(p, o )e '~'"]d p m

(2m. ) p
= fd p[C+'(p, o )u(p, o )e' "+C "'(p, o )v(p, o )e '~'"],

(2.19)

(2.20)

where p =(p +m )', C*(p, cr ) = [m /(2n ) p ]C (p, o ) and u (p, cr ), v (p, cr ) are the Dirac spinors with fixed helicity
o satisfying (P —m)u (p, o ) =0 and (gf+m)v (p, cr)=0, respectively. The summation over cr has been implied in (2.19)
and (2.20).

In order to write the higher-order variation hg, by using the derivatives of 8'[J], the identities (2.11b), (2.11c),etc. ,
are utilized under the condition of J, =0 (or f, =g(, '=0), where 5J, is replaced by b,J, given in (2.17). In this case,

5 ~ 5 58'
5$, 5J(, 5J,

(1)5
(2.21)

From (2.9b), (2.9c), etc., we then obtain

gy(n) 1 gy(1)
n! ' '1 5$, 5$,

5
5J,

(1) 5 5I 5
5$, 5$, 5J,

58'
5J,

0

(2.22)

In deriving (2.22), we have used the fact that, except for the fixed order of the variables and operators, all the
coefficients in (2.9) and (2.11) are the same as in the boson field case. The result is, of course, also available when the or-
dinary number variables are included.

Let us examine the physical meaning of the variation hg, . For this purpose, the asymptotic fields [17] are intro-
duced with po=(p +m )'i:
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d m3

q';„(,„,)(x):—,o [b;„(,„,)(p, o. )u(p, o. )e ')' +d;„(,„,)(p, o )U(p, o )e' '],
(2rr) p

m
;„(,„,)(x)= 3 o [b;„(,„,)(p, o )u(p, cr)e'~'+d;„(,„,)(p, cr)U(p, o. )e '~'],

(2') po

(2.23)

(2.24)

under the limit

'4(x)~Z2r 4;„(,„,)(x) [x ~ —oo(+oo)] . (2.25)

Consider the lowest-order variation b, g,"), for instance. Equation (2.22) for the trivial case of n =1 can be transformed
as

+—

&~()) &~()) 5 5I 5 5W
5$b 5$, 5J, 5J, 0

5 5I
"

5th
tt. o)

0

~ ~= 0 T iZ—
2

' fd x[6 &ttr;(x))")(i8„m)—Jkj(x)+4;(x)( i8, ——m); b&g (x))"']4, 0
J

where we have used

(2.26)

5 58'
5J, 5J,

=i &os%,+.Io),=, , (2.27)

and (2.18). The integrations over x in (2.26) are carried out, respectively:

(Z )—fd x b&P( x))'"(iB m)4—( x)= iZ2
—' fd xi' [6&1(( )x)("y,4( )x]

=Zz ' fd x( lim — lim )
0~ oo + —w oo0

X f d p[C+*(p,cr)up, o )e'~'"+C *(p,o )U(p, cr)e '~ "]yo4(x)

=Z2 ' fd p[C+"(p,cr)[b,„,(p, cr) b;„(p,o)]-
+C *(p,cr)[d,„,(p, cr) —d;„(p,o )]] (2.28)

—iZz ' f d x4(x)( i8, ——m)b& i'(x))" = iZ2 ' f d—x( —ic),)[V(x)yob& g(x))"']
= —Z2 ' d x( lim — lim )

0—+ oc X —+ (x)0

X )T)(x)yo f d p[C+(p, cr)u(p, o )e ' '+C (p, cr)U(p, o )e' ']
=Z, '"f d'p [C+(p, o )[b.„,(p, o ) —b;„(p,o )]

+C (p, cr)[d,„,(p, cr) —d;„(p, o )]] . (2.29)

(2.32)

These just correspond to the inverse process of the original proof of the Lehmann-Symanzik-Zimmermann well-known

reduction formula [17]. Then we find, after taking the proper time ordering,

Aitj,"'(x)=Z~ ' f d p&0~[C+*(p,cr)b,„,(p, cr)+C (p, cr)d,„,(p, o )]%,~0)

+Z2' dp 0%'a bnpo C+po +din»o C p~o

—= & lf [4./0)+&0/4. /lf+) . (2.30)

Equation (2.30) is the general representation of the wave function of the Dirac field %.
Repeatedly using the process discussed above, the total form of 5))'j, is obtained as

&0f fe. [0f')
bf, = (2.31)

0f 0f

~0f )—:exp Zr 'r f d p[b;„(p,cr)C+(p, o. )+d;„(p,o )C *(p,o. )] 0)

&0f ~

= &0~exp Z ' f d p[C *(p,cr)b„„,(p, o )+C (p, o. )d,„,(p, o )] (2.33)
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where the limits T;~—~ and Tf~ 00 are assumed to
be considered. The effective action I +[/] is further

f f
defined from We a+[J]:f f

r, ,+I:0"—1=w, s—+ I:J)—J.0:—
f f f f

5We eg[J]f f
0 [(4:)J=O

(2.35)

(2.36)

We then utilize the relation

(8p T exp(i J J,s, i Hp)

=e 0 Texp i f (J +K, )4, 0

0

( lf I lf ) =Z2 ' f d p (2m ) [C+ (p, o )C+(p, o )

(2.37)

+C (p, o )C '(p, cr)],
(2.38)

and find, from (2.35), that iI +[/'] itself becomes the
f f

generating functional S"of the connected S-matrix ele-
ment under the condition of J=0:

ir. ..[ali]=& If Ilf )+iw[J, =K,)—f f
=—s"(c"c c' c ') (2.39)

Let us introduce the new generating functional
W +[J]:f f
exp(iW ~ [J])f f

XP= Tf
Of T exp i

p
d x J x 4 x Of

l

(2.34)

Again, by using (2.37) and from (2.39), the effective action
I [P] in (2.3) now can be related to the generating func-
tional of the connected T-matrix element T", or
equivalently, i W [J, =K, ] in (2.39), in the following way:

ir[ay]+iK. ay. =T"(c+*,c ;c-',c *)-. (2.40)

Based on the formalism discussed in the previous sec-
tion, here we examine the construction of the connected
S-matrix element of the two-body hadronic scattering in
QCD theory. Exactly solving the nonperturbative quan-
tities of QCD is, of course, a difftcult problem but it is not
necessary to see how the physical variables introduced by
the Legendre transformation appear in the obtained
scattering diagrams. The vacuum solutions may be taken
as given quantities to be determined by experiments. The
effective form of the lowest-order on-shell variation or
the wave function of hadrons can also be assumed in the
actual calculations including the mixing parameters.
Apart from these nonperturbative quantities, the scatter-
ing matrix element among hadrons is diagrammatically
expanded in a systematic way by the higher-order terms
of the on-shell expansion. In this respect, the present for-
malism will be a useful basis for the approximated nu-
merical evaluation of the high-energy hadronic scatter-
ings. The story is summarized in the following three
steps.

(i) We start from the effective action I [f]defined as in
(2.3) and (2.4):

The second term on the left-hand side of (2.40) cancels
the same contribution contained in i I [hg] S.o, if we set
the corresponding term equal to zero when we expand
I [b,g] around the stationary solution QI '=0, we can
also use the compact formula i I [b g] =T" in the actual
calculations. The inclusion of composite variables is now
straightforward as in the case of the boson field model
discussed in Ref. [5].

III. QCD

r[y]—= r[(q;q qk), (q;q q )k, (A„A„A&),(q;A„qf), (g;A„gj), (A„A„),(q;q ), (q;g )], (3.1)

where q, g, and A are the quark field, the ghost field, and the gluon field, respectively. The subscripts represent a11 the
attributes of the field including the color and the fiavor indices. The notation (0 ) implies (OI TO IO) I~0 and the exter-
nal sources J, of W[J) are assumed to have been introduced for two- and three-body channels of baryon, meson-
glueball sectors. The vacuum expectation values are first determined by the stationary requirement of the effective ac-
tion:

sr
5&q;q, qk &

sr
5&q;q qk &

sr
5(A„A A )

5r
5(q, q, )

(3.2)

The solutions for meson and glueball channels ( A„A„)' ', (q, q )' ', etc. , are expected to include the effects of chiral
and gluon condensations. For baryon and antibaryon channels we get

& q, q, qk
&"'=

& q;q, qk &"'=o .

(ii) The physical modes of the baryon, meson, and glueball are next examined by the lowest-order condition (2.9a)
which is given in the matrix form
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baryon

part
b, & qqq &' "
g( ———)(l)

which really shows that 6( P) ) ' "and b ( gz )"' are deter-
mined by the pole structure of the corresponding Green's
functions. The solutions may be written in Fourier space,

meson and

glueball part

a(aaa)'"
b, &qWq&"' =0.

a(~~)'"
a&qq &'"

a&q~)"))0

(3.3)

I (2) I (2) g( q )(l,)

I (2) I (2) g ( q )(l) (3.4)

The subscripts 1 and 2 denote the species of the ordinary
number field and the second derivative I' ' of I is as-
sumed to have been evaluated at the chosen vacuum solu-
tions. By eliminating b (1t) )"' or b, (pz)'" and by using

the identity of the Legendre transformation,

I (2) I (2) Pr(2) $y(2)
11 21 11 21

I (2) I (2) ~(2) $y(2)
12 22 12 22

we find, from (3.4) that,

[(I (2)1 (2) —lI (2)) I (2)]g(y )(l)

(3.5)

—
( gr(2) )

—lg(@ )(l)—()

[(I ( )I ( ' 'I ( ') —I (~)]g(1() )"'
( Pr(2) )

—lg( q )(l) 0

(3.6a)

(3.6b)

The subscript 0 in (3.3) means the substitution of the
selected (condensed) vacuum solutions. Because of the
assumed color confinement, the finite mass eigenvalue to
(3.3) is expected only for color-singlet combinations
~&q~qaqc& e.ac ~&q~qa& 5~~ &&»p&
o-5 &, etc., with A, 8, C and a, P denoting the color de-
grees of freedom. The mode-determining equation for
baryon channel is given in the form of the Bethe-
Salpeter-type wave equation for three quarks [7] where
b ( qqq )"' plays the role of the BS amplitude. For meson
and glueball channels Eq. (3.3) presents a set of coupled
equations. For massless quarks, only the Aavor-singlet
channels of the meson and glueball will mix with each
other. The mixing in the pseudoscalar channel is expect-
ed to be related to the U(1) problem [18].

(iii) The scattering among the physical modes in (ii) is
then determined by the higher-order terms of the on-shell
expansion. The hadron-hadron scattering amplitude is
obtained by the terms proportional to (b, (P, )"') which
are given by expanding I'[1(( )+b,1(] around the chosen
solution f( '. Let us examine a simplified case where the
physical modes are determined by the following 2X2 on-
shell condition:

=f, (p)5(p m,—)+f~(p)5(p m(—, )+

~(q, (p) &"'

=g, (p)5(p m, )+—g(, (p)5(p m(, )+—. , (3.7b)

with arbitrary functions f, (, (p) and g, (, (p). Assuming
that

and

If. l
& If I

Ig. I
& IgbI,

(3.8)

the modes a and b in (3.7) are physically identified with
the particle corresponding to the field 1 and 2, respective-
ly. In this sense, we call b, (g)(z)(p))"' the proper wave
function of the mode a (b). The S-matrix element among
the modes a's is now given as follows. On the basis of the
on-shell expansion for 6 ( g) z )"', first eliminate
b, (gz)"', for example, in order that the proper wave
function graphically appears in each external leg. Simi-
larly as in (2.19) or (2.20), C,+ and C, for the bosonic
mode a are defined from f, (p) of (3.7a) in this case. The
derivatives of (2.40) (with I' [f] of this model) are then
taken in terms of C,—to get the a-mode's scattering ma-
trix element. b(1t))"' can be eliminated instead of
b, ( 1(z )"' or both can be used without eliminating either
of them. The correct S-matrix element appears in all
cases, of course, if we take the on-shell projection corre-
sponding to the a mode.

Our interest here lies in the final step (iii) of the above
procedure.

A. ESective action

We first recapitulate the formerly derived expression of
the eff'ective action for QCD theory [7] which is necessary
for the following argument. In order to examine the
baryon and meson-glueball channels, we consider the
Legendre transformation for two- and three-body com-
posite channels. The e8'ective action with a three-body
composite variable is not so familiar in particle physics
compared with the one [19] and two-body [20] cases;
however, it is easily obtained by slightly modifying the
Legendre transformation rule given by De Dominicis and
Martin [21]. According to their approach, we write the
bare QCD action including the artificial external sources
J, (v=1,2, 3) in the form

I[V,J]—=J)(a)%(a)+ [J~(a,b)+U&(a—, b)])II(a)%(b)1

2!
(3.9)

+ [J3(a,b, c)+U3—(a, b, c)]%'(a)%(b)%(c)+ v4(a, b, c,d)%(a—)%(b)%(c)%(d),3 7 7 3 4t 4 7 7 7
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where %=[q,q, zl, rl, A]. The vertex u„(v=2, 3,4} comes from the original QCD action. For convenience, here the

external sources are introduced for all the combinations of the field up to three-body channels. The sources are as-

sumed to be antisymmetric for Grassmann components and symmetric for the others. (J /v! corresponds to J, in the
previous section. ) The generating functional &[J] is defined as in (2.1) and the variables of I are then introduced as

G„(a,b, . . . )—:v! (v —=1,2, 3) .5W[J] (3.10)
5J,(,b, . . . )

The notation 6 will be used for the connected part of 6:
Gz(a, b}= Gz—(a, b) —G, (a)G&(b), (3.11}

63(a, b, c)=63(a,b, c) g— E """
,

G—&(a)Gz(b,c)+—G, (a)G&(b)G&(c)
P(a, b, c)

(3.12)

where P(a, b, c) denotes the permutation of a, b, c and s ""is the corresponding sign factor appropriate for the
Grassmann field. Also, we introduce C3 and C3.

G 3(a, b, c)=s"—' '" "C3(a', b', c')Gz(a', a)Gz(b', b)Gz(c', c),
%(a)%(b)4(c)C3(a,b, c)=Cz(a—, b, c)%(a)%(b)%(c) .

(3.13)

(3.14)

The sign factor s ' ' '""in (3.13}is defined by

0 (a')% (b')% (c')0 (tz)% (b)% (c)=s"'b ' ""%(a')% (a)% {b')I(b)% (c')%(c) . (3.15)

Now the effective action is obtained in the form [7,21]

I'[G&, Gz, C3]—= fV[J]—g J„(a,b, .—. . )G„(a,b, . .).1
V V

=—,uz(a, b)Gz(a, b)+
,

u&(a, b, c)—G3(a,b, c)+—STr lnGz
0

+, g e ""'' ''C&(a, b, c)Gz(a, a')Gz(b, b')Gz(c, c')C3(a', b', c')—ia,
[ .,b. 1

a', b', c'
J

(3.16)

where STr denotes the supertrace [16]and a is the sum of
the possible one-, two-, and three-particle-irreducible
(1,2,3PI) vacuum diagrams constructed out of G„Gz
(propagator), C3 (three-point vertex), and the original
gluon four-point vertex iu4( A, A, A, A). By convention,
even when a graph is disconnected by cutting three inter-
nal lines, we call it three-particle irreducible provided one
and only one of the disconnected parts is a C3 vertex it-
self. Also, ~ does not include the graphs built out of a
single C& vertex [21]. Sotne of the diagrams of a are
shown in Fig. 1. Note that (qqq), (qqq), ( AAA ),
(qAq ), ( zIAzl ), ( A A ), (qq ), and (zlzz) of (3.1) corre-
spond to the De Dominicis —Martin variables G3(q, q, q, ),
G3(q, q, q ), Gz( A, A, A), G3(q, A, q), 63(zl, A, rI),
Gz( A, A ), Gz(q, q ), and Gz(zl, tl ), resPectively. In the fol-
lowing a C3 vertex will be used instead of G3 for conveni-
ence but this does not affect the obtained scattering am-
plitudes themselves. S-matrix elements are independent
of the field variables which are chosen to describe them.

Since we are only interested in two- and three-body
channels, here we neglect the variables introduced for the
elementary field V(a} in (3.16). Notice that the vacuum
solution ('l(a))' '=G', '(a) is zero and b, GI"(a) does

not exist as a physical mode because of the expected
confinement of the color degrees of freedom. As we
briefiy mentioned in case (3) of the Introduction, scatter-
ing diagrams are obtained in tree graphs made up with
proper vertices I'"' (n )2) and the propagator—(I' ') '( = W' '). Therefore, the higher-order terms
including G&(A„) derivatives of I, for example, ap-
parently vanish when the color-singlet projections are

FIG. 1. Some of the diagrams included in the x part of the
QCD effective action (3.16). A solid line denotes 8 and a wavy
line D. They are quark and the gluon full propagator under the
external sources, respectively. Each three-point vertex is given
by an appropriate component of C3(a, b, c). A four-point vertex
represents the original four-gluon vertex iU4( A, A, A, A ).
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taken for all external legs of the diagrams. The com-
ponents of G2(a, b) and C3(a, b, c) which decouple from
baryon and meson-glueball parts [ G2 ( q, q), G ( q, g ),
C, (q, q, A), etc.] are also omitted. These assumptions

correspond to the situation where the external sources
are not introduced for the corresponding channels in
(3.9). The remaining part of (3.16) is written explicitly as
below in terms of the quark, gluon, and the ghost field:

[G, , G~, C3]= ,'iDO—„'+"" iSO—S,, ib —
0,,'b, ,

4

+—, U, (A„,A„, A )+—C, (A„,A„, A ) D""D""D~~C,(A„,A, , A )

U3(q;, A„,q, )+ C3(—q;, A„,q; ) S/;D""S;, C3(qJ, A„q~)2

U, (ri, , A„,g,')+ —C, (Fi, , A„,g; ) 6,;D"'b; C, (ri,', A„ri/)
2

+ C3(q, —, q, , qk )S;;.Sj, Sk&.C3(q;,q, qk )+i TrlnS+i Trlnb,
3f

l——Tr lnD —i (corresponding terms of x ),
2

(3.17)

where we have employed the simplified notation D—:Gz(A, A), S—:Gz(q, q), and b, —:G2(g, g). The bare propagators
for gluon, quark, and ghost field are denoted by Do, So, and 60, respectively.

B. Derivation of the S-matrix element

Based on the effective action (3.17), let us consider a formal derivation of the connected S-matrix element of the
hadron-hadron scattering. The advantage of our formalism is that the nonperturbative effects are automatically taken
into account in the expansion series.

1. Meson-meson scattering

Consider the meson-meson scattering case. Expanding the left-hand side of (2.40) with the effective action (3.17)
around the vacuum solutions for each component, we find that the corresponding S-matrix elements appear in

+-

(&) ~ g (1) ~ g (1) ~ g (&)

4~ 5q 4 5q 1 Y 5q Wz 5 Pw

where the subscripts X, Y, . . . imply the components which couple to the meson and glueball channels. (The left and
right derivatives are the same in this case. ) We then pick up the terms which are proportional to the fourth order of the
proper wave functions of mesons (bS'") from (3.18). The color indices of the variation bS"' are supposed to be
selected in their singlet channel. Other degrees of freedom, such as Qavor combinations and total spin of ES"', are to
be determined when we project out the proper mode of the observed mesons. The second-order variation b,P»'' of (3.18)
is explicitly given by (2.9b) and (2.14):

e—
1 5 5W 5 5 (]) 5
2! 5Jr 5J» 5gr 51(, ' 5fb

2l

5 5W 5 5 ($) 5 (])
5Jr 5J», 54' 5&z 5&w

+—

+2I b, C, (q, q, q)"' b C (q, q, q )"'+ .
5gr 5C3(q, q, q)

' '
5C3(q, q, q) 0

(3.19)

where the notation (5/5J. 5W/5J )o is conveniently used instead of writing it as the inverse of (
—I 5/5$. 5/51()0. [Re-

call that the source J, here symbolically represents J, , Jz/2!, and J3/3! introduced in (3.9).]
The variations b,1(,'" for meson and glueball channels mix with each other in their mode-determining equation. In or-
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(3.20)

der to see the relation between the proper wave function b,S'" and the other variation b,go' with an arbitrary fixed

variable O(XS) of the meson-glueball part, we write the on-shell condition (3.3) in the form of (3.4) after eliminating

the variables except for bS'" and Ego)..

(ro);; (ro)o, s SS("
(y, ),—, (y, ),,

The derivative 5/5/x. hf(x) is then rewritten in terms of hS"'.

5 x
)D DD 7D DS

D

(3.21)

It is convenient to suppose that the mixing matrix jx s itself is also a given quantity. Combinging (3.18) with (3.19) and

(3.21), the general full order form of the S-matrix element of the meson-meson scattering is obtained as follows:

1, I- 5 " -bS(" 5 " -bS(') 5 " -bS(') 5 " -bS(')1'x,s~s
5y 7'esses 5~ }'z,s~s

5q
1'ws

+3 1-5 5 - bS() 5 - ES()1 x', S 5q 7 X",S

r

5 5W 5 5 ~ -(() 5

5J, 5J 5y„51(,.~"
0

(3.22)

Here 5/5/x, etc. , operate only on the effective action I .
Let us calculate the lowest-order term of (3.22), which produces the conventional quark-line diagrams. It is given by

keeping only i Tr lnS in (3.17). Then (3.22) becomes nonzero only for X = Y = = Y"=S. Since

(i TrlnS) = iS~k'S—(; ',
5S; 5Ski

the symbolical notation 5/5Js (5W/5Js ) can be replaced by —iS;&Sk owing to the identity (2.14) which reads, in this
IJ kl

case,

r 5 5

5S; 5S „
5 5

0 S„I SJ J
0 JS.

1J

5
W

Smn 0

r 5 5

5SkI 5S „

(3.23)Si.ski l J

The general expression (3.22) now simply becomes

(3.24)

where h(q;q )")=hS "and S' ' is the stationary solution of S. Graphically, the result is given by the quark-line dia-
gram shown in Fig. 2(a). Each line naturally represents the full propagator S' ' in our case. When we try to calculate
S' ' directly from the effective action after some approximations, not only i Tr lnS but also the remaining terms of (3.17)
should properly be taken into account, of course, for the correct estimation of the nonperturbative ground state or the
low-energy behavior of QCD.

The scattering matrix element is extracted as follows. Consider, for example, the mesons A, B and C,D in the initial
and the final states, respectively. As in the case of the bosonic model briefly discussed at the beginning of this section,
the S-matrix element is obtained by operating 5/5C„+ 5/5'+ 5/5CC 5/5CD to (3.24) with C,

—defined for the meson-
ic bound-state mode i. The result becomes

where A, B, C, or D symbolically represents the wave
function of each mesonic mode projected out from the
whole index space of b, (q,.q )"). The first three terms in
the parentheses of (3.25) are graphically shown in Figs.

2(b) —2(d). The rest are given by the same types of dia-
gram but with the propagator in the opposite direction.
They appear in equal weight with the factor 1. Each dia-
gram of Figs. 2(b) —2(d) corresponds to X, H, and Z types
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(a) (b) (c) (ii) c

7

FIG. 2. Schematic representation of the lowest-order ampli-
tude (3.24) of the meson-meson scattering (a). Each line denotes-(0)
the stationary solution S of the full quark propagator.
Mesonic wave functions A, 8, C, and D are then projected out
from the b, (qq )"'s in (a) to get the constituent rearrangement
diagrams shown in (b)—(d).

D-= = -g
QI G +

~ ~ ~

P-= 7 D-

+ l ( + )~~) +
Il

c: 1 o b-

of the CRD or quark rearrangement diagram (QRD), re-
spectively.

In the same way, the higher-order corrections to the
quark-line graphs are obtained form (3.22) by taking fur-
ther into account the remaining terms of the effective ac-
tion (3.17). The total form of (3.22) is graphically shown
in Fig. 3. I &'

& & &
and I &'

& &
parts of the dia-

gram do not have a set of internal propagators which
connects their adjacent external lines. These corrections
have already been included in the second step of the for-
malism as the interactions to make up the bound state.
Some of them are restored in the diagram through the
mixing matrix y~ z to have the proper mesonic wave

7

functions in the external legs. By the effects of such
channel mixings, not only the quark-line diagrams with
internal corrections but also other types of graphs such as
gluon loop diagrams appear in the result. Of course, it
can also be checked that the result recovers a series of
perturbative diagrams if we perturbatively use the station-
ary condition (3.2) of the effective action.

FIG. 3. The general form of the meson-meson scattering am-
plitude (3.22) and some correction diagrams for the quark line
graph (QLG) in Fig. 2(a). A set of three dotted lines indicates
the contraction of the variables in the meson-glueball channel
and is explicitly given by the possible combinations of S and—(0)
D . A three-point vertex and a wavy line denote the vacuum

(0) —(0)
solutions C, and D, respectively. The mixing matrix y" is
defined in (3.21) and the solid square represents
v3(q, A, q )+(i/2)C3 '(q, A, q) ~ The other notation is the same
as in Fig. 2.

2. Baryon-baryon scattering

Next we examine the baryon-baryon scattering dia-
grams. Here we take [Gi, Gz, G3 ] as the independent set
of the variables of I . The baryonic modes are deter-
mined by the variations b, (qqq)" I=EG3(q, q, q) and
b (q q q )"'=bG&"(q, q, q) of (3.3). The indices specify-
ing each bar yonic mode are to be projected out
from these on-shell variations. As in the previous ex-
ample, consider the terms proportional to
(&(qqq)'")'(&&qq q)"')'. Using the notation of De
Dominicis and Martin, they are extracted by the opera-
tions

—I 663"(q, q, q)4' 5G3(q, q, q) 563(q, q, q
EGs" (q, q, q) b, G3"(q, q, q) bGs" (q, q, q)

) 5G3(q, q, q) 5G3(q, q, q)

+ —;1 b G&"(q, q, q)
5Gs(q, q, q)

(3.26)

As in (3.18), the subscripts X and Y represent the variables introduced for the meson-glueball channel. By using (3.19)
with G3 instead of C3, the general form of the corresponding connected S-matrix element is then derived from (3.26) as
follows:

—I EG3"(q, q, q) EG3 '(q, q, q)
563(q, q, q)5G3(q, q, q)5G3(q, q, q)

5
b, G3"(q, q, q ) b G',"(q,q, q )

5G, (q, q, q )

5 5

5/X 5G3(q, q, q)
b,63"(q, q, q) b,63"(q, q, q)

5G3(q, q, q)

5 5W
u, sJ~

5 5

54& 563(q, q, q)
b, G3"(q, q, q) b, G3"(q, q, q)

5G3(q, q, q) 0

(3.27)

The nonzero contribution of the first term of (3.27) comes only from —ia part of (3.17) but it does not contribute to the
conventional quark-line graphs. The lowest-order contributions are obtained, on the other hand, from the second term
of (3.27)
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1 5 5

5S 5G3(q, q, q)
bG3" (q, q, q) bG3" (q, q, q)

563(q, q, q)
—r 6 5

5S 5S' o

X r bG3"(q, q, q) G3'(q, q, q)5S' 5G, (q, q, q) 5G, (q, q, q)
(3.28)

where the following part of (3.17}is considered as the effective action I:
I =i Tr lnS+ C3—(q;, qj, qk )S;; Sjj'Skk C3(q;.,qj, qk. )

3l

g ~ ~ ] ~ ]=i TrlnS — 63(—q;, qj, qk)S;,' S ' Skk G3(q;, qj, qk ) .
31

(3.29}

Combining (3.28) with (3.29), we then obtain the lowest-order contribution

S(0) —)S(0) —1S(0) —(1)S(0) —1S(0) —)S(0) —1 j( &

——— &(1)g& &(1)g&———&(1)j( &
&(1)

8 jj' kk' ri ' ir ss tt q;q qk q, q, q, (3.30)

Each set of three external points obtained by the operation 5/563(q;, qj, qk ) or 5/563(q;, qj, qk ) in (3.28) is accom-
panied by the antisymmetric unit tensor

5ijk, i'j'k' ( / ')(5ii'5jj 5kk '5ij''5ji'5kk'+

which has been absorbed into the wave-function part in (3.30):

5 jk, 'j'k'~ & q'q, 'qk &
"' =~ & q q, q. &

5 k, "ktk&q "q'qk &

Graphically the result (3.30) is shown in Fig. 4(a). The lowest-order variations in (3.30) satisfy

~&qqq &'"=&B Iqqqlo&+ &oIqqqlB &

and

j( &qqq &'"=&Blq q qlo&+&oIq q qlB &

(3.31a)

(3.31b)

with an appropriate baryonic (antibaryonic) state IB & (IB & ). So b, &qqq &" and b, &q q q &'" can directly be replaced by
the initial and the final baryonic wave functions, respectively. For instance, the S-matrix element for the two-body
baryonic scattering AB ~CD is given by

~ -&o) —
& -(o) —i -(o) —i -(o) —i -(o) —

& -(o) —
&

4
—Sjj Skk Spi Sip Szz Sii (Cijk Aij k DpziBpz i Dijk Aij k CpziBp'z'1') (3.32)

where A, B, C, and D represent the appropriate wave functions of the corresponding baryonic modes. The result corre-
sponds to X and Xd types of CRD given in Figs. 4(b) and 4(c), respectively. Of course, baryon-antibaryon scattering di-
agrams can also be derived from (3.30) in the form of H and Hd types of CRD as shown in Figs. 4(d) and 4(e).

The inclusion of the higher-order terms is now systematic by using (3.27) (see Fig. 5). The stationary condition of the
effective action is assumed for each variable in the result. By the definition of the three-particle irreducibility, the inter-
nal corrections for the legs of b G3(q, q, q ) or bG3(q, q, q ) appear when we graphically write down each term of (3.27).
The topological property of the diagram is different from the previous two-body scattering case; however, the on-shell
expansion scheme again assures a methodical inclusions of the interactions which are responsible for the necessary in-
formation of the observable quantity.

3. Baryon-meson scattering

Finally we consider the baryon-meson scattering. In the same way as in the above two examples, we concentrate on
the

(&&qq &"') b, &qqq &"'h&q q q &"'

part of I [1(+b,g], which now appears in the terms
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gq( 1 ) 2( q(1) gG(1) ( )
4' 5)ijx 50Y 5G3(q, q, q, ) 563(q, q, q )

b, 63"(q, q, q )

I gy(1) gq(1) gy(2)+ . I gq(1)
5(t'x 54 Y 50z 3' 5)tjx 56, (q, q, q)

b, G(31)(q, q, q) ~ 6(32)(q, q, q)
563(q, q, q)

31+ —;I
56 (q qq)

EG3 '(q, q, q)
563(q, q, q )

b 63"(q, q, q )

31+ —,r
5G, (q, q, q)

+ I2 5
2! 5G3(q q q)

HAGI"

(q, q, q) b G3"(q, q, q) bP~'
5G3(q, q, q)

b, G3 '(q, q, q) 563"(q q q)+ I —~Ax' ~4'Y
5G3(q, q, q)

' ' 2! 5gz 5$Y
(3.33)

The same notation X, I; and Z is employed for meson-glueball variables. We then use (3.19) and the explicit forms of
bG3 '(q, q, q) and bG3 '(q, q, q):

b, G3 '(q, q, q)=—
5J

5W
5Jqqq

21
5

563(q, q, q )

+-—

DG3" (q, q, q) Al)jx)+
563(q, q, q) 0

(3.34a)

-(2) ———
AG'3 '(q, q, q) =— 5

5Jqqq 5J
2I b, G3"(q, q, q ) b g~("+

5G3(q, q, q) 563(q, q, q) 5 x 0

(3.34b)

The symbolic notation J and J is explicitly given as J3(q, q, q)/3! and J3(q, q, q)/3! of (3.9), respectively. The
full-order connected S-matrix element of the baryon-meson scattering is now derived from (3.33) as

+-. +—

—I j -2()S") j bS"' -AG3 (q q q) bG3 (q q q)5, ~' 5&Y " 563(q, q, q)
' '

56, (q, q, q)
+——

1 5 5 ~S 5 ~S
2 5$ 5$ 5$

5 5W
5Jy 5J~

5 5

5PY 563(q, q, q)
b 63' (q, q, q)

HAGI"

(q, q, q )
563(q, q, q )

563(q, q, q ) 5pz ' 5G3(q, q, q)
+.--

X I y" -bS" bG3(q q q)
5G3(q, q, q) 5. Y

' 5G, (q, q, q)

5Jqqq

0

(3.35)

~ 3)~{0)~(0)~{0)5as
, l J5Jqqq5J I I I

q q, 'q~'

which is defined as the inverse of

5 5

5G3(q;, q, qk ) 5G3(q;, q, qk )
S S S{0)—15gskk" i "g",k", i'g'k'

0

where y is the mixing matrix defined in (3.21).
In order to derive the quark-line diagrams, (3.29) is used for the efFective action I again. In this case, we find

5 5W (3.36)

(3.37)

After a short calculation, the following simple result is obtained from (3.35):

(
g(0) —lg(0) —lg (0) —lg (0) —1S{()) —

1 + g
(0) —lg(0) —lg(0) —lg(0) —lg{0) —1

in o1 mi' jj ' kk' il mi' jn oj
' kk'

&&&(q;q, qk )"'&(q; q,'q),. )'"&(q{q )'"&(q„q,)"', (3.38)

which is graphically represented in Fig. 6(a). Consider the baryon-meson scattering B,M, ~B2M2, for example. Then

the connected S matrix element is symbolically written as in the previous cases as

2
—S,'„' S,') ' 'Sm, ' Sj~)~' S)I, ' (B2){~k(B,),'~'k. j (Ml ){m (M2)„0+(M2 ))m (Ml )„g j
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B2 B2

- i3

QI'G +

--=Q
+ "I~I

+ ~ ~ ~

B, Bl B, B,

FIG. 4. Graphical representation of the lowest-order ampli-
tude (3.30) of the two-body baryonic scattering [graph (a)].
Similar notations have been employed as in Fig. 2. The quark-
line graphs for baryon-baryon and baryon-antibaryon scattering
amplitudes are schematically shown in (b), (c) and (d), (e), re-
spectively.

Ql G + + I~i" +
= w

l~
I

+

+ ~ ~ ~

FIG. 5. The general form of the two-body baryonic scatter-
ing amplitude (3.27) and some correction diagrams for the
quark-line graph (QLG) in Fig. 4(a). The notations are the
same as in Figs. 3 and 4.

FIG. 7. Schematical representation of the baryon-meson
scattering amplitude (3.35) and some correction diagrams for
the quark-line graphs in Fig. 6(a). The notation is the same as
in the previous cases.

The first term of (3.39) is graphically shown in Figs. 6(b)
and 6(c) and the second term in Fig. 6(d). The scattering
diagrams in Figs. 6(b) —6(d) correspond to H, X, and Z
types of CRD, respectively. Here again the higher-order
terms can be derived step by step from (3.35). Some of
the diagrams are schematically shown in Fig. 7.

Recall that the above-obtained results are all represent-
ed by the nontrivial variables defined through the Legen-
dre transformation —the full propagators and the dressed
three-point vertices in this case. The reconstruction of
the scattering diagrams in terms of these variables leads
to the important topological property of two- and three-
particle irreducibility and this is essential for the study of
the nonperturbative aspects of QCD. Only by using the
intuitive graphical approach, may it be diScult to include
the nonperturbative quantities into the scattering dia-
grams. Compared with the conventional diagrammatical
approach, the present method is suitable to clarify the
problem since the nontrivial changes of the variables are
completed at the first stage of formalism, i.e., by the
Legendre transformation. It is particularly convenient
when we examine various channels through many
different variables in general. By using the on-shell ex-
pansion of the effective action, we can count up the in-
teractions responsible for the necessary information
unambiguously.

(a} (b} B ~ (c} ('} B,

IV. DISCUSSIONS:
CONFINEMENT AND STRING PICTURE

B,

FIG. 6. Graphical representation of (3.38) [graph (a)] and
(3.39) [graphs (b)—(d)] for the baryon-meson scattering case.
The same notation is employed as in the previous examples.

We have discussed in a formal way how to get the
correct two-body scattering amplitudes of hadronic sys-
tem based on QCD theory. Since, however, QCD is not
solved at present, all the essential nonperturbative pa-
rameters are left undetermined, or they can be regarded
as phenomenological parameters and are fitted by using
the experimental data.

The essential ingredient of QCD is the color
confinement where any colored state, such as a single
quark state, is not observed as a physical entity. In our
paper, we took the fact as granted and the color-singlet
channels are discussed. But the quark confinement itself
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is discussed in our formalism as follows.
We recover in (3.16) the elementary quark field as G,

and calculate I as a function of Gi(q)=(q) and
G, (q)=(q). Then the excitation spectrum in the quark
channel is given by solving the on-shell equation of the
form

(4.1)

Now there are two possibilities. If we take the pertur-
bative vacuum and evaluate ( )o of (4.1) in terms of
this state, then the perturbative quark state appears as a
solution to (4.1). If, however, the correct condensed vac-
uum is chosen, a confining solution may be obtained.
From experiences with two-dimensional QCD in the
large-N limit [22,23], there are two cases for confinement.
The first case is that (4.1) has only a trivial solution
b (q )'"=0 which corresponds to the case of a direct in-
frared cutoff [22] leading to an infinite quark mass. The
second one [23] is that Eq. (4.1) has a nontrivial solution
but the scattering involving quarks is completely separat-
ed from hadronic scattering; quarks are not produced by
scattering among hadrons. This happens when one takes

the principal part regularization for infrared singularity.
In both cases we are allowed to leave aside all the quark
sectors as has been done in the previous sections.

If, further, confinement is correctly described by the
vortex of a color-electric field, then the meson wave func-
tion h(qq )"', for example, has a shape corresponding to
this vortex structure. The scattering amplitudes which
are the coefficients of (b, (qq )"') in our on-shell expan-
sion have the characteristic form due to the presence of a
vortex. In terms of the action functional, this is idealized
as a sheet which represents the space-time evolution of
the scattering process —the string picture. All the above
stories are not proved in the continuum QCD up to now
but our formalism provides rigorous expressions that
have to be used for the hadronic scattering realized upon
the condensed vacuum.

The application of our formalism to two-dimensional
@CD in the large-N limit will be an interesting subject.
Here explicit calculations are possible and we can see
how our on-shell expansion scheme works and can con-
struct a concrete expression for the generating functional
of the "hadronic" observable quantities. The subject is
under investigation and the results will be published in a
separate paper.
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