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Vacuum initial data, singularities, and cosmic censorship
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The formation of a naked singularity in a vacuum, asymptotically flat spacetime would be a clear
violation of cosmic censorship. We find initial value solutions to Einstein's field equations that may lead

to this behavior. We construct two families of asymptotically flat, axisymmetric vacuum solutions at a
moment of time symmetry. The limiting members of these families are singular. Our first family

represents a linear string of Schwarzschild black holes. We study the divergence of the gravitational ti-

dal field outside the holes as their number along the string is increased. Our second family consists of
prolate Brill gravitational wave packets. We examine the tidal field strength as the characteristic width

of the wave is reduced towards zero. In both cases we find that configurations can be constructed with

arbitrarily large fields that are not clothed by apparent horizons. These configurations are characterized

by long, prolate concentrations of mass energy. We analyze our results in the context of the hoop con-

jecture.

PACS number(s}: 04.20.Cv, 04.30.+x, 97.60.Lf

I. INTRODUCTION

Recently, several examples of asymptotically fiat space-
tirnes that may violate cosmic censorship have been
found using numerical relativity simulations.
Specifically, Shapiro and Teukolsky [l] have considered
the collapse of nonrotating, axisymmetric spheroids of
collisionless particles to prolate spindles. They find cases
in which the tidal gravitational field diverges without the
appearance of an apparent horizon. In a follow-up study
[2], they found similar candidates in counter-rotating
prolate configurations with sufficiently small rotation.
An intriguing feature of these solutions, distinguishing
them from naked singularities in spherical symmetry [3],
is that the gravitational tidal field appears to diverge
most quickly in the vacuum region just outside the
matter.

One important question raised by these simulations is
whether cosmic censorship is sensitive to the properties
of matter, beyond the usual energy conditions. Although
the singularities found in prolate collapse may be due to
the use of a collisionless rnatter source, it is possible that
nonlinear vacuum gravity plays an important role. Re-
cently, Apostolatos and Thorne [4] have shown that even
an infinitesimal amount of counter-rotation halts the col-
lapse of injYnite dust cylinders. These authors suggest
that the key difference between their case and that of
axisymmetric spheroidal collapse may be that nonlinear
effects outside the matter, triggered by strong fields at the
pointed ends of the spindles, might lead to the formation
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of singularities. A possibly simpler explanation is that
the effective potential for the matter motion in the finite
case may be sufficiently weaker than in the infinite case
that it cannot halt collapse in certain situations. In any
event, a very compelling case that cosmic censorship
could indeed be violated would be the formation of a
naked singularity in an asymptotically Aat, vacuum
spacetime. The appearance of a singularity in the vacu-
um exterior to a prolate matter spindle suggests that such
spacetimes might exist. Most significantly, a vacuum
spacetime with a naked singularity could not be ruled out
by dismissing the physical reality of a particular type of
matter as a source in general relativity.

How does one decide what types of vacuum solutions
will be likely candidates for cosmic censorship violation?
Interestingly, the existence or nonexistence of apparent
horizons in the evolutions of collisionless rnatter
spheriods agrees well with the criteria set forth by
Thorne [5] in his "hoop conjecture. " The hoop conjec-
ture states that a horizon will exist if and only if a mass
M is contained in a compact region with circumference C
satisfying in every direction C (4aM. The evolution re-
sults of Ref. [l] were foreshadowed by a study [6] of se-

quences of momentarily static collisionless matter
spheriods. This analytic work yielded results consistent
with the hoop conjecture, motivating (and providing
time-symmetric initial data for) the evolution calcula-
tions. In much the same spirit, this paper presents two
different families of momentarily static vacuum
configurations which exhibit qualitative behavior also
seemingly consistent with the hoop conjecture.

Our first example involves a linear configuration of
equally (coordinate) spaced black holes spanning a fixed

coordinate length. We increase the number of black
holes in the row to very large values while keeping the to-
tal mass constant and study the behavior of the gravita-
tional tidal field. We also explore the existence of a com-
mon apparent horizon, encompassing all of the holes, as
the length of the row is varied. Although unrealistic, this
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example represents an intriguing vacuum analogue to the
collapse of collisionless matter to a prolate spindle [7].
We find that the gravitational tidal field (measured by a
Riemann invariant) diverges just outside the first and last
holes as the number of holes is increased. This occurs
without the formation of a common apparent horizon if
the string of black holes is long enough. The cutoff
length for the existence of a common apparent horizon is
consistent with the hoop conjecture.

Our second example involves spacetimes consisting of
axisymmetric gravitational wave packets parametrized by
an amplitude, a characteristic width, and a characteristic
length. Sequences of time-symmetric, asymptotically flat
data are constructed with a fixed characteristic length
where the width is decreased while the amplitude is ad-
justed in order to keep the total mass constant. We ex-
amine the divergence properties of the gravitational tidal
field as the width of the packet is reduced to zero. We
also search for apparent horizons while varying the
characteristic length of the packet. These sequences of
time-symmetric slices represent a first approximation to
the real, time-dependent collapse of extremely prolate
gravitational wave packets. Some of our solutions should
provide interesting initial data for future numerical evo-
lutions. Accurate calculations of this sort will probably
require an axisymmetric numerical relativity code with
cylindrical coordinate topology (such as that used in our
initial-data sequences). Briefiy stated, our calculations in-
dicate that for any arbitrarily large value of the tidal
gravitational field one can always find a sufficiently long
wave packet that the tidal field attains the desired
strength in a region unclothed by an apparent horizon. If
analogous vacuum singularities can be formed dynami-
cally in a full evolution simulation, serious questions will
be raised about the validity of cosmic censorship.

It is important to mention the possibility that event
horizons may clothe the singularities in all the examples
mentioned to this point even if apparent horizons do not
appear on the spatial slices considered. Even in the
dynamical calculations [1,2], the singularities may in
principle be clothed by event horizons. However, the
singularities arise and the simulations are forced to ter-
minate before any apparent horizons appear on the maxi-
mal spatial slices used. Wald and Iyer [8] recently have
demonstrated that Schwarzschild spacetime can be foliat-
ed with slices that come arbitrarily close to the singulari-
ty without trapped surfaces existing in any of the slices.
Their analysis serves as a reminder that the absence of
apparent horizons does not imply the absence of event
horizons (though the converse is true assuming cosmic
censorship). Since the examples in this paper are on ini-
tial time slices, we are restricted to searching for ap-
parent horizons only. Ultimately, a definitive case for
any violation of cosmic censorship will require time-
dependent simulations with a variety of time-slicing con-
ditions.

The plan of this paper is as follows: In Sec. II we
present details of our many black-hole configurations.
First, in Sec. II A we outline the basic equations. Next,
in Sec. II B we summarize our numerical results. Similar-
ly, in Sec. IIIA we review the basic equations for our

Brill wave packets, while in Sec. III 8 we describe our nu-

merical method, and in Sec. III C we present our numeri-

cal solutions and analysis.

II. MANY-BLACK-HOLE INITIAL DATA

In this section we consider linear strings of
Schwarzschild black holes on a time-symmetric spacelike
hypersurface. The black holes are spaced equally (in
terms of coordinate distance) within a fixed coordinate
length L. For fixed L and fixed total mass M=1, we
study the properties of a sequence of configurations of
black holes in which the number N of black holes is in-

creased to N =1000. In this large-N limit, we see the fol-
lowing limiting behavior: For strings with L 1.4, where
L is measured in units of total mass, there exists a con-
nected component of the apparent horizon which en-
closes the entire configuration of black holes (a common
apparent horizon). However, if L ~1.5, we do not find
such a common apparent horizon, but only disjoint mar-
ginally outer-trapped surfaces (see Ref. [9] for definitions)
surrounding each individual mass point. Moreover, just
outside these disjoint horizons, the gravitational tidal
field diverges with N.

As shown in Ref. [10], for two black holes on a time-
symmetric hypersurface, one can find up to four margin-
ally outer-trapped surfaces (if the black holes are
suSciently close to each other): one enclosing each mass
point and the other two enclosing both masses (see Fig. 1

of Ref. [10]). We call the disjoint marginally outer-
trapped surfaces which each enclose a single point mass
disjoint apparent horizons (although, strictly, they are
only apparent horizons in the absence of a marginally
outer-trapped surface farther out). If a common ap-
parent horizon exists, in addition to the disjoint apparent
horizons, one can find other marginally outer-trapped
surfaces (e.g., for N=3, L =1, one can find a total of 11
marginally outer-trapped surfaces). However, if a com-
mon apparent horizon does not exist, the only marginally
outer-trapped surfaces are the disjoint apparent horizons.

For a given configuration, we are interested in finding
the common apparent horizon (if it exists), the disjoint
apparent horizons, and extrema of the gravitational tidal
field. In addition, in order to test our results against the
hoop conjecture, we calculate various circumferences of
the configuration. For fixed L and M, the number N of
black holes is increased to a large number and the limit-
ing behavior is noted. It is in this large-N limit that we
find regions in which the gravitational tidal field diverges.
However, these regions are not hidden by any apparent
horizon when the string of black holes is sufficiently long.

A. Basic equations

The problem of locating marginally outer-trapped sur-
faces around multiple black holes at a moment of time
symmetry is a straightforward generalization of the situa-
tion found for two black holes. The latter case has been
investigated previously in Refs. [10] and [11] (and refer-
ences therein). We summarize the basic method below.
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A metric representing N point masses of mass m„at
arbitrary spatial points r„at a moment of time symmetry
can be written [13] [in cylindrical coordinates (p, P,z ) ]

ds =0'~(dp +dz +p dg2),

where, in geometrized units 6 =c = 1,

(2. 1)

n=N m
q7~ = 1+

n=1 n

(2.2)

with R„=r—r„, for reference point r. When convenient,
we will drop the subscript N on 4N and write %. For
linear configurations of N black holes of total mass M = 1

spaced evenly throughout a fixed coordinate length L
along the z axis centered about the origin, we take
m„= 1/N and the source points r„ to be

L n —1r =z= ——+L n=1. . . N.n (2.3)

All quantities will be expressed in units of total mass M,
As discussed in Refs. [10] and [12] (and references

therein), the apparent horizon in a time-symmetric hyper-
surface is an external surface. The area of a candidate
two-surface is proportional to the integral of ds, where ds
is given by

s =p q7 (dz +dp ) (2.4)

Consequently, one sees that finding extremal surfaces is
equivalent to finding the geodesics of the metric (2.4).
Let us parametrize the two-surface by A, so that z =z(A, )

and p=p(A, ) and introduce a variable a defined by

dz i 4 dp i 4

dk dA,
=p 4 cosa, =p 4 sina . (2.5)

Note that a can be interpreted as the direction of the tra-
jectory (p, z). Then the geodesic equations for the metric
(2.4) can be written as the following three first-order ordi-
nary di5'erential equations in the variables p, zp, and
ap [11]:

d( ')
dA,

=2%' sina,

d(zp')
dk (p cosa+2z sina},

d(ap )
[ cosa(1+4p+ q7 ')

(2.6)

+2sina(a —2pq7, q7 ')] .

A path (z(A, ),p(A, ) } is a marginally outer-trapped surface
if it satisfies (2.6}, starts at A, =O on the axis, and is such
that p(0) =p(AF ) =0 and z(0) =z(A~) =0, where AF is the
value of A, where the path again intersects the axis.

As pointed out in Refs. [10] and [12], the system (2.6)
must be solved numerically. We use a high-precision
Runge-Kutta integrator. We start with initial conditions
p(0)= 10 ', a(0) =sr/2, and iterate z(0) until a margin-
ally outer-trapped surface is found. The location of the
surface can be specified by zo, the coordinate value where

I=' 'R ' 'R =8' 'R;. ' 'R'
aPyb

—192% "% 4' % 0 J—192%
7J 7V

+32%
7

(2.7a)

(2.7b)

where Greek indices run from 0 to 3, Latin indices run
from 1 to 3, and summation is understood. In particular,
we find the value and location ofI,„,the maximum of I.

To relate our results to Thorne's hoop conjecture, we

compute the equatorial and polar circumferences of the
common apparent horizon, as well as its surface area,

the surface intersects the z axis. As a check on our rou-
tine, we reproduce Fig. 1 of Ref. [10], and for N= 1 we
find zo=0. 500. (Recall that the Schwarzschild radius in
isotropic coordinates is at 0.5M. )

One way to locate the common apparent horizon is to
start with an initial guess of z(0) »L/2 and integrate
Eqs. (2.6) to z =0. The common apparent horizon occurs
when p~, 0=0, where =dldA, . For a given iteration,
then, the sign of p~, =o determines the value of z(0) for
the next iteration. Numerically, we zoom in until

~p~ &10 when ~z~ &10 . If p~, 0 remains positive for
all z(0), there is no common apparent horizon; if it
changes sign and becomes negative, a common horizon is
present. In practice, one has to be reasonably careful in
concluding that a common apparent horizon does not ex-
ist. We use the following numerical criteria: Starting at
large z(0)))L/2, we step in with step sizes of &10
carefully watching the behavior of p ~, o. If
p~, o& 10 ', the step size is decreased by a factor of 10
and the region in question is stepped through again. If
p~, o falls below 10, the step size is again decreased by
a factor of 10 or more. Ifp~, 0 remains positive for all of
the initial specifications of z(0) up to zDH, the location
where the disjoint apparent horizon around the 1Vth body
crosses the z axis, we conclude that there is no common
apparent horizon for this configuration. (For certain
configurations, e.g. , N=25, L=1.4, p~, 0 becomes as
small as —10 ', but even with a step size of 10,p~,
remains positive. )

Disjoint apparent horizons are found using a slightly
different algorithm: Starting with p(0) =10 ' and
a(0)=n/2 and an initial guess z(0), integrate to z„,
where zn is the coordinate position of the nth black hole
(around which we are looking for a disjoint apparent hor-
izon). At z„, record the value of p and call it p„&. Con-
tinue integrating until the curve reverses direction and z„
is reached again. Call the corresponding value of p, p„2.
The disjoint apparent horizon occurs when

~p„,
—

p„z~ =0. For a given iteration, the sign of
(p„,—p„2) helps determine an improved value of z(0) for
the next iteration. Numerically, we zoom in until

~p„,
—

p„2~ &10 when ~z
—z„~ &10

In addition to finding the apparent horizons for each
configuration, we want to investigate the tidal gravita-
tional field. Accordingly, we calculate the Riemann in-

variant I=' 'R
&

s' 'R ~r . For time symmetry (i.e.,
zero extrinsic curvature E;, =0), I (in vacuum) is given,

in Cartesian coordinates, by
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@AH

2m.(2M) 2
(2.8)

@AH gl — 2 2
po1 1 p zo 2 dp dz

2m(2M) m. "x=o dA, di,
(2.9)

1 z=o
@4 dp dz d~ 1~~l

4'(2M) 4 xo dA, dA, 4P

(2.10)

where the last equality follows from (2.4). As a test, for
N=l we find C, /4mM=1. 000, C,&/4m. M=1.000,
and A/16m. M = 1.000.

To gauge the hoop conjecture, we calculate the proper
lengths of geodesics of various orientations of the metric
(2.1) that enclose the entire configuration. We find the
geodesics that give the minimum proper lengths for both
polar and latitudinal orientations. We refer to these geo-
desics as "minimal geodesics" and the corresponding cir-
cumferences C '" as "minimal circumferences. " The
minimal latitudinal geodesic will be a circle in the (p, P)
plane. Note that the minimal latitudinal geodesic need
not occur in the equatorial z =0 plane: For example, for
Neven, the minimal geodesic in the z=0plane, C&«",
is zero, which clearly does not correspond to a geodesic
that "encloses the entire configuration. " Thus, to locate
the minimal latitudinal geodesic, we must find the
minimal circumference C&,I"~,=—,'4~Mp%'~, [cf. Eq.
(2.8)] associated with z coordinates between 0 and L/2
and choose the largest. In practice, we find that C«,

'"

occurs for N odd at z =0 and for N even at z =zz&2,' i.e.,
the minimal latitudinal geodesic essentially occurs in the
z=0 plane, and so we write (for consistency of notation)
C~q" instead of C&„'". As a test, for N= 1, we find that
C„'"/4~M =1.000 at z =0.

The minimum longitudinal or polar circumference
C~,'i" can be taken to be a geodesic of the metric (2.1) that
lies in the /=const plane. To determine C~,'&", one solves
the geodesic equations of (2.1), which we write [in analo-
gy with Eqs. (2.6)]

B. Discussion
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We have extensively investigated the properties of
linear configurations of black holes with coordinate
lengths in the range 1 ~L ~2 with the number of black
holes in the range 2 ~ N 1000. In addition, con-
figurations with lengths of up to L =8 and with up to
N=10 black holes have been probed less intensively.
We search for common apparent horizons, disjoint ap-
parent horizons around the Nth point mass, minimal cir-
cumferences, and maxima of the gravitational tidal field.
Of particular interest is the limiting behavior of these pa-
rameters as N becomes large. Illustrated in Fig. 1 are
representative configurations with the common and dis-
joint apparent horizons and the minimal circumferences
drawn in. Note the small variations in the location of the

dp
dA,

sina,
0 0,2

IiIIIIIII"
.4t.6 .8 1

L=1

0
0

I I I I IIi

.4.6t8 1

L=1.5
dz "cosa, (2.11)

da =2% (4 cosa —~', sina),

with initial conditions p(0) =0, varying z(0) and a(0) un-
til the solution that gives the minimum value of the
right-hand side of (2.9) is found Numeri. cally, we zoom
in until the circumferences associated with consecutive
iterations differ by less than 10 . We find that (up to
our numerical accuracy) C~,'&" corresponds to the initial
choice of a(0)=n/2. Moreover, equivalent values of
C~g (up to numerical accuracy) are obtained using the al-
gorithm described above to locate common apparent hor-
izons. For N=1, we find Spy] /4~M=1. 000 at a=a/2.

FIG. 1. Representative sample of black-hole configurations.
Strings of N=3, 5, 10, and 1000 black holes are distributed
evenly throughout coordinate lengths of L =1 (first column) and
L =1.5 (second column). The horizontal axis is the positive z
direction, and the vertical axis is the p direction. The solid lines
show marginally outer-trapped surfaces, and the dotted lines
show minimal polar circumferences. Surrounding individual
point masses are disjoint apparent horizons (although they are
too small to appear in the figure for N = 1000). For
configurations with L 1.4, there is also a common apparent
horizon whenever N ~ a few. (For L =1 we find common ap-
parent horizons when N ~ 3. ) For configurations with L ~ 1 ~ 5,
however, we do not find common apparent horizons for any N
up to 1000. The arrows indicate the location of I,„(which al-
ways lies outside the disjoint apparent horizon, although the
resolution of the picture is not fine enough to show this) ~
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apparent horizons, minimal circumferences, and I,„as
N changes from 10 to 1000. The values of some of the
calculated parameters for strings of N=1000 black holes
are tabulated in Table I.

In the limit as N ~~, the sum defining %'&,

1 ~ 5

1.4—

L=1.4

L= 1.3

1.5

1.4

1.3
n.

1.2

I

I

I

r

f
I

~ t ~
J

f ~ I

f
1 I I

]
I I

1.=3.0

L=2.5

L=2.0

n=N
%'~ = 1+ 1

2N [ + ( — )2]'~2
(2.12)

I I: I i I i I I I I I

0 200 400 600 800 1000

L=1.5
L= 1.4 —'

L= 1.0

0 200 400 600 800 1000

[cf. Eq. (2.2)], with z„given by Eq. (2.3), converges.
Indeed, the limit V„=lim~ „%z can be shown (using a
Euler-Maclaurin formula) to be equivalent to the poten-
tial obtained by considering a (time-symmetric) uniform
finite line "mass distribution" of length L and constant
mass density I /L:

lim 4&=1+ f dz'1 L/2 1

2L z, n —[p +(z —z')]ii~

1 z+L /2+ [p +(z+L /2) ]'= 1+ ln
2L z L /2+—[p +(z L/2—) ] ~2

(2.13)

This is, in fact, in complete analogy with the electrostatic
potential for a finite line of uniform charge density (the
case of a finite line of uniform mass density was investi-
gated in Ref. [14]). We expect to see this limiting behav-
ior in our large-N sequences. The rate at which the pa-
rameters approach a limiting value is illustrated in Fig. 2
for the particular case of C~,~. Similar rates of conver-
gence are exhibited by most of the other parameters.

As noted in Refs. [10] and [12] (and references therein),
for two black-hole configurations there is a critical length
L, such that if L ~ L, , there exists a common ap-

N=2 N=2
parent horizon, while if L )L, there does not. In Ref.

N=2

[12] it was found that L, -0.77 (in our units). Refer-

ring to Table I, for N=3, we find that 1 L, &1.1; for
N=3

N=4, we find 1.1 ~L, & 1.2, . . . ; and for
N=4

N

FIG. 2. Polar circumference of the common apparent hor-
izon (left) and of the minimal circumference (right) is plotted as
a function of the number of black holes N for various string
lengths I.. As N becomes large, C'p,

&
approaches a limiting

value. The open half circles indicate the values obtained in the
N~~ limit. The values of C„,~ and C„,'~" for N=1000 are
recorded in Table I.

N=9, 10, . . . , 26, we find 1.4~L, &1.5. Howev-
N=9, . . . , 26

er, for L ~ 1.5, we do not find a common apparent hor-
izon for any N (up to N= 1000 or in the limit as N ~ ao ).
Hence the critical length for N) 26, L, , lies in the

N&26

range 1.4&L, & 1.5. Strings of black holes of coordi-
N&26

nate length 1.5 or longer are not enclosed by a common
apparent horizon.

The existence or nonexistence of a common apparent
horizon is qualitatively consistent with Thorne's hoop
conjecture. Referring to Table I and Fig. 2, one sees that
if any minimal circumference 8 '" associated with a
string of black holes obeys C '"/4m M - 1.116, the
configuration will be surrounded by a common apparent
horizon. However, if the corresponding circumference is
such that C '"/4~M~1. 129, the configuration will not
be enclosed by a common apparent horizon: One ob-
serves a marked cutoff in the minimal circumferences of
strings having a common apparent horizon as compared
with strings that do not.

TABLE I. Properties of strings of N = 1000 black holes are given. We list the coordinate length L of
the configuration and whether or not it is surrounded by a common apparent horizon. (We have

checked up to N= 1000 as well as the N ~ (x) limit. ) Also given are the equatorial and polar circumfer-
ences of the common apparent horizon (if it exists) as well as its surface area, and the minimum equa-
torial and polar circumferences surrounding the string. In the last two columns, we list the value of the
maximum of the Riemann invariant I,„and the coordinate separation between the location of I,„
and the location of the disjoint apparent horizon around the Nth black hole.

Apparent C q'"/4aM ~max /M
L/M horizon. Ceq /471M Cpo& /47TM A/1677'M (N =1001) C o& /4~M Imax/M zDH/M

1

1.1
1.2
1.3
1.4

1 ' 5
1.6
1.7
2

yes (N~3)
yes (N~4)
yes (N~5)
yes (N~9)
yes(N ~ 26)

no
no
no
no

0.853
0.823
0.789
0.747
0.691

1.095
1.121
1.154
1.200
1.279

0.994
0.991
0.987
0.981
0.972

0.007 78
0.007 16
0.006 64
0.006 21
0.005 84

0.005 52
0.005 23
0.004 99
0.004 39

1.067
1.079
1.091
1.103
1.116

1.129
1.142
1.156
1.198

1.50x 10
2.02 x 10
2.63x10'
3.34x10'
4.16X 10

5.07x10'
6.08x10'
7.12x10'
1.11x10"

5�x1-'

05�x1-'

6x10-'
6x10-'
6x10-'

6X 10
6x 10
6x�1-'
06x�-'
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Finally, we note the behavior of the gravitational tidal
field as measured by the Riemann invariant I defined in
Eq. (2.7b). For a given configuration, I peaks sharply on
the z axis at a coordinate location of z KL/2 (and
z 5 L—/2). We denote the value of this maximum by

Im,„and its coordinate value by z,„. The rate at whichI,„ increases as a function of increasing N is seen in Fig.
3: As N becomes large, I,„diverges. For example, for a
single black hole of mass M, the maximum of I outside
the apparent horizon is Il„oos~=0. 75 (in units of
M ), whereas for a string of 1000 black holes with total
mass M and with, say, L =1.5, I,„-SX10. Addition-
ally, for specified N, Im,„ increases in value as L becomes
larger. Moreover, for all configurations investigated,I,„occurs just outside the disjoint apparent horizon of
the Nth black hole (cf. Table I). Although z,„and the
coordinate location where the disjoint apparent horizon
of the Nth black hole intersects the axis, zDH, differ by
only z,„—zDH-5X10, this is within our numerical
accuracy (which is here —61X 10 ). For strings of
black holes of lengths L 1.5, this singularity is not hid-
den by a common apparent horizon.

It is interesting to compare these results with those ob-
tained by Shapiro and Teukolsky [2] for the collapse of
prolate spheroids of collisionless matter to form spindles.
For sequences of black-hole strings, the tidal gravitation-
al field diverges at the ends of the strings, just outside the
last black hole. Similarly, in the prolate collapse, it is at
the holes of the prolate spindle, in the vacuum region just
outside the matter, where the gravitational tidal field ap-
pears to diverge most rapidly. In each of these cases,
sufficiently elongated configurations can be found in
which these regions of diverging gravitational tidal field
are not enclosed by apparent horizons. In prolate
spheroid collapse, it is always possible that these singu-

larities are due to the choice of collisionless matter.
However, since we obtain similar behavior for prolate
vacuum time-symmetric sequences, it seems more likely
that this behavior is due to a fundamental property of
general relativity itself.

III. BRILL WAVE INITIAL DATA

Axisymmetric, pure-wave spacetimes are the simplest
asymptotically Hat generalization of the Einstein-Rosen
infinite cylindrical waves [15]. These gravitational waves
have been considered previously in a number of contexts.
Brill [16] used the time-symmetric solution of Weber and
Wheeler [17] to explore the energy of an initial-data slice
in general relativity. Eppley [18] numerically solved the
initial-value problem for such waves and probed for ap-
parent horizons. Numerical evolutions of quadrupolar
axisymmetric waves (both initially time symmetric and
time asymmetric) have been performed [1,19], and in
these cases the imploding wave either passes through it-
self at the origin (perhaps interacting nonlinearly) or
forms a black hole. Recently, Beig and 0 Murchadha
[20] have shown that certain (nonsingular) sequences of
time-symmetric, vacuum, asymptotically fiat initial data
contain trapped surfaces when the field approaches the
strong-field limit of general relativity. Here we explicitly
construct vacuum initial-data sequences that do not have
apparent horizons even as the field strength increases
without bound.

dl =P [e "(dp +dz )+p dP ], (3.1)

A. Basic equations

Following Brill [16], we assume a spatial line element
of the form

10

8

62
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appropriate for nonrotating spacetimes. The metric vari-
ables are the conformal factor g and a function represent-
ing the transverse field g. This gauge is often referred to
as quasi-isotropic because the Schwarzschild solution (in
spherical coordinates) written in this gauge takes its iso-
tropic coordinate form. At a moment of time symmetry
(E; =0), the vacuum Hamiltonian constraint in axisym-
metry becomes [16]

a'@ 1 ay a'@ 1 a'~ a'~
ap' p ap az' 4 BP2 az2

1 1.5 2
&ogio(N)

2.5 3
(3.2)

FIG. 3. Maximum of the Riemann invariant I (in units of
M ) on the z axis at z) L/2 is plotted as a function of the
number of black holes in the string for various string lengths.
The solid lines correspond to string lengths L ~ 1.4 for which
there is a common apparent horizon. The dashed lines corre-
spond to string lengths L ~ 1.5 for which a common apparent
horizon could not be found. Data are shown for string lengths
of, from bottom to top, L =1, 1.4, 2, 4, and 8. For fixed L, as
the number of black holes in the string is increased, I,„ in-
creases. For fixed N, as L increases, the corresponding value ofI,„ increases.

2 2

g= Ap exp —
2

+
i'

(3.3)

where the constants A, and A,, are characteristic wave-
lengths. This function satisfies the regularity conditions
on the axis:

where 5 is the Rat-space, three-dimensional Laplacian.
We choose a simple functional form for the

transverse-field function g that allows for very nonspheri-
cal, axisymmetric, equatorial phase-symmetric w'ave
packets:
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g=0 and g =0 at p=0 . (3.4)

The function g clearly falls off faster than r at large
spherical radius r and thus satisfies the asymptotic flat-
ness requirement.

The inner boundary conditions on the conforrnal factor
are regularity on the axis,

=0 at p=O,

and reflection symmetry on the equator,

$,=0 at z=O.

(3.5)

(3.6)

At large radius the conformal factor takes a form dictat-
ed by asymptotic flatness,

M)=1+ +
2T

(3.7)

where M is the interior mass. This requirement can be
enforced as a Robin condition without reference to M:

BQ g —1

3r
(3.8)

1

y
Bing Bing

2m Bp Bz
(3 9)

where d V =2~p dp dz. Equivalently, we can compute the
Arnowitt-Deser-Misner (ADM) mass [21], using Gauss'
law to rewrite it as a volume integral:

(3.10)

where the second form is obtained using Eq. (3.2). Be-
cause of the rapid falloff of the transverse part of the field
mentioned above the three mass indicators in Eqs. (3.7),
(3.9), and (3.10) should all yield the mass of the slice when
evaluated at large radius. As a measure of the strength of
the tidal gravitational field, we compute an invariant of
the Riemann tensor [see Eq. (2.7a) for the general form].
To avoid algebraic and coding errors, we used a symbolic
manipulation package [22] on the pure-wave metric (3.1).

B. Numerical method

Standard second-order finite-difference schemes that
automatically enforce regularity at the axis are used for
the numerical solution of the (linear) Hamiltonian con-
straint equation (3.2). Typically, we used cylindrical-
coordinate numerical grids with 140 zones in both the p
and z directions. The innermost grid zone in each direc-
tion was placed at a small fraction of the corresponding
characteristic wavelength. The remaining zones in each
direction were geometrically spaced to the outer bound-

Given g, one solves the Hamiltonian constraint (3.2)
for 1( subject to the above boundary conditions. From
this solution the total mass M can be computed using
Brill s [16]original explicitly positive-definite expression

Ms = J dV(V in/)
2m

'2

ary, normally placed at 150M. For improved accuracy in
computing integrals, we generate the grid in terms of the
variable x =p rather than p so that m dx dz, the coordi-
nate volume element, locally has slow variation.

Our initial-data sequences are generated as follows.
Starting with equal characteristic wavelengths A,, and A. ,
we choose a value for the amplitude A, solve the Hamil-
tonian constraint Eq. (3.2), and compute the ADM mass.
We then vary the value of A, solve Eq. (3.2), and com-
pute the mass until it converges to the desired value,
M=1. Bisection is used to find the appropriate ampli-
tude (to a fractional precision of 10 ) that yields M= l.
We then compute the invariant I at each grid point. The
characteristic width A, is then reduced by a small frac-
tion, and the process is repeated until an entire prolate se-
quence of wave packets is generated. A similar method
can be used for generating oblate sequences where the
characteristic width k is fixed and A,, varied. Each solu-
tion of the Hamiltonian constraint involves a sparse rna-
trix inversion, which is accomplished using the Universi-
ty of Waterloo's Sparspak software. We search for ap-
parent horizons in the data sets using the method detailed
in Ref. [23].

Several tests and confidence checks have been per-
formed to verify the accuracy of this code. A conver-
gence test (using grid resolutions between 35X35 and
280X280) confirmed that our finite-difference scheme
was second-order accurate. Comparison of our different
mass indicators was another good check. The ADM
mass as computed by the integral Eq. (3.10) agreed with
the mass read off from the field [see Eq. (3.7)] at large ra-
dii to a small fraction of a percent in all cases. The
difference was always less than the actual inaccuracy of
our ADM mass caused by our evaluating it at finite outer
radius (this error drops off' as r ). Equation (3.10) is
considerably more accurate numerically than the Brill
mass [Eq. (3.9)] for our calculation as it involves only the
conformal factor and the analytically known two-
dirnensional flat-space Laplacian of the transverse-field
function g. In contrast, Eq. (3.9) requires numerical
second derivatives of the conformal factor. For this
reason, although the two mass integrals give nearly iden-
tical results when A, and A,, are ~ 10 ' (fractional
differences around 0.1%), when one or both of these
wavelengths is very small, the grid is severely stretched so
that the derivatives of g become less accurate near the
outer p boundary of the grid. For the most extreme
cases, where A, —10, the mass difference can be as
much as 2.5%, though the solution accuracy in the re-
gion of interest is considerably higher. We also checked
that in the linear regime the mass scales with the wave
amplitude as M- 3 and find that the relation holds at
the 1.% accuracy level up to amplitudes of A = 10

C. Numerical results

In this section we present some of the results of our nu-

merical study of pure-wave initial-data sets. We give a
few representative solutions and a parameter-space sur-

vey that illustrates some general trends. First, we demon-
strate that our initial-data sequences do indeed show a
singular behavior. In Fig. 4 we show three prolate se-
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FIG. 4. Maximum value of the Riemann invariant I in units
of M is probed in three prolate sequences of Brill waves. In
the top frame, the maximum value is shown as a function of the
characteristic width of the wave. In the bottom frame, the z-
axis position of the maximum is plotted as a function of the
characteristic width. Data are shown for three values of
characteristic length A,, =2.0 (solid curve), A,,=1.0 (dotted
curve), and A,,=0.5 (short-dashed curve). In the bottom frame,
the long-dashed curve shows the proper distance along the axis
from the origin to z,„ for the 1,,=2.0 sequence.

quences in which the characteristic coordinate length of
the waves A,, is held fixed, while the characteristic coordi-
nate width Alp is varied by a factor of 10. For each
solution we search for the maximum value of the
Riemann invariant and plot it as a function of A, . After a
transition region, at approximately A. =0. 1A,„each curve
diverges, closely following the power law I,„~A,
Even the A,,=0.5 sequence, which has a region of de-
creasing I,„with decreasing A, , quickly approaches this
relation. As one might expect, the most prolate se-
quence, A,,=2.0, shows the greatest I,„ in the power-
law regime. These results clearly indicate that the field
can be made arbitrarily strong if the characteristic width
can be made arbitrarily small. We have constructed
configurations with I,„as large as 10

Also, in Fig. 4, we examine how the positions of the
maxima vary with the characteristic width. In a typical
prolate sequence when A,, and A. are comparable, the
maximum value of I is found very close to the origin.
When A, is decreased, the coordinate position of the max-
imurn moves up the axis (because of equatorial plane
symmetry, there is another maximum the same distance
below the equator), and as A, becomes very small, this
coordinate location asymptotes to a finite value, usuallyz,„=i, The movement away from z,„=0 seems to
coincide fairly closely with the transition of I „into the

power-law regime. To test if this is just a coordinate
effect, we also show the proper half-length of the
configuration, computed by integrating Eq. (3.1) from the
origin up to zm» along the axis. Although the numerical
values of coordinate and proper distance diverge (not
surprisingly) as the field gets strong, the qualitative be-
havior is similar. It is possible that the proper length of
the configurations (measured from maximum to max-
imum) grows slowly, rather than asymptoting to a finite
value, as A, ~0, but it certainly does not decrease.

Note that we are largely restricting our attention to the
prolate sequences as these are the ones that best emulate
a true evolution, i.e., implosion onto the axis. Sufficiently
prolate wave packets might be expected to evolve similar-
ly to infinite cylindrical waves [15,24] in certain regimes.
Additionally, the divergence characteristics of the prolate
sequences seem to make them a more straightforward
candidate for cosmic-censorship violation than their ob-
late counterparts. In contrast with the results shown in
Fig. 4, in oblate sequences (fixing A,z and reducing A,, to-
ward zero), the coordinate position of I,„m voes out
from the origin initially along the axis, and then returns
to the origin and moves out along the equator, but rev-
erses as the field strength increases, asymptoting to a
finite proper distance from the axis. If both characteris-
tic wavelengths are sufficiently small, the maxima will
move away from both the equator and the axis. Also,I,„diverges as I,„~X, instead of the fourth power
seen in the prolate sequences. As in the case of collision-
less matter, prolate configurations of mass energy are far
more effective in generating singular fields than oblate
configurations.

The main difference between the prolate and oblate se-
quences can be clarified by examining the behavior of the
wave amplitude A [see (3.3)]. For the prolate sequences,
the amplitude grows rapidly: A ~ A,

z as A, ~0; in the
oblate sequences, the amplitude falls off as A,,~2 as A,,~0.
This can be understood by looking at the ADM mass
density [Eq. (3.10)]. Basically, in the prolate sequences,
the amplitude has to increase quadratically in I /A, to
counteract the quadratic decrease in the volume over
which g is appreciable (P is roughly independent of A, in
this limit). In the oblate sequences, the two-dimensional
Laplacian of rl goes as A /I, , in the limit X,~O, and so
the amplitude must decrease to compensate for the
changing volume element. In this limit, in the region
that contributes significantly to the mass integral, the
conformal factor approaches a profile of the form
g-c(1—z' ), where c is a constant independent of A,
This explains the —,

' power law found for A in these se-

quences. Note that the scalings found numerically for A
are consistent with the divergence of the Riemann invari-
ant. For the prolate sequences, the biggest terms in I on
the axis should be proportional to (g ) ~ A ~A,

Similarly, for oblate sequences, the largest terms should
be proportional to (r) „) ~ A A,,

In Fig. 5 we show three representative configurations
from a prolate sequence with A,,=0.8, and we plot con-
tours of the Riemann invariant I. Although there is a de-
gree of self-similarity between the three solutions (note
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FIG. 5. Contours of the Riemann invariant I are shown for a sequence of three wave packets each with characteristic length

A,,=0.8 and with characteristic widths A,~=0.8 (left), A, =0.064 (center), and A, =0.001 (right). The highest contour level in each
case is I,x/2 with each successive contour lower by a factor of 10. The positions of the maxima are marked with an X. In the far
right frame, part of the apparent horizon is shown as a dashed line. See Table II.
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FICx. 6. Upper three frames detail a single, highly prolate Brill wave with A,,=0.45 and A, = 1.0X 10,while the lower three show

a solution with X, =1.2 and A, =1.0X 10 . The left frame in both rows spans a large range in both p and z. The successive frames

each zoom in by a factor of 100 on the region about the axis while keeping the z range fixed. The contours of I, the Riemann invari-

ant, are Imax/10' and Imax/10' in the left frames, Imax/10, Imax/10', and Imax/10' in the middle frames, and Imax/10, Imax/10,
and I,„/10 in the right frames. The positions of the maxima of I are noted by X's. In each upper frame, the apparent horizon is

indicated by the dashed line. See Table II.
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FIG. 7. Contours of the effective Brill mass density D are shown for the same configurations depicted in Fig. 6. The contours of D
are D,„/2X10 and Dm, „/2X10 in the left frames, Dm, „/2X10, D,„/2X10, and Dm»/2X10 in the middle frames, and

D,„/2.00, D,„/20.0, and D,„/200. in the right frames. For A,,=0.45 the maximum value of the Brill mass density is

D,„=1.37X10 and, for A,,=1.2, D,„=1.10X 10 . The positions of the maxima are noted by X's. In each upper frame, the ap-
parent horizon is indicated by the dashed line.

that our p scale in each plot is in units of A,z), the separa-
tion of the Riemann invariant maxima and the associated
concentration of the contours are clearly seen. The third
frame shows a configuration sufficiently compact that an
apparent horizon forms. Although this horizon contains
most of the mass energy of the slice —i.e., the proper area
A of the apparent horizon satisfies A/16nM -0.96—
the two maxima of I lie outside the apparent horizon. It
is conceivable that in a real evolution the horizon would
eventually envelop the maxima as they became singular;
however, our prolate sequences do not show this behav-
ior.

In Fig. 6 we demonstrate the multiscale structure in
our solutions by "zooming in" in the p direction on two
solutions, one with a horizon and one without. We show
three frames of I contours for each. The structure of I is
quite similar in both cases, the main difference being the
compactness of the structure in the z direction. On the
largest scale, the I contours look roughly spherical for
the A,,=0.45 case, while they are still quite prolate for
A,,= 1.2. Figure 7 shows contours of the Brill mass densi-
ty [the integrand of Eq. (3.9)] for the initial-data sets illus-
trated in Fig. 6. For each of these highly prolate
configurations, the maxima of the Brill mass density
occurs along the equator very close to the axis. For the
wave with A,,=0.4S, it is clear that a very high fraction
of the mass is concentrated inside a quasi-isotropic coor-
dinate radius of 0.5M, while this is not obviously the case

0.2—

0.0

—0.2
0

—0.4

—0.6—

log to

FIG. 8. Existence of an apparent horizon as a function of the
compactness of a Brill wave is shown. For each configuration,
parametrized by (A,„A,~), we indicate with a solid circle if an ap-
parent horizon is found and with an X if none is found. The
line provides a rough spline fit to the boundary of the region
where we find horizons. Note that the mass of each
configuration is 1.0 in our units.
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TABLE II. Data for several Brill waves described by Eqs. (3.1)—(3.3) are given. Each wave packet is
parametrized by its characteristic coordinate length A,„its characteristic coordinate width A,~, and its
amplitude chosen so that the wave's total mass is unity. We also list the maximum value I,„ofthe
Riemann invariant, the position z,„along the axis at which this maximum value is achieved, the cir-
cumference of the minimum polar hoop surrounding z,„,and whether or not an apparent horizon was
found.

1,, /M

4.5 x 10
5.0x10-'
8.0X 10
8.0X 10
8.0X 10
1.2 X 10
2.0x 10'

A, /M

1.0x10 '
5.8x10 '
8.0x 10
6.4x 10-'
1.0X 10
1.0x10-'
2.0x10 '

Amplitude

2.87 x 10
1.87x10'
1.05x10'
1.29x10'
3.19X 10
2.55 X 10
6.97 X 10'

I,„/M

4.03 x 10"
1.88 X 10
6.06x10'
3.11x10'
4.00x10"
6.74 X 10'
1.82x 10"

z,„/M

0.546
0.305
0.00
0.532
0.899
1.323
2.05

C p,)/4aM

1.022
1.045
0.000
1.024
1.111
1.237
1.477

Horizon

yes
yes
no
no
yes
no
no

for the configuration with A,,=1.2.
In Fig. 8 we delineate the existence or nonexistence of

an apparent horizon in the initial-data set as a function of
A,, and A, . As expected, if both wavelengths are small

( 80.2), horizons always exist. Moreover, if there is a
horizon in a data set with parameters A,,o, k+, we never
find cases with A,, ~ A,,o and A, A.& that do not have hor-
izons. Similarly, if there is no horizon in a data set with
parameters A,,o, A,&, we never find horizons for cases with
A,, &A,,o and k ~A,&. In typical prolate sequences, when
the horizon first appears it surrounds a large fraction of
the inass A /16aM + 0.90, and this fraction increases to-
ward unity as I, ~0. We never find disjoint horizons or
single horizons for sequences with A,, ) 1.0. Our results
indicate that one can choose an arbitrarily small value of

and always find a sufficiently large value of A,, such
that the configuration has no apparent horizon.

Since in the pure-wave case the "source" of the gravi-
tational field, the function g, does not have compact sup-
port, this example cannot test directly the hoop conjec-
ture in its usual formulation. However, in order to
characterize the prolate nature of our solutions, we can
make a somewhat arbitrary polar-hoop definition (there
seems to be no consistent way to define equatorial hoops)
and draw a loose connection. First, we locate the point
on the z axis at which the invariant I obtains its max-
imum value. Then we search for the hoop with the small-
est proper length that hits the axis above the maximum.
In Table II we give sample parameters and minimum
polar-hoop circumferences for some of the highly prolate
configurations discussed above. We find that if the nor-
malized hoop length is considerably larger than the hoop
conjecture cutoff, say 8,&/4m. M ~ 1.2, we never find hor-
izons. However, particularly at low field strengths when
the peak of the invariant is near the origin, the polar-
hoop circumference can be much smaller than 1.0

without a horizon. Since the hoop is enclosing only a
very small fraction of the wave mass in this circumstance,
it is difficult to make quantitative contact with the hoop
conjecture for these cases.

To summarize, we have demonstrated that (a) se-
quences of Brill waves with prolate profiles can be con-
structed in which the gravitational tidal field diverges, (b)
the location of the point of strongest tidal field can be
well away from the bulk of the wave's mass energy, (c)
one can choose an arbitrarily high value for the tidal field
and always find a configuration with that field strength
but without an apparent horizon, and (d) the presence or
absence of apparent horizons is qualitatively consistent
with the hoop conjecture. If the configuration is
sufficiently long, apparent horizons are never found. The
extreme members of our wave sequences may be good
candidates for forming naked singularities. They should
be employed as initial data in an evolution code to see if
they indeed form singularities without apparent horizons.
Based on experience with collisionless matter, we antici-
pate that time-dependent simulations (at least those using
maximal slices) should behave in this fashion.
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