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We have measured inelastic electron-deuteron, electron-proton, and electron-aluminum cross sections
at 10 in the kinematic region between elastic deuteron scattering and the second resonance region at six
beam energies between 9.8 and 21 GeV. The elastic electron-neutron cross section was extracted from
the quasielastic data at Q'=2. 5, 4.0, 6.0, 8.0, and 10.0 (GeV/c)2. The ratio of elastic cross sections
o „/or falls with increasing Q' above 6 (GeV/c)'. The inelastic data are compatible either with y scaling
(scattering from a single nucleon) or with g scaling (scattering from quarks).

PACS number(s): 13.60.Fz, 13.60.Hb, 25.10.+s, 25.30.Fj

I. INTRODUCTION

We have measured the elastic electron-neutron cross
section do „/d 0 at momentum transfers squared (Q ) of
2.5, 4.0, 6.0, 8.0, and 10.0 (GeV/c) at a laboratory angle
of 10'. These were extracted from cross sections mea-
sured over the entire quasielastic peak and into the reso-
nance region on deuterium, hydrogen and aluminum tar-
gets. In addition, inelastic cross sections were measured
from deuterium and aluminum targets near the kinemat-
ics for electron-deuteron elastic scattering.

The elastic electron-nucleon cross sections have been
calculated by a wide variety of empirical and theoretical
models, ranging from form-factor scaling [1] and vector-
meson dominance (VMD) [2—6] to quark-parton models

[7,8] and perturbative QCD [9]. Hybrid models [10] us-

ing VMD at low Q and perturbative QCD at high Q
have also been proposed. The effects of the soft nucleon
wave function [11] for intermediate values of Q have
also been estimated. At large enough Q the quark di-

mensional scaling laws [12] predict that the form factors
decrease as Q

" where n depends on the number of quark
constituents ( n =2 for the nucleon); then the ratio of

A. Kinematics

The elastic electron-nucleon cross section in the one-
photon-exchange approximation is given by

el do
Mott

Gz(Q')+«M(Q')
1+~

neutron-to-proton elastic cross sections depends on the
quark wave functions inside the nucleons. Different as-
sumptions on the wave-function symmetries result in
diferent predictions on the neutron-to-proton ratio at
asymptotically large Q .

The entire spectrum of electron-scattering cross sec-
tions on nuclei —including deep inelastic, the quasielas-
tic, and the very high Bjorken x [13,14] region near the
elastic electron-nucleus kinematics —have generated
great theoretical and experimental interest. This includes
results on the y scaling [15—17] of quasielastic nuclei
cross sections, the European Muon Collaboration (EMC)
effect [18] at medium and low values of x, and the large
ratio of heavy target to deuterium cross sections at x & 1

[19].Some of these results have been previously reported
in a Letter [20].

+2rGM(Q )tan
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where Q =4EE'sin (8/2) is the four-momentum
transfer squared; E is the incoming electron energy, e is
the electron scattering angle, E' is the scattered electron
energy in the lab rest frame; r=Q /(4M ); M is the
proton mass;

46 24 1992 The American Physical Society



46 MEASUREMENT OF ELASTIC ELECTRON-NEUTRON. . . 25

2

4E sin (8/2)[1+(2E/M )sin (8/2)]

and Gz(Q2) and G~(Q ) are the electric and magnetic
form factors. The two form factors are often expressed in
terms of the Dirac and Pauli form factors
F& =(&G I+Gz)/(1+v) and Fz=(GM —G&)/(1+x)
At small angles, the ratio

cr'„' Fi„+&F2„GE„+wG~„
(2)

0 p F ip +XF2p GEp + TG~p

The inelastic electron-nucleon differential cross section
in the one-photon-exchange approximation can be writ-
ten as

2

, =oNs Wz(x, Q )+28', (x,Q )tan
2

(3)

where W2 and 8', are the inelastic structure functions;
x =Q /(2M& v) is the Bjorken scaling variable;
v=E E', and—crNs=a /[4E sin (8/2)] is the non-
structure cross section.

In the limit of elastic scattering, the inelastic structure
functions become

f12
~i'(x, Q )=

2 GM(Q )5(2M r—v)
P

and

GE(Q )+rGM(Q )~ (x,Q')= 5(2M, r—v) .

For quasielastic scattering, the 5 functions are replaced
by Gaussian-like peaks.

B. Experimental method

structed missing mass

H8 =M +2M (E—E'}—4EE'sin-
p p 2

(4)

of the recoil nucleon has a Gaussian-like distribution
around 8' =M . The full width at half maximum of this
Fermi-smeared quasielastic peak is about 5E'/E'-3% at
the kinematics of this experiment. Figure 1 shows a
Monte Carlo simulation of the quasielastic peak includ-
ing the radiative effects as a function of 8' . The peak is
wider at higher Q due to the kinematic relation between
W and E'. The missing-mass spectrum is similarly
smeared for inelastic scattering from the moving nu-
cleons. The spectrum observed is the sum of elastic and
inelastic scattering from the moving nucleons. For small
angles, the width of the quasielastic peak in W increases
approximately as +Q . The ratio of elastic-to-inelastic
cross section decreases with increasing Q . Thus the rel-
ative size of the quasielastic peak becomes smaller with
increasing Q . This determines the upper limit of Q for
which we can measure elastic-neutron scattering.

The elastic neutron cross section (o'„') is extracted
from the deuteron cross section (crd) using the proton
elastic (u") and inelastic (o'") cross sections. The proton
cross sections are "smeared" by using models of the
deuteron wave function, and then compared with the ex-
perimental deuteron spectrum. The excess signal is due
to scattering from the neutron. By comparing cross sec-
tions from deuterium and hydrogen taken in the same
spectrometer, many systematic uncertainties in accep-
tance, beam monitoring, etc., will cancel. Details of the
procedure are given in Sec. III.

The rest of the paper is divided as follows. Section II
describes the experimental equipment. Section III de-
scribes the analysis and results from the proton elastic
peak calibration, the quasielastic spectra, the elastic neu-
tron cross section, the aluminum cross section, and the
threshold region.

Electrons which scattered from either a hydrogen, deu-
terium, or aluminum target were detected in the SLAC
20-GeV spectrometer [21] set at 8=10.00'. Overlapping
spectra of scattered electron momentum distributions
were measured in a region covering the entire quasielastic
peak and into the resonance region. To reduce systemat-
ic uncertainties in ratios of cross sections, the spectrome-
ter momentum was changed in steps of 1% and at each
setting cross sections were measured using the hydrogen,
deuterium, and dummy aluminum targets. Several such
sweeps were done to further reduce possible systematic
uncertainties due to long time scale instabilities.

In the impulse approximation, the scattering from deu-
terium occurs from either the proton or the neutron, with
the other nucleon being a spectator. The initial Fermi
momentum of the struck nucleon is described by the
deuteron wave function. %hen the target nucleon is
moving inside the nucleus the elastic kinematical relation
between E, E' and 0 no longer holds and thus the recon-
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FIG. 1. Monte Carlo simulation of the experimentally mea-
sured quasi-elastic peak, including radiative effects at two values
ofQ.
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II. EXPERIMENTAL EQUIPMKNT

A. Beam

Momentum
Analyzed

Beam Torolds

re Radiator

Total
—Absorption

Counter

The SLAC electron beam with incident energies be-
tween 9.761 and 21.001 GeV, typical beam pulse length
of 1.6 ps, and repetition rates of up to 210 Hz were used.
Figure 2 shows the elements of the beam and detector
system. The beam passed through the A-bend
momentum-defining magnets and slits before entering
End Station A. Table I shows the beam parameters.

The beam intensity was measured by two toroidal
charge monitors. These were periodically calibrated by
passing a precisely known charge through calibration
windings while the electron beam was off. The toroids
were periodically compared with the charge measure-
ments from a Faraday cup, which could be inserted in the
beam line. The two toroids agreed with each other and
with the Faraday cup to better than 0.5%. This led to
the systematic uncertainties shown in Table II. These un-
certainties partly cancel in the ratio of cross sections.

The beam position was monitored periodically using
two fluorescent screens located approximately 2 m and 12
m upstream of the target. The position of the beam on
these screens could be estimated within +1 mm, produc-
ing an uncertainty on the incident angle of the beam of
approximately +0.2 mrad. Since the elastic cross section
varies approximately as 0 ', this results in a systematic
error of +1.4% on the cross section. This partly cancels
in the ratio of cross sections, as shown in Table II.

The nominal beam energy was determined by energy-
defining slits that were set at values between 0.25% and
0.4% full width, as shown in Table I. Previous experi-
ments [22], and more recent experiments [23] using the
same beam transport line have cited an overall calibra-
tion uncertainty of +0.1%. Since the elastic cross sec-
tion varies as -E, this results in a systematic uncer-
tainty of 1.0%. The uncertainty cancels in the cross-
section ratios. In addition, the beam energy can drift
around its central value. These uncertainties are shown
in Table II.

The actual central value of the beam energy and its
spread were measured by looking at the central value and
width of the elastic peak in electron proton scattering, as
discussed in Sec. III A. Other beam parameters are also
shown in Table I.

Target
PWC

Faraday Cup
(moveable)

To Beam
Dump

45m

FIG. 2. Plan view of end station A showing, from left to
right, the incident beam going through the toroids, the target
assembly, and the 20-GeV spectrometer with its detectors.

B. Targets

The target assembly consisted of 30-cm-long liquid hy-
drogen and deuterium cells and an empty aluminum
dummy cell inside an evacuated scattering chamber. Any
one of the cells could be remotely positioned into the
beam path. Table III gives the characteristics of each of
the cells. The cells were offset from the center of the
beam line by 1.9 cm in the direction of the spectrometer,
so that the combined path length of incoming and scat-
tered electron was almost constant, and the scattered par-
ticle always went through the end cap. This simplified
the radiative correction calculations. To ensure uniform
density inside the cells, the liquid was circulated rapidly
by a mechanical pump through the cells and through a
liquid-hydrogen-cooled heat exchanger. The cells were
pressurized to 2 atm to keep them well below the boiling
point. To prevent local density changes along the beam
line, the liquid in the beam path was mixed with the
liquid in the rest of the target by having the fluid enter
the bottom of the cells about two-thirds of the way down-
stream as a jet at an angle of 45' to the beam direction,
and exit at the upstream end. During the data taking, the
repetition rate of our beam was varied by a factor of 2, so
we were able to look for possible local density variations
of the target with different heat loads. There was no evi-
dence for a density change up to the highest beam
currents used in the experiment within the experimental
error of about l%%uo. This uncertainty partially cancels in
the ratio of o „/cr, since the beam conditions were simi-

TABLE I. Beam parameters. The nominal energy is determined by the A-bend slits. The actual en-

ergy is determined from elastic scattering.

Beam energy, nominal (GeV)
Beam energy, actual (GeV)
Q,'„„;„actua& [iGe&/c)']
Energy slits, full width (%%uo)

Beam energy spread (%)
Resolution 8' (GeV')
Average peak current (mA)

9.761
9.750
2.495
0.25

+0.19
+0.03

8

12.589
12.571
3.989
0.40

+0.16
+0.03
18

15.742
15.736
5.996
0.25

+0.19
+0.05
20

17.328
17.307
7.109
0.50

+0.20
+0.05
40

18.497
18.482
7.988
0.30

+0.19
+0.05
23

21.001
21.005
10.004
0.40

+0.14
+0.04
28
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TABLE II. Systematic uncertainties for cross sections and cross-section ratios. Some contributions
to the individual errors cancel in the ratios, while others add in quadrature.

Quantity

Beam
Angle
Energy
Charge

Uncertainty

+0.2 mrad
+0.1%
+0.5%

d~o. /d 0dE'(%)

+1.4
+0.6
+0.5

0 A~/0'd (%)

+1.4
+0.4
+0.3

~d/o~ (%)

+1.4
+0.4
+0.3

Target density
Beam effects
Thickness
Temperature

& 21%

+ +0.4%

~+1
+ +0.5
& +0.4

+ %0.5
~+2
+ +0.4

& +0.7
+ +0.5
+ +0.4

Acceptance +3% +3 +3 +1

Spectrometer
Angle
Momentum

+0.2 mrad
+0.1%

+1.4
+0.6

+0.6
+0.2

%0.6
+0.2

Chamber eSciency

Dead time

+1.0%

20.5%

+1.0

+0.5

+0.5

+ +0.5

+0.5

& +0.3

Radiative effects peak-
ing approximation +2.0% %2.0 +1.5 +1.0

Total ++5 k2.3

lar while collecting data using the hydrogen and deuteri-
um targets (see Table II). The density of the liquids was
calculated [24] from measured cell pressure and cell tem-
perature, derived from hydrogen vapor pressure bulbs at
both the inlet and the outlet of each cell. The difference
between these bulb readings was typically 0.25%%uo and
never exceeded 0.5%%uo. This caused a typical uncertainty
of about 0.4% in target density. The dummy target cell
was a replica of the deuterium and hydrogen cells, except
that the aluminum end caps were 15 times thicker; thus
the dummy target was the same radiation length as the
deuterium target. This simulated the multiple scattering
in the full target, made the radiative corrections similar,
and speeded up the data taking.

TABLE III. Target parameters.

Deuterium Hydrogen Dummy

Length along beam (cm)
Diameter (cm)
Each end cap, aluminum (cm)
Density (gm/cm )

Radiation lengths (fraction)

30.25
8.89
0.0127
0.168
0.0415

30.24
8.89
0.0127
0.0694
0.0342

30.48
8.89
0.191
2.70
0.0430

C. Spectrometer

The SLAC 20-GeV Spectrometer [21] was used to
detect scattered electrons. It is a 50-m-long system of
eleven magnets that transport particles from the target to
the momentum and production angle focal planes located
in a shielded enclosure, as shown in Fig. 2. The trajec-

tories of particles measured in wire chambers and the

magnetic properties of the spectrometer were used to
reconstruct the particle's momentum and direction leav-
ing the target. The particle was described in terms of
5p /p, the deviation in percent frotn the central spectrom-
eter momentum pu', 58, the deviation in mrad frotn the
central spectrometer horizontal angle Op=10 ' the verti-
cal angle P; and the interaction position along the target
length z as measured from the target center.

The absolute settings of the central momentum of the
spectrometer are known to better than +0.1% from nu-
clear magnetic resonance measurements of the bending
magnets. The angle [22] of 10.00' has an uncertainty of
+0.010' (0.2 mrad), dominated by the uncertainty of the
offset of the spectrometer optic axis from the surveyed
center line.

1. Detectors

The scattered electrons were measured and identified
by a nitrogen gas threshold Cerenkov counter, two planes
of plastic scintillation counters, five planes of proportion-
al wire chambers, and a total absorption counter [21,22].
Figure 2 shows the arrangement of the detectors. The
first plane of scintillators is 0.318 crn thick to minimize
multiple scattering, and is divided into two counters to
reduce dead time. The 2.4-m-long Cerenkov counter
pressure was varied so that pions were always too slow to
trigger the counter at each of the spectrometer momen-
tum settings. This produced a clean electron signal, but
eSciency for detecting electrons was less than 100% at
the highest momentum settings. The Cerenkov counter



28 S. ROCK et al.

2. Kinematic reconstruction

The deviations of the scattering angle and momentum
5p/p from the central spectrometer setting were deter-
mined from the tracks measured by MWPC's using the
magnetic transport coefficients [25]. These were deter-
mined from fitting to particle trajectories measured in
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FIG. 3. Shower counter spectrum for two values of spec-
trometer momentum. The arrow indicates the cut separating
electrons from pions.

was not required for an event trigger. Its efficiency
varied between 99.8% at po =8 GeV/c to 97% at po = 15
GeV/c.

The total absorption counter was also used to identify
electrons and reject pions. It consisted of a 4.3-
radiation-length lead-glass preradiator (PR), followed by
a 16-radiation-length lead-Lucite sandwich total absorp-
tion (TA) counter. The analogue signals from the PR and
TA were linearly added in a proportion that minimized
the width of the pulse-height spectrum for electrons at
the lowest momentum setting (5 GeV/c). The resolution
was about +13% for momenta between 7 and 14 GeV.
This was sufficient for pion rejection, so it was not neces-
sary to optimize the resolution at other energies. Figure
3 shows the spectrum of shower pulse heights for
Q =2.5 [po=8 GeV/c] and Q =10.0 (GeV/c) [po =15
GeV/c]. With reasonable cuts around the peaks, there is
negligible pion contamination and 99.8/o efficiency for
electrons.

There were five planes of multiwire proportional
chambers (MWPC's), three measuring vertical position
and two horizontal position. Each chamber was about 20
cm in aperture, and had a wire spacing of 2 mm. The
efficiency for finding a single track was about 89%. Most
of the inefficiency was due to multiple track ambiguities
caused by singles rates. There was a slight rate depen-
dence of about +2% to the efficiency over our entire ki-
nematic range. Hydrogen and deuterium target data had
equal wire chamber efficiencies to within about 1%. We
assign an uncertainty of +1% for absolute wire chamber
efficiency, and +0.5% for the uncertainty in the ratio of
deuterium-to-hydrogen cross sections.

1968. An uncertainty of 21% is estimated on the first-
order coefficients. A completely independent determina-
tion [22] of these coefficients, using scattered electrons
and masks to determine angles, had an estimated uncer-
tainty of about +2% in first-order coefficients. The re-
sults differed by up to 3% in the momentum dispersion
term, and 1% in the angle dispersion term. This corre-
sponds to approximately 0.05% in absolute momentum
and 0.05 mrad at the limits of the acceptance. The 1968
measurements were used for this experiment, since they
gave a more physically reasonable acceptance function.

3. Acceptance

The nominal acceptance of the spectrometer is
&p/p =+2%, 58=+4.5 mrad, P=k8 mrad, and x =+3
cm. The actual acceptance in p, 8, and P space averaged
over our 30-cm-long target seen at 10' is a complicated
function determined by many elements in the system.
These include various magnet and vacuum chamber aper-
tures, the magnetic transport properties, and the detector
sizes. Near the center of the spectrometer (58=0 and
5p/@=0), the acceptance in P is determined solely by
vertical slits at the spectrometer entrance set at +8 mrad.
No other apertures limit the acceptance in this central re-
gion. Thus the acceptance of a bin of nominal size 60 by
bp/p in the central region is determined by the product
of the first-order magnet coefficients. We assign an
overall uncertainty of +3% to the acceptance, based on
the uncertainty in the coefficients.

We made an accurate experimental determination of
the acceptance of the system away from the central area
by measuring the response of the spectrometer to an al-
most uniform Aux of electrons, and normalizing it to the
central region. We chose a kinematic region where the
inelastic structure function W2 is nearly independent of
both p and 8 over the acceptance of the spectrometer.
The uniform Aux is obtained by adjusting the measured
cross section by the nonstructure cross section. Near the
kinematic point E= 19.6 GeV, E'=7.0 GeV, and 8= 10'
(x =0.18), the structure function Wz extracted from the
cross section, assuming R (the ratio of longitudinal to
transverse cross sections) is equal to 0.2, has less than a
1% momentum dependence, and has an angular depen-
dence [26] of approximately (1—0.004558) over the spec-
trometer acceptance.

About 500000 scattered electrons were detected at
these kinematics for our acceptance studies. To measure
the momentum dependence of Wz, and to look at the
same scattering kinematics in different parts of the spec-
trometer, we included spectrometer settings at +1.5%
from the central setting. The data were accumulated in
36 bins in 50 in the range —5.0~50&4.0 mrad and 30
bins in 6p /p in the range —2.275 ~ 6p /p ~ 2.225%.
Since the cross section does not depend on the azimuthal
angle, and because the vertical angle P is very small com-
pared to the horizontal angle, the data were summed over
all values of P at fixed M. The average polar angle of
each bin is approximately i/8 +(P ), which is within
0.04 mrad of O. The relative acceptance in each bin is
then
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A, 58
Sn Jp

P o Ns[1+1.67(1+v /Q )tan (8/2)](1+0.004558)

where N is the number of counts in each bin, and the
denominator is proportional to the cross section calculat-
ed above. The absolute acceptance was obtained by nor-
malizing A (Sp /p, 58)= 16 mrad near Sp /p -58-0.

A (Sp/p, 58) is relatively Sat in the main region
—1.975'Fo Sp/p 1.925% and —5 58&4 mrad. Out-
side this region, the acceptance has a very sharp depen-
dence on Sp /p and 58, and was used only for
calibration —not for the final data analysis. The array A

was fitted to a 40-term polynomial acceptance function in

Sp/p and 58 in the main region. The acceptance as a
function of Sp/p is shown in Fig. 4 for various values of
58. Notice the smooth, altnost fiat acceptance in the
main region. Figure 5 shows the acceptance as a function
of 58 for various values of Sp/p. The acceptance is
characterized by a double hump that is not produced by
any physical obstruction in the spectrometer. This
feature is due to errors in the second- and third-order
magnetic transport coefficients [25] used to correlate po-
sition and angle in the detectors with momentum and an-

gle at the target. An error in the higher-order coef6cients
that produces an error of 0.1 mrad in 58 or 0.1% in Sp /p
will distort the acceptance by up to 10'%f. These errors
do not effect the acceptance in the region of the spec-
trometer where the acceptance was normalized. These
apparently large distortions of the acceptance function
cancel out in the cross-section measurement, because in
both "data" and "acceptance" measurements the electron
spectrum is distorted in an identical manner. In the ratio
of deuteron-to-protori cross sections, the acceptance un-
certainty mostly cancels, except for an estimated +1%
due to differences in the shape of the spectra.

The acceptance calculations were checked by studying
elastic e-p scattering and using overlapped spectra, as dis-
cussed below.

4. Resolution

The resolution of the spectrometer is a consequence of
multiple scattering, uncertainties in the transport

coeScients, the resolution of the wire chambers, the sta-
bility of the magnetic fields, the finite target length, and
the beam size and emittance. These resulted in a typical
momentum resolution of approximately +0.08%. The
angular resolution was dominated by multiple scattering
in the target, and was approximately (3.1/po) mrad [22]
where po is in GeV/c. This is of the same size as effects
causing the distortion in the acceptance mentioned
above.

III. ANALYSIS AND RESULTS

The main goal of this experiment was to measure the
elastic electron-neutron cross section. To do this it was
necessary to measure (1) quasielastic electron-deuteron
scattering, (2) elastic and inelastic electron-proton
scattering in the same kinematic region, and (3) electron-
aluminum scattering from the dummy target. Subsidiary
measurements were made in the kinematic region of elas-
tic electron-deuteron scattering (threshold region) from
both deuterium and aluminum targets. The elastic
electron-proton scattering data were primarily used to ex-
tract the e-n cross section from the e-d data. They were
also used to calibrate the experimental apparatus, as de-
scribed below. The data from the dummy target was pri-
marily used to subtract the effects of the end caps of the
liquid targets. However, these cross sections have recent-
ly become important in their own right. The threshold
data are an extension to higher Q of a previous study
[27] of scaling in the large x ) 1 region.

A. Calibration from elastic peak

The elastic e-p scattering results were used to measure
the performance of our detector. The experimental value
of W for the center of the elastic peak is affected by a
combination of uncertainties in the beam energy, spec-
trometer central momentum and angle, and the energy
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of 5p/p for three values of 58.

The P acceptance of the spectrometer as a function
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is described in the text.
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loss in the target. The width of the elastic peak is deter-
mined by the energy spread of the incoming beam,
momentum and angle resolution of the spectrometer, and
radiative effects. The magnitude of the measured elastic
cross sections depended on the spectrometer acceptance,
beam monitoring, and radiative corrections. A Monte
Carlo model of the beam and detector system was created
using calculated values of detector resolutions, beam en-

ergy spread, and energy loss in the target by both ioniza-
tion (about 6 MeV for both the incoming and outgoing
electrons) and radiation. The beam energy spread was by
far the largest contributor to the resolution. The spread
had an upper limit determined by the slits (see Table I),
and was empirically adjusted in the Monte Carlo model
until the model matched the experimental spectra, as
shown in Fig. 6. The best fit was a Gaussian with
0 =0.2%, truncated at +0.2% by the slits. The central
value of the beam energy relative to the spectrometer
momentum setting was determined by comparing the
measured and Monte Carlo model position of the elastic
peak, The energy of the beam incident on the target,
shown in Table I, was determined by assuming that the
central spectrometer momentum and angle were exactly
known. The difference between nominal and measured
beam energy was always (0.15%. The Q,»st;, in the
table is calculated at the center of the target, including
energy loss. Also shown in Table I is the total resolution
of the system in missing mass.

Our measurements of the elastic cross section were
compared with existing world data to check systematic
errors in acceptance and beam monitoring. The elastic
cross section data were analyzed in the following manner.
Since the elastic cross section changes rapidly with angle
(approximately as 8 ' ), the experimental cross sections
were determined in each of the 8 bins within the spec-
trometer acceptance. These values were then averaged
using a fit to previous data [2] to compensate for the an-
gular dependence

d'rP (10.)
der" (10.) ~ do'"~'IdQ(8)I5

dn dn o dg "t/d fl(())

where 5 is the error for each 0 bin. The answers are in-
dependent of the fit used due to the small angular accep-
tance of the spectrometer. The results were radiatively
corrected using the method of Tsai [28]. The cross sec-
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FIG. 6. The experimental elastic cross section from hydrogen
at Q =2.5 (GeV/e)2 compared to the Monte Carlo model. Ex-
cellent agreement is found at both the peak and radiative tails.

tion was reduced by 2% to 3% due to the inclusion of
heavy lepton and quark loops and of energy loss before
the scattering [23]. The results for the elastic cross sec-
tion are shown in Table IV along with the value of a pre-
vious fit [10] to world data. Also shown are Q GM ex-
tracted from the cross section assuming form-factor scal-
ing (GM =IttGz). This is compared with the same quanti-

ty extracted from recent SLAC experiments [23,29] using
the 8-GeV/e spectrometer at a larger angle and the same
beam monitoring equipment. The results agree within
the 1% to 2% statistical errors on both experiments. A
recent study [30] of the relative normalizations of the 8-
and 20-GeV/c spectrometers using inelastic scattering
measurements showed agreement to the level of 1 to 3%.
The acceptance of the 8-GeV/c spectrometer has recently
been remeasured [31] to an accuracy of better than 1.5%
using a fioating wire technique. This cross calibration
gives an uncertainty in the absolute acceptance of about
+3% to the 20 GeV/c spectrometer.

The elastic cross section was measured at each value of
Q with central momentum settings of the spectrometer
offset by —2%, —1%, 0%, 1%, and 2% from the nomi-
nal setting. This checks the spectrometer acceptance
across most of its active region. The measured cross sec-
tions at different offsets and Q are consistent with the
measurement at zero offset to within the statistical errors,
which were about 2% for offsets of +1% and about 6%

TABLE IV. Elastic proton cross section compared to model and to previous experiments. The ratio
of this experiment to the fit of Gari and Krumpelmann [10] is shown in column 4. The reduced form
factor is shown in column 5 for this experiment and in column 6 for recent SLAC experiments [23,29].

E
(GeV)

Q2

[(GeV/e )']

This
experiment

(nb/sr)

This
experiment
Gari model

O'G~/I, [(«V«)']
This Previous

experiment experiments

9.750
12.571
15.736
18.482
21.005

2.495
3.990
5.996
7.988

10.004

7.7000+0.0500
1.1170+0.0110
0.1795+0.0024
0.0448+0.0010
0.0145+0.0005

0.966+0.006
0.946+0.009
0.967+0.013
0.978+0.022
1.002+0.034

0.307+0.001
0.357+0.002
0.384+0.003
0.389+0.004
0.390+0.007

0.313+0.003
0.370+0.004
0.395+0.004
0.401+0.004
0.395+0.005
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TABLE V. Ratio of elastic cross sections measured at different offsets from the center of the spec-
trometer to the cross section measured at the center.

Q2

[(GeV/c )']

2.5
4.0
6.0
8.0

—2/o offset

0.996+0.06
0.995+0.10
1.017+0.05
0.983+0.08

—1go offset

0.990+0.015
0.998+0.027
1.006+0.025
0.982+0.042

+ lgo offset

0.997%0.017
0.951+0.025
0.987+0.028
1.005+0.045

+2% offset

0.969+0.056
0.893+0.066
0.999+0.042

Average 0.993+0.032 0.992+0.011 0.985+0.012 0.96820.030

for offsets of k2%. There are no systematic differences
as a function of spectrometer setting. Table V shows that
this agreement averaged over all values of Q is well
within the 1-3% range of statistical errors. The optics
coefBcients of the spectrometer, both in absolute magni-
tude and as a function of central momentum, were tested
by comparing the position of the elastic peak for various
spectrometer offsets and different values of Q2. The
difference of W,&„„,for the measured elastic peaks com-
pared to the Monte Carlo model varied at different spec-
trometer offsets by less than -0.005 (GeV ). As a func-
tion of central momentum, this difference was indepen-
dent of spectrometer setting to within the same accuracy.
This corresponds to spectrometer momentum uncertain-
ties within the acceptance of 5p/p +0.05%. This lim-
its uncertainties in the first-order optics coef5cients to
& k3%.

We conclude that the spectrometer acceptance is un-
derstood to an accuracy that at least matches the statisti-
cal precision of our data.

B. Quasielastic spectra

l. Ana1ysis

At each incident beam energy, data were collected in a
range of spectrometer momentum settings near the quasi-
elastic peak. The range extended between
5E'/E,',~„,——4% into the resonance region, and 2%
into the region kinematically "forbidden" for e-p scatter-
ing. Data at each spectrometer setting were corrected for
electronic dead time (less than 2%) and wire chamber
inefficiency (about 12%). Corrections due to shower- and
scintillation-counter ine5ciencies and pion contamina-
tion were negligible. Corrections (typically 3%) for the
scattering from target endcaps were made using the dum-
my target data.

Cross sections were calculated at each momentum and
angle bin within the spectrometer acceptance. These
were reduced to cross sections at each momentum bin,
but at the central spectrometer angle. Because the cross
section changes rapidly with 8 (for pure elastic scatter-
ing, 8 ', but much more slowly for the 5 resonance),
the contraction over the very small 0 acceptance had to
be done carefully. Two methods were used. In the first,
the 0 dependence of the cross section was ignored. We
made a weighted average over all 8 bins, taking into ac-
count the spectrometer asymmetric acceptance in 8. In

the second, we used the maximum 8 dependence by mak-
ing a fit to the 8 dependence using the angular functional
form of the elastic cross section. The two methods
differed by less than 0.5%. The second method was used
for final results.

Data from the different spectrometer settings were
combined into single spectra for hydrogen and deuterium
at each beam energy. Since the spectrometer momentum
acceptance was about +2.0% and the data were taken
with 1% steps of the spectrometer momentum, almost
every value of the momentum was covered by three set-
tings of the spectrometer. The data from different spec-
trometer settings in the overlapped regions were con-
sistent with each other within the statistical errors. A
typical y /degree of freedom of 0.9 was calculated be-
tween the overlapped regions of runs with different cen-
tral momentum. This indicated no significant systematic
errors in the acceptance or beam monitoring.

Each spectrum was radiatively corrected using an
iterative method based on the peaking approximation of
Tsai [28] as implemented by Stein [21]. The peaking ap-
proximation is accurate in our kinematic domain, where
the energy loss of the electron is small compared to its in-
itial value. The effects of p, ~, and quark vacuum loops,
high-order terms in a, and radiation from the quarks was
added according to the prescription of Bardin [32].
These terms decreased the cross sections in our kinematic
region by approximately 2% [33]. The peaking approxi-
mation radiative correction formalism determines the ex-
perimental cross section at a kinematical point from the
Born cross section at allowed kinematics of lower in-
cident energy or higher scattered electron energy. Each
of our spectra covered a very limited kinematic region
very close to the edges of the effective allowed kinematic
limit (elastic scattering for the proton and relatively small
cross sections above the quasielastic peak for the deute-
ron). Test models of the Born cross sections based on the
experimental data were radiatively corrected, compared
with the experimental data, and modified to improve the
agreement. This iterative procedure converged rapidly,
and was independent of the initial model cross sections.
The error due to iteration was ~1go. The error due to
the peaking approximation of Tsai is believed to be about
+1% in this kinematical region. We assign a total uncer-
tainty of +2.0/o due to radiative corrections. Most of
these uncertainties cancel in the ratio of deuterium-to-
hydrogen cross section.

The typical loss due to ionization of both the incoming
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and outgoing electron was approximately 6 MeV for hy-
drogen and deuterium targets and 2 MeV for the dummy
target cell. This energy loss is especially significant in ki-
nematic regions where the cross section changes rapidly
with these variables. Cross sections for deuterium and
hydrogen are reported at the average incident and final

energy where the interaction took place in the center of
the target. For the comparison of aluminum and deuteri-
um cross sections, where the energy loss was different,
both data sets were projected to identical kinematics us-
ing appropriate models.

2. Results of e-p quasielastic scattering

Tables showing the double differential cross section for
electron-proton (at five energies) and electron-deuteron
(at six energies) scattering are on file with the Physics
Auxiliary Publication Service (PAPS). ' The errors are
statistical only. The systematic errors are shown in Table
II. Figures 7(a) and 7(b) show the proton and deuterium
spectra, respectively. Aluminum spectra are discussed in
Sec. III D. The inelastic proton cross sections begin at
the pion production threshold. At low Q there is a clear

10' =-

l 1

I

1 l I I

I

1 I

a.S (GeV/c)'
4.0

(a)

6 resonance, as well as a peak in the second resonance re-
gion. At high Q the b, has subsided into the back-
ground, but the second resonance region still has
significant signal above background. For the deuteron,
the quasielastic cross section dominates the spectrum at
W =0.88 for the low-Q data, but is less visible at the
highest beam energies. The 6 resonance is all but invisi-
ble due to the smearing caused by the Fermi motion of
the nucleons.

Figures 8(a) and (b) show the deuterium structure func-
tion viz derived from Eq. (3) under the assumption that
the second term is insignificant at 10'. In Fig. 8(a) the
deuterium structure function is plotted versus the light-
cone scaling variable g =2x /( 1+k ), where
k = i/I+(4x2M2/Q2). In Fig. 8(b) the deuterium struc-
ture function is plotted versus the scaling variable
co'=1/x+M~/Q . Also shown in both figures are the
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FIG. 7. Double differential cross sections per nucleus as a
function of missing mass and scattered electron energy for
different effective beam energies for {a)proton and (b) deuteron.

10

10

~See AIP document number PAPS PRVDA-46-24-14 for the

14 pages of tables showing the ed and ep cross sections per nu-

cleus and the ratio of aluminum-to-deuterium cross sections per
nucleon for various energies from 9.744 to 20.999. Order by
PAPS number and journal reference from the American Insti-

tute of Physics, Physics Auxiliary Publication Service, 335 East
45th Street, New York, NY 10017. The price is $1.50 for

microfiche, or $5.00 for photocopies. Airmail additional. Make
checks payable to the American Institute of Physics.

0.8

F&G. g. Scaling of the structure function viz(x, Q2). vp'2 is
plotted versus (a) the Nachmann variable g, and (b) the Bloom-
Gilrnan scaling variable co'.
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threshold measurements of vS'z (see Sec. III E), results
from SLAC experiment E101 [34] at 8', and the fits [30]
to SLAC deep-inelastic data at Q =5 (GeV/c) (solid)
and Q =25 (GeV/c) (dashed). For Q ~2.5 and
W & Ma, both v%2(g, Q ) and viz(co', Q ) are approxi-
mately independent of Q, except for quasielastic peaks.
These peaks decrease rapidly with Q, and are almost in-
distinguishable by Q =10 (GeV/c) . By contrast, the
deep-inelastic data have a large-scale breaking in this
high-x region. Thus scaling derived from the quark-
parton model is approximately valid, even for the kine-
matic region of the resonance region and the quasielastic
scattering tails.

C. Elastic neutron cross section

The neutron elastic cross section was extracted from
the deuteron and proton spectra by modeling the effects
of the neutron being bound inside of the deuteron. We
assumed that the electron scattering in the deuteron was
correctly represented by a spectator model in which only
one nucleon was struck by the virtual photon and the
other was unaffected by the interaction. The Fermi
motion of the struck nucleons was obtained from phe-
nomenological deuteron wave functions. In addition, the
deuteron cross section was assumed to be separable into
an incoherent sum of elastic and inelastic scattering from
the nucleons inside the deuteron. We thus used a model
of the deuteron cross section consisting of four parts: (1)
quasielastic e-p scattering, (2) quasi-inelastic e-p scatter-
ing, (3) quasielastic e nscat-tering and (4) quasi-inelastic
e-n scattering. The first two parts, the smeared proton
cross sections, were generated using the corresponding
measured electron proton cross sections and the effects of
binding in the deuteron. The last two parts, the smeared
neutron cross sections, were assumed to be proportional
to the corresponding smeared proton cross sections. The
two proportionality parameters o'„'/o„" and o'„"/o'" were
determined by comparing the model deuteron cross sec-
tions with the experimental deuteron cross sections over
a large range of missing mass squared, from the quasi-
elastic region to the first resonance region. The inelastic
neutron contribution was determined primarily by the
data in the resonance region where the quasielastic con-
tributions are small.

Two different approaches were used to simulate the
deuteron binding. Both used models of the deuteron
wave function to describe the motion of the nucleons. A
variety of wave functions were used to determine the sen-
sitivity of our results to this theoretical input.

1. Monte Carlo method

The first method used a Monte Carlo model of the en-
tire experimental apparatus, including resolution, radia-
tive losses, beam energy, etc., to generate the elastic
(o~" ' ") and inelastic (o~'" ' ") parts of the smeared
proton contribution to the experimental deuteron spec-
trum. The scattering on bound nucleons was simulated
event by event. The deuteron wave function determined
the momentum of the struck nucleon. The spectator nu-
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FIG. 9. Monte Carlo —generated inelastic deuterium events
that are in the quasielastic peak (0.7~ W ~1.1 GeV ). The
percentage of events is plotted vs their missing mass squared in
the struck-nucleon rest frame ( Ws,„)for two values of Q2.

cleon was assumed to be on mass shell and did not have
any final- or initial-state interactions with the struck nu-
cleon. The struck nucleon was off mass shell, but no
correction to the scattering for off-shell form factors was
made. A Aux factor accounted for the motion of the tar-
get nucleon. The initial conditions of the struck nucleon
(Fermi momentum and angle) were uniformly generated
in the lab rest frame. Electron scattering took place in
the rest frame of the struck nucleon. The electrons were
uniformly distributed in scattering angle and generated
missing mass ( W,„)and weighted by the cross section at
those kinematics and the probability distribution of the
Fermi momentum. Events were generated at all kinemat-
ics that would result in scattered electrons entering the
spectrometer acceptance. We used our elastic and inelas-
tic proton cross section as input to cancel any effects due
to overall systematic uncertainties in the apparatus.
However, because of the Fermi motion of the nucleon,
the generated scattering kinematics covered a range in in-
cident energy, and scattered energy and angle not mea-
sured using our proton target. We extended our range by
using a parametrization of previous SLAC data in the
resonance region [26] to interpolate between our mea-
sured spectrum in energy, and to extend the angular and
missing mass range. The parametrization was normal-
ized to our data to minimize any systematic errors.

Most of the quasielastic peak is in the laboratory-frame
kinematic region 0.7~ 8' ~1.1 GeV . Detected elec-
trons with missing mass in this region can actually have
scattered inelastically at quite different kinematics in the
struck nucleon rest frame, due to the Fermi motion. Us-
ing the Monte Carlo model, we have determined the kine-
matics in the nucleon rest frame for quasi-inelastically
scattered electrons that are within this laboratory 8'
range and are within the spectrometer acceptance. In
Figs. 9 and 10 the Holinde-Machleidt [35] model 3 of the
deuteron wave function was used. Figure 9 shows the
percentage of events/GeV in the quasielastic region, as a
function of 8'g,„ in the nucleon rest frame at high and
low Q . This is a convolution of the inelastic cross sec-
tion that increases rapidly with W,„, the Fermi momen-
tum, and the spectrometer acceptance. At the larger
value of Q, the electron scattering in the nucleon rest
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frame typically occurs at much larger values of generated
missing mass. Figure 10 shows the percentage of
events/MeV as a function of generated Fermi momenta
for two values of Q . In both cases, the events that are in
the quasielastic kinematic region are centered at a Fermi
motion far larger than the unbiased Fermi momentum
distribution (dotted line), which is centered at —50
MeV/c. Thus our models of the cross section in this ki-
nematic region are very sensitive to the high-momentum
components of the deuteron. At high Q there is a large
contribution of events with very large Fermi motion that
contribute to the low-missing-mass end of the quasielastic
region in addition to the events with Fermi momentum of
—150 MeV/c which contribute to the high missing mass
end. Thus as Q increases, there is a correspondingly
larger kinematic range in the nucleon rest frame and a
greater contribution from the high-momentum com-
ponents of the deuteron wave function.

At each incident beam energy, a linear least-squares fit
to the form

expt (1+ el/ el) qel model+(1+ in/ in) qin model
d 1l p p

O'
n O'p C7p

determined the best values of o'„'/ap and cr'„"/trp" to
match the model and experimental deuteron cross sec-
tions over a large range of 8' .

The accuracy of our model of the tail of the quasi-
inelastic spectrum underneath the quasielastic peak was
the limiting uncertainty at high Q . At Q = 10
(GeV/c), the Monte Carlo models were unable to repro-
duce the experimental spectrum with consistent values of
the fitting parameters. The results depended on the range
of 8' that was used for the fit. This was due in part to
the increasing range of center-of-mass kinematics caused
by the Fermi motion, as shown in Figs. 9 and 10. Exten-
sions of the model would have required large investments
in computer time and thus, for Q =10 (GeV/c) it was

abandoned in favor of the y-scaling method described
below.

Figure 11 shows the experimental deuterium cross sec-
tions before radiative and energy-loss corrections were

applied, and typical fits to the sum of Monte
Carlo —generated quasielastic and quasi-inelastic contri-

butions from the proton and neutron. The kinematic
range of the fits is 0.3~ W ~1.9 (GeV/c) for Q 8
(GeV/c) . The Reid soft core potential was used [36] for
the deuteron wave function. Figure 12 shows the
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FIG. 12. The fractional difference between the experimental
deuterium cross section and the Monte Carlo model.
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FIG. 11. Experimental deuterium cross sections before radia-
tive corrections compared to the Monte Carlo model. Shown
are the smeared proton elastic (dashed) and inelastic (dash-
dotted) Monte Carlo calculations, with the best-fit sum of pro-
ton plus neutron, smeared elastic plus inelastic (solid).
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difference between the measured deuteron spectra and the
same model. While the cross sections vary by well over
an order of magnitude, the model reproduces the experi-
mental cross section over the entire range of 8' to
within a few percent. There is a slight deviation at and
below the quasielastic peak at low Q, where the model is
slightly narrower than the measured cross section and
another deviation just below the A. Several different
representative models of the deuteron wave function were
used in the analysis. They included the Reid soft-core
and the Holinde-Machleidt [35] models 2 and 3. Varia-
tions on each of these were created using the (e, e'p ) mea-
surements at Saclay [37] to enhance the high-momentum
components of the wave function. The probability of the
nucleon having a Fermi momentum, pI & 300 MeV/c was
varied between 2% and 4%. The Paris potential [38],
while not used explicitly, fell within the range of models
used. Models with & 6% probability for p& & 300 MeV/c,
(such as the Lomon-Feshbach [39] with 7.5% d state)
were unable to fit the deuteron spectrum, and were not
included. Table VI shows the extracted value of cy'„'/oy

using several different values of the deuteron wave func-
tion. Also shown is the y /XD„ for the fit done in the
range 0.4( W (1.5 (GeV/c) . The results are insensi-
tive to the W range used. The ratio ty'„"/cr'" from the
fits, with total error is 0.58+0.02, 0.47+0.02, 0.49+0.03,
and 0.33+0.06 at incident energy = 9.744, 12.589,
15.726, and 18.476 GeV. These ratios are averaged over
the range 8' (2 GeV . The errors are smaller than in
the elastic case, because of less sensitivity to beam param-
eters and spectrometer acceptance, as well as deuteron
models.

2. y-scaling method

The second method for simulating the deuteron bind-
ing used analytic formulas to generate the shapes of the
elastic and inelastic contributions. These were then fitted
to the radiatively corrected spectra using a single normal-
ization factor for each of the two contributions. This
method had the advantage that it took much less corn-
puter time, so that many different wave function models
could be tried. The elastic contributions were generated
using a simplified version of the plane-wave impulse ap-
proximation (PWIA) of McGee [40] given by

dcy, tMy E I ly+ql [u (k)+v (k)]k dk
dQdE' y 2q E'

iyi Qk2+Mz

where q is the absolute value of the three-momentum
transfer, u and v are the s-wave and d-wave deuteron
wave-function components, and iy i is the minimum Fer-
mi momentum for the spectator nucleon, assuming it is
on mass shell. Its value can be found from the solution of

E+Md =E'+ ty/M~+(q+y )~++(Md —
My ) +y

where Md is the mass of the deuteron. The variable y has
a particular significance since scaling functions such as

der dE' 1

dQdE' dy (Zcyy+¹y„)
have been shown [41] to be independent of Q and E at
fixed y to a perhaps surprising degree of accuracy. We
have compared our simplified model for the cross section
to the full McGee calculation, using a fixed deuteron
wave function, and find that for the kinematic range of
this experiment, the differences are much smaller than
those arising from using different choices for the deute-
ron wave function.

The observation that this very simple function can
reasonably describe the shape and magnitude of the qua-
sielastic peak was used to invent an analytic method to
apply Fermi smearing to the inelastic proton data. The
equation used was

where fG(y)dE'=1 and G(y) is given by

G(y) = My E I ly+ql [u (k)+v (k)]k dk

2q E' lyl Qk2+M2

The definition of y was modified to take into account the
larger invariant mass of the final state. The factor R (y) is
1 for y =0 and accounted for the Q dependence of the
inelastic proton cross sections. Both the Fermi-smeared
elastic and inelastic cross sections were convoluted with
the experimental resolutions before being fit to the data.

Values for 0 „/cry were extracted from the two-

TABLE VI. Elastic cross-section ratios o'„'/0.
~ and statistical errors extracted using the Monte Carlo method, and various models

of the deuteron wave functions. The probability of having a Fermi momentum greater than 300 MeV/c is shown in parentheses. The
fit was to the range 0.4 ( 8' ( l. 5 GeV~. The y~/degree of freedom is also shown. Q is in (GeV/c) .

Deuteron potential

Holand-Machleidt 2 (2%%uo)

Holand-Machleidt 3 (3%)
Reid soft core (4%)
Modified Reid soft core (2%)
Modified Reid soft core (4%)
LF 4.7% d state (4%)

Q'=2. 5

~n /0'p

0.35+0.02
0.38+0.02
0.40+0.01
0.34+0.01
0.39+0.01
0.36+0.02

3.3

1.3
0.8
2.1

Q2 —4 0
CT„/CJ p

0.35+0.01
0.37+0.02
0.38+0.01
0.36+0.01
0.38+0.01
0.29+0.02

0.8
1.0
0.5
0.6
0.5

Q =6.0
CTn /CTp

0.35+0.01
0.37+0.02
0.39+0.02
0.37+0.02
0.38+0.01
0.32+0.02

0.4
0.4
0.4
0.4
0.3

Q =8.0
&n /~p

0.19+0.04
0.23+0.03
0.18+0.03
0.21+0.04
0.19+0.04
0.09+0.04

0.6
0.4
0.3
0.5
0.7

Average 0.37 0.37 0.37 0.20
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TABLE VII. Values for o'„'/0.
~ using the analytic y-scaling method. The range of values at the bottom includes only models with

y~ ~ 2. 5 for all Q . Q is in (GeV/c)'.

Deuteron
potential Cl

Coefficients
C2

Q2=2. 5

CT „/Op
Q =4.0

x'
Q'=6.0

O „/0.
~

Q =8.0
0 „/Op

Q'=10.0
a„/o, X

LF 7.2
Reid
Paris
Bonn
Paris
Paris
Paris
Paris
LF 7.2
Reid
Bonn

0.0
0.0
0.0
0.0
1.0
1.5
1.5
1.0
1.5
1.5
1.5

0.0
0.0
0.0
0.0
0.0
0.0
1.5
2.0
1.5
1.5
1.5

0.411
0.401
0.398
0.392
0.347
0.322
0.316
0.338
0.323
0.318
0.313

2.7
3.1

2.9
2.9
1.6
1.4
1.4
1.5
1.3
1.4
1.4

0.407
0.408
0.412
0.416
0.356
0.328
0.320
0.342
0.297
0.311
0.332

1.7
2.0
2.0
2.1

1.6
1.5
1.5
1.5
1.4
1.5
1.6

0.432
0.462
0.480
0.505
0.402
0.366
0.349
0.376
0.262
0.318
0.394

2.3
3.1

3.5
4.1

2.0
1.6
1.5
1.7
1.7
1.4
1.9

0.296
0.368
0.405
0.460
0.299
0.251
0.222
0.232
0.048
0.206
0.312

1.1
1.3
1.5
2.0
1.1
1.1
1.1
1.1
2.3
1.1
1.2

0.182
0.334
0.412
0.528
0.244
0.169
0.145
0.164

—0.229
—0.005

0.270

1.4
1.2
1.5
2.1

1.2
1.2
1.2
1.2
4.1

1.9
1.4

Range o„/0 (good g ): 0.313-0.347 0.310—0.356 0.318-0.402 0.206-0.312 0.145—0.270

parameter fits to the data in a manner similar to that of
the Monte Carlo method. The results, along with the
g /NDz for the fits, are shown in the first four entries in

Table VII for four different model wave functions: The
Lomon-Feshbach (LF) with 7.2%%uo d state [39]; the Reid
soft core [36]; the Paris [38]; and the 1987 version of the
Bonn potential [42]. It can be seen that the g values for

Q ~ 6 (GeV/c) are not very good for any of the poten-
tials, but are reasonable for the two highest Q points for
all except the Bonn potential (this is the one with the
smallest amount of high-momentum components). The
reason the fits are not good for the lower Q data can be
seen in Fig. 13, which shows the ratios of the data to the
fits using the Paris wave function. The ratios are less
than 1 at the quasielastic peak ( W =0.88, or y =0), and
rise above 1 for 1ower values of 8' . The same trend was
seen for the other three potentials used, and corresponds
to the model for the quasielastic peak being too narrow
(not enough high-momentum components).

To obtain better fits to the data, a multiplicative
correction factor C(y)=1+c, ~y~+c2y was applied to
F(y) for both the elastic and inelastic models. To find the
coefficients c, and cz, data from this and from several
other experiments [43] were examined. The ratios of the
data to the McGee model using the Paris potential were
determined as a function of Q for several different y
bins, as illustrated in Fig. 14. The trend of the ratios is to
decrease with Q, and then roughly fiatten out to an
asymptotic value. This trend can also be seen in the full
calculations of Laget [44] and Arenhovel [45], which
both include final-state interactions and meson-exchange
currents. We have made a fit to the asymptotic values for
each y bin to determine the correction coefficients c& and

c2. Given the uncertainties in the asymptotic limits, we
found four choices for c& and c2 that gave equally good
fits. The results for o.„/o using these four choices are
shown as the fifth through eighth entries in Table VII. It
can be seen that a considerable improvement in the y
values at low Q is obtained for all four choices. The y
values for Q ~ 6 (GeV/c) are still significantly above 1.0,
however, with most deviations now corning from the re-
gion around 8' =1.5 GeV, which can be seen in Fig.
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FIG. 13. Ratios of deuterium cross sections to the two-

pararneter fits using the y-scaling method with the Paris wave

function and no correction factor [C(y)= 1].

15. This corresponds to the peak of the b, (1236) reso-
nance, and could be caused by a nonconstant ratio for
o„/o in the inelastic region. For lack of a good model
on how to solve this problem, we have not tried to use
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cr„/o. ratios that vary in the inelastic region.
When we had models that gave good y values in the

quasielastic region ( W & l. 3 GeV ), we used one of the
choices for cl and c2 and tried the different wave func-
tions. The results are shown as the last three entries in
Table VII. It can be seen that the choice of wave func-
tion has little effect at low Q, but changes the results for
o„/o dramatically at high Q, where the relative im-

portance of the inelastic contributions is much larger.
The relative importance of the elastic and inelastic con-
tributions is illustrated in Fig. 16. The inelastic contribu-
tions are sensitive, on the average, to larger Fermi-
momentum values, and so depend much more on the
choice of potential than the quasielastic contributions do.

Given the uncertainties in the models, it is hard to
determine an error bar for the elastic o'„'/o~ results. In-
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FIG. 15. Same as for Fig. 13, except with

C(y) =1+1.5~y ~+1.5y'.
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stead, we list in the bottom row of Table VII the range of
answers for which reasonable y values were obtained. It
can be seen that the range is rather limited at low Q, but
increases strongly with Q . The results of the analytic
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FIG. 14. Ratios of deuterium cross sections to the PWIA

model of McGee-Durand [40] for five values of the scaling vari-
able y, using the Paris potential. Shown are data from this ex-
periment (diamond) and several previous experiments [43] at
both forward (Schutz, open squares; Quinn, solid triangles) and
backward (Esaulov, solid circles; Parker, open circles; Quinn,
open triangles) angles. The solid curves are the full calculations
of Laget [44] and the dashed curves are those of Arenhovel [45].
The calculations are independent of electron scattering angle.

0.01:.—

W2 (Gevz)

FIG. 16. Experimental deuterium cross sections compared
with the y-scaling model. The dashed lines are the quasielastic
contributions, the dot-dashed lines are the inelastic contribu-
tions, and the solid lines are the sum. The Paris potential was
used with C(y)=1+1.5~y~+1. 5y .
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TABLE VIII. The ratios of elastic electron-neutron to elastic electron-proton cross sections. The
model dependence is mostly the theoretical uncertainty of the deuteron wave function. Also shown is
the neutron elastic cross section calculated from the ratio and the cross section in Table IV with total
errors.

[(GeV/c)']

2.5
4.0
6.0
8.0

10.0

el y el
On ~p

0.35
0.35
0.37
0.24
0.20

Statistical
error

+0.01
+0.01
+0.02
+0.04
+0.05

Systematic
error

+0.03
+0.03
+0.03
+0.03
+0.03

Model
dependence

+0.03
+0.03
+0.04
+0.05
+0.08

el
tt

(nb/sr)

2.7+0.3
0.39+0.05
0.066+0.009
0.011+0.003
0.0029+0.0014

method are similar to those obtained independently with
the Monte Carlo method described earlier.

Both methods described above assume that the ratio
cr'„""/o~"" is a constant over our kinematic range, and
that there is no EMC effect in the deuteron [18]. Sarg-
sian et ttl. [46] have used light-cone quantum mechanics
of the deuteron [14], a varying neutron-to-proton ratio,
and various models of the EMC effect to extract the elas-
tic form factors from our deuteron cross sections. Their
results for tT'„'/tr" are larger than ours, especially at
larger values of Q .

3. Results

insensitive to the choice of deuteron potential model and
to the method of extraction of the neutron cross section.
As seen in Tables VI and VII, tJ'„'/o~ decreases for all
methods and models that have reasonable fits to the data.
The results of Sargsian [46] are also consistent with this
decrease.

0.6

0.4—

Table VIII gives the ratio of elastic scattering
(da'„'/d 0)/(do "/dQ) averaged over our two methods.
Also shown is do'„'/dQ obtained using the values of
der"/dQ in Table IV. Only the deuteron potential mod-
els that gave a reasonable g per degree of freedom
( ~ 1.6) over most of the Q range were used. The error
due to the model dependence was estimated as the one-
standard-deviation range among the potentials used. As
our knowledge of the high-momentum components of the
deuteron wave function increases, and calculations of the
inelastic smearing become more sophisticated, the cross-
section data (see Sec. III B2, footnote 1) can be refit to
give a smaller model dependence to the results. At high
Q, the errors are completely dominated by the systemat-
ic uncertainty due to extracting the neutron cross section
from the deuteron spectrum. The statistical errors are
only a few percent, as are systematic errors due to the
beam, target, and detectors discussed above. The ratio is
insensitive to systematic uncertainties in the absolute ac-
ceptance, beam flux, beam energy, and spectrometer set-
tings.

Figure 17(a) shows our ratio of cross sections com-
pared with results from some of the previous experiments
[47], and with selected predictions and fits. Figure 17(b)
shows our values of o'„' divided by that obtained with the
dipole tnodel [GM=ltttv/(1+1. 41Q ), Gg=0]. Data at
other angles have been projected to 10 by assuming form
factor scaling. Other experimental data [48] at lower Q
are not shown. The new results are in good agreement
with, but slightly lower than, those from previous experi-
ments that overlap the lower end of our Q range. The
cross-section ratios decrease with increasing Q above

Q =6 (GeV/c), albeit with large errors. This decrease is

0.2 II
~ This Expt.
& Arnold 0 Albrecht

Bartel ~ Budnitz

I I I I I I I I I

1.0
CP

0
CL

0

g 0.5

0
0

I I I I I I I I I I

4 8

Q I(Gev/c) j

12

FIG. 17. (a) o'„'/cr" as a function of Q from this experiment
(solid circles). The inner error bars include systematic and sta-
tistical uncertainties, combined in quadrature. The outer error
bars also include model dependence uncertainties, added in
quadrature. Also shown are the results of previous measure-
ments by Albrecht et al. (open diamonds), Budnitz et al.
(crosses), and Bartel et ttl. (open squares) [47]. The vector-
meson dominance fits of Hohler (dash-dotted curve) [5], and
Koruer and Kuroda (solid curve) [6] are also shown, along with
the hybrid model of Gari and Krumpelmann (dashed curve)
[10]. The dotted curve uses experimental values of the proton
form factors [23], the dipole for GM aud GE =0. This curve is
almost identical to form-factor scaling. (b) cr'„' derived from
o'„'/o~ aud our measured values of o". The @CD calculation of
Radyushkiu [11]is shown as the dotted pattern.
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Elastic cross section data are often described [1,49] in
terms of form factor scaling (Gg =GQ/p&=GM/pz),
which is fairly consistent with both previous data and
preliminary NE11 data [50] from SLAC. The common
assumption [49] that Gg -0 then yields values of cr'„'/o"
which are consistent with the data up to Q =6. Howev-
er, at larger values of Q, o'„'/o~~(p, „/p~) -0.47,
which is higher than our measurements. If we instead as-
sume a completely neutral neutron [8], F,„=O, then
v'„'/o'z'~(1+Q /4M~)/2 at large Q . This is also in-

consistent with the new data.
At large Q, the Dirac and Pauli form factors are ex-

pected to have a Q dependence determined by the quark
counting rules [51] F, -C&/Q and Fz-Cz/Q, where
the C's are constants. Using Eq. (2),

"/ "-(C Q +C Q ')/(C Q +C Q ')

Different quark wave functions yield different values of
C&„/C&z. For example, if only the same fiavor [8] (spin
[52]) quarks occupy the high-momentum region for the
scattering, C,„/C&„= —

—,
'

( ——,
'

) and o'„'/crz'=0 25.
(0.11). With the above Q dependence, the assumption
[8] F&„=0 yields o'„'/oz'=Cz„/Q . All three examples
are consistent with the new data. The results of
Nesterenko and Radyushkin [11]are shown in Fig. 17(b).
They fix the parameters of the soft wave function by
QCD sum rules, and use local quark-hadron duality to
calculate the form factors.

The concepts of vector-meson dominance (VMD) have
been used to fit previous data and predict o'„'/0". Ex-
tended VMD models [2,3,5,6] include many high-mass
vector mesons to get the correct Q dependence of the
form factors. The predictions of Blatnik and Zovko [3]
(not shown) fall below the data at low Q, but agree with
the data at the two largest values of Q . The model of
Hohler [5] shown in Fig. 17 has a very small value of GE,
and the ratio of cross sections increases rapidly with Q,
in disagreement with the data. On the other hand, the fit
of Korner and Kuroda [6] has a very small value of F&„,
due to cancellation caused by the nearly equal masses of
the co and p and the co' and p', respectively. There is a
small value of Gg with respect to the dipole and a rela-
tively large value of GE. The results match the Q depen-
dence of 0'„'/0", but are somewhat too large in magni-
tude.

The hybrid model of Gari and Krumpelmann [10] has
the long-range low-Q region determined by the low-
lying vector mesons, and the high-Q region determined
by the quark-counting rules. The authors also incorpo-
rate an asymmetric quark wave function for the neutron
and proton. A cancellation of terms from the quarks
leads to a small value of I'&„, and hence to a decreasing
value of o'„'/o. ".

It appears that models in which F,„ is small are able to
match the decreasing value of 0'„'/o" as Q increases.
These models have a quite different theoretical underpin-
ning, and very different predictions for the neutron and
proton electric form factor.

D. Aluminum cross sections

1.5
I & I & I

1.0I
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FIG. 18. The ratio of spectrometer acceptance for the dum-

my aluminum target, compared to the full deuterium target
averaged overall spectrometer momentum, as a function of 50.
Both ends of the dummy target are within the acceptance only
in the middle of the centra1 region.

We measured the ratio of cross sections from alumi-
num and deuterium targets over a wide kinematic range.
The ratio has smaller systematic errors and has more
physics interest than the aluminum cross section alone.
Data were collected on electron scattering from the dum-

my cell at each value of incident energy, for the purpose
of subtracting the contributions of the aluminum end
caps on the hydrogen and deuterium target spectra. The
characteristics of the dummy cell are given in Table III.
These data were also used to determine the electron-
aluminum cross section. The ratio of spectrometer ac-
ceptance for the dummy cell to the full cells was
0.97+0.03 for the restricted angular range of
—3.5&58&2 mrad. This was determined by taking the
ratio of normalized counting rates for full and dummy
cells in a kinematic region [x=0.18, Q =4 (GeV/c),
8' =20.3 GeV ], where there is little structure in the
cross sections and there is no difference between the cross
section per nucleon from aluminum and deuterium. This
is shown in Fig. 18. The ratio is -0.6 at low and high 58
because only one of the two dummy end caps is viewed by
the spectrometer in that region.

Most of the aluminum data were analyzed in the same
way as the deuterium and hydrogen data described
above. However, for some of the kinematic points at
large x, there were insufficient statistics to fit the 58
dependence within the spectrometer acceptance. For
those points, we took the average cross sections over the
spectrometer acceptance for both the aluminum and the
deuterium data. Because of the strong 8 dependence of
the cross sections, this averaging method does not give a
good estimate of the cross sections at the central angle of
the spectrometer. However, the cross sections from both
targets have approximately the same 58 dependence. The
ratio of aluminum-to-deuterium cross sections is only
sensitive to the difference in 58 dependence. The effects
of this difference on the cross section ratio is consistent
with zero, with errors up to 5%. This error is small com-
pared to the statistical error at these large-x kinematics.



S. ROCK et al. 46

The aluminum data were radiatively corrected in the
same manner as the deuterium data described above. Be-
cause both aluminum and deuterium targets had the
same radiation length, the radiative corrections differed
by a maximum of 15%. This difference is due to the
different shape of the two spectra and the target
geometry. The aluminum cross sections were adjusted to
the cross sections from a symmetric nucleus of atomic
number 27, with equal numbers of protons and neutrons,
using

2Z 2( A —2Z) rJn /0'p
OA)= +

A A 1+0„/0
sym

+A)

The ratio o„/crz is approximately 0.35 in the quasi-
elastic and 0.5 in the resonance region from the fits to the
deuterium spectrum described above. This yields an ap-
proximately uniform adjustment of 1.5% over the entire
kinematic range of this experiment. The different energy
losses due to ionization in the two targets was included as
part of the radiative correction procedure by using the
model cross sections. This resulted in adjustments of up
to 15% in the ratio due to the very rapidly changing
cross section with scattered electron energy in the kine-
matic region W &(M .

The ratio of adjusted aluminum-to-deuterium cross
sections is shown in Fig. 19 and in a table which is avail-
able from the Physics Auxiliary Publication Service depo-
sitory. (See Sec. III B 2, footnote 1.) For the lowest ener-
gies the ratio o A~/o d is considerably less than unity near
the quasielastic peak, W =0.88 GeV, because the Fermi

motion in aluminum broadens the peak more than in deu-
terium. At higher Q the quasielastic peak and reso-
nances become less important compared to the inelastic
continuum and the ratio shows little or no structure. At
x &1, the ratio becomes quite large, reaching approxi-
mately 4.0+0.5 at x =1.5 for E=9.761 GeV. Data at
Q —7 (GeV/c), E= 17.301 GeV, and x ~ 1.5 have a ra-
tio of o.A&/o. d

—5+1.5.
Theoretical models predict that this ratio is sensitive to

the nucleon correlations within the nucleus. Frankfurt
and Strikman [53] give a rough estimate of 7 for this ratio
in the pair-correlation approximation. If three-nucleon
correlations are included, the ratio is about 30—well
above the data. Vary [54] predicts that the ratio in the
region 1 x ~ 2 is given by the ratio of probabilities for
two-nucleon clusters in the two nuclei, which is about 3
in his models [55]. It seems that the large values of
o~~/od can be explained by short-range correlations
among the nucleons without resort to more exotic de-
grees of freedom. Frankfurt and Strikman [14] have also
compared these results with a model that calculates both
the effects of inelastic scattering [53] and quasielastic
scattering using a realistic aluminum wave function in-
cluding the possibility of the swelling of nucleons inside
the nucleus. They find good agreement with our data,
with no swelling, and conclude that the change in GM in-

side the aluminum nucleus compared to deuterium is less
than 5% to 10%.

E. Threshold cross sections

U

~X

'~iTQ E=9.744 GeV
dg

10 = I I I

12.565
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Cross sections were measured from deuterium and
aluminum targets at an incident energy of 17.327 GeV
near the threshold breakup region for deuterium (near
the kinematics for elastic electron-deuteron scattering).
This corresponded to Q =8.0 (GeV/c) at threshold,
where the cross sections were extremely small. The data
took several days to collect, and only 160 events were
recorded from the deuterium target and 18 from the
aluminum dummy target. Even at these low electron-
counting rates, pions and electrons were unambiguously
separated in the shower counter. Elastic electron-proton
calibration runs at the same beam energy were inter-
leaved with the electron-deuteron data collection to mon-
itor the detector and beam performance. The beam ener-

gy and other characteristics from these calibrations are
shown in Table I.

18.476 1. Threshold deuterium data

10 =
20.999

2 3
I

1

w' (Gev')

The data were analyzed in a variety of ways to deter-
mine the stability of the results with respect to binning
and other effects. Cross sections obtained by either fitting
or averaging over the angular acceptance of the spec-
trometer yielded results that agreed to much better than
their statistical precision. Within errors, the results were
also independent of the way the data were binned in the
physics variables E', or

Wd Md +2Md(E E——') —4EE'sin (8/2—)
FIG. 19. Ratio of cross sections per nucleon of aluminum

compared to deuterium, as a function of W . [the missing mass of the entire hadronic system including
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vW2(xdyQ )-Ax, (Q )xdG(xg} y (6)

where AN(Q ) is the square of the elastic nucleon form
factor, and G(xd } is the probability for the nucleon to
have fractional momentum xd =Q /(2Md v) in the
infinite-momentum frame of the deuteron. The quark
spectator counting rules [58] were generalized [8] for nu-
clei of atomic number A, with A —1 spectator nucleons
to give G(xd)-(1 —xd) (" " '. For the deuteron, with
scattering from single nucleons, G(x&)-(I —x&} . If the
deuteron as a single entity was struck, then
G(xd)-(1 —xd) '. We extracted vW2/xd at Q =8
(GeV/c) from our data assuming the contribution from
W, is small at 8=10', and have plotted the results versus
(1—xd) in Fig. 21 along with results at lower Q from
previous experiments [34]. At Q =8, the function
vWz/xd is linear on the log-log plot, with a slope of
3.8+0.5, in rough agreement with the predicted power of
S. At lower values of Q, the power of 1 —xd is smaller
than 3 in the region 0.2~1—xd~0. 3. Very close to

both nucleons], or co' =M /Q + 1/x. The radiative

corrections were obtained by an iterative method, as de-

scribed above. Within the statistical uncertainty of the
procedure, the corrections were a uniform factor of 2.
The resolution is approximately +0.13 in Wd and +0.06
in W, which is equivalent to a cross section uncertainty
-+3%

Figure 20 shows the deuterium cross sections in

pb/GeV sr as a function of Wd, the variable appropriate
for showing any structure in the two-nucleon system.
The inelastic threshold is at Wd =3.52. A fit to the cross
section increases very roughly as 3 X 10 exp [ 1.92 Wd ]
pb/sr GeV per average nucleon. There is a 2.2-standard-
deviation enhancement above the fit at 8'd =5. There is
a 25%%uo probability of finding a fluctuation this large in

any of our nine data points.
It was predicted in a study of the asymptotic form fac-

tors and the connection of nuclear and nucleon dynamics
[8], that the inelastic scattering near threshold takes
place via the elastic scattering from individual nucleons
within the nucleus. These ideas were extended by other
authors [S6,57] to include scattering from clusters of nu-
cleons or quarks within the nucleus. For the deuteron,
the structure function would factor into
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FIG. 21. Experimental vS'& /xd near threshold as a function
of (1—xd ), for this experiment at Q =8 (GeV/c)~, and for pre-
vious experiments [34] at lower Q~. Also shown is a power-law

fit to the data described in the text.
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I I I I I I I
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0&9-g oo
0 .0

threshold, vs/xd is almost independent of 1 —xd. The
@CD prediction of a power of 2n, —1=9, where n, is the
number of quark spectators in the deuteron (5}, is incon-
sistent with the data. Thus at the highest Q, the results
are consistent with scattering from single nucleons within
the deuteron at high Q, but there may be significant con-
tributions from scattering from the deuteron as a single
entity very close to threshold, where the power depen-
dence is slight.

For the low-Q kinematic region, it is appropriate to
use the light-cone scaling variable g. Figure 22 contains

vs/g as a function of g,„—g for the same data as in

Fig. 21. The same power-law trends are apparent in both
figures. Because most of the data are compressed into a
similar range of g, it is sensible to compare the power-law
behavior at each Q . In the kinematic range
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U
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FICx. 20. Deuterium experimental cross sections near thresh-
old, as a function of 8'd. A rough fit to the data described in
the text is also shown.
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FIG. 22. Experimental v8'z/g near threshold as a function
of g,„—g; for this experiment at Q =8 (GeV/c)', and for pre-
vious experiments [34] at lower Q2. Also shown are power-law
fits to the data in the region 0.05 ~ g,„—/&0. 17, described in
the text.
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TABLE IX. The inelastic-elastic connection for deuterium. Predictions of the elastic form factor Ad from measurements of the
structure function W2 near threshold. The predicted values of A come from the measured values of W2 and the assumption that
Wz/Ad is independent of Q . Q is in (GeV/c) .

Wd —Md

2.5 & Q'&4
W2/Ad

(average)
10 W2

(measured)

2 —6
10'a

(predicted)

Q'=8 (this experiment)
10'W2 10'W

(measured) (predicted)

0.04
0.10
0.14
0;20

55+5
105+10
160+15
275+25

1.5+0.9
2.3+0.9
4.1+1.0
8.8+1.6

2.7+1.7
2.2+0.9
2.6+0.7
3.2+0.7 0.7+0.4 0.25+0. 15

Average predicted 2.7+0.4 0.25+0. 15

2. Elastic-inelastic connection

It has been suggested by several authors [59,60] that
there is a relationship between elastic electron-nucleus
form factors (xd=l) and inelastic threshold structure
functions (xd —1) that depends on which constituents are
scattered from inside the nucleus. Brodsky and Chertok
[8] derived the relationship using Eq. (6), with the extra
powers of Q coming from (1—xd)" at fixed Wd. They
obtained

1000

5oo —
t Wg-My =0.20 Gev

b
Oy ~ c7

o.i4
gO P

b 010

f o.o4

I l I

2 4

0 (GeVic)

FIG. 23. The ratio of inelastic to elastic deuterium structure
functions versus Q . The straight lines show the approximate
asymptotic behavior for each kinematic offset from the deuteron
mass.

0.05&/, „—)&0.17, Q ~1.5, the best fit is
vWz/(-2. 4(g,„—g)"/(Q ) where n —1.8+0.3. This
is shown in Fig. 22 as a solid line, while the dashed lines
show the continuation of the fit to higher and lower
values of g,„—g. For Q =8 at the larger values of
g,„—g, the power law in g,„—g is twice as large, while
for lower values of Q and smaller values of g,„—g, the
power falloff is much smaller. The power of Q is higher
than the value of 4 expected from scattering from a single
nucleon.

then Eq. (7) becomes

W'(Q' W')

Ad(Q )
=C(Wd } . (8)

This relationship was found to be consistent with previ-
ous results on elastic [61] and inelastic [34] electron-
deuteron scattering. Figure 23 shows Wz /Ad as a func-
tion of Q for several values of Wd

—Md near the elastic
threshold, derived from a reanalysis of that data [34].

For Q ~ 2. 5 (GeV/c), the ratio becomes independent
of Q as expected from Eq. (8}. Table IX gives the aver-

age values of Wz/A for Q ~2. 5 (GeV/c) at several
different values of Wd

—Md. If we assume Eq. (8) to be
valid, we can determine Ad at Q =6 and 8 (GeV/c)
from the measured values of 8'z in the previous experi-
ment [34] and this experiment, respectively. The results
are shown in Table IX. The errors are statistical only,
and do not include the considerable theoretical uncertain-
ty in Eq. (8). Since these elastic form factor results are in
direct measurements, they should be used, if at all, with
extreme caution.

IV. SUMMARY

We have measured electron-deuteron and electron-
proton cross sections at 10' from near their respective
thresholds into the resonance region. We have also mea-
sured the electron-aluminum cross section near the deu-
terium breakup threshold and near the quasielastic peak.
The inelastic deuteron spectrum in the region of the
quasi-elastic peak is roughly consistent with expectations
from scattering from a single nucleon. A variety of mod-
els of the deuteron wave functions are capable of repro-
ducing our results. The deuterium cross sections from
threshold through the resonance region are also con-
sistent with models based on single-quark knockout and
an approach to scaling using either the Nachmann vari-

p(Wd) .
dQdW dQ

If the electron-deuteron elastic cross section is written as

da" =o M„,[ A d ( Q )+Ed ( Q )tan (8/2) ],
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able g or the Bloom-Gilman variable co'. The ratio of in-

elastic cross sections per nucleon, o-A&/O. d, increases from
less than 1 at x = 1 to approximately 4 at x = 1.5.

The elastic electron-neutron cross section was extract-
ed from the quasielastic data out to Q =10 (GeV/c) .
The ratio o'„'/o~ appears to decrease with increasing Q
above Q =6 (GeV/c) . This is inconsistent with form
factor scaling for GQ, Gg, and Gst combined with either
GE =0 or F", =0. The decreasing ratio is consistent with
the form factors falling with powers of Q, determined by
dimensional scaling laws combined with a variety of nu-
cleon wave functions. The decreasing ratio is also con-
sistent with some of the models based on vector domi-
nance [6], and with a hybrid model [10] of vector domi-
nance and QCD; these models are inconsistent with form
factor scaling and have small values of F,„. Future mea-

surements of Gg and Gg are necessary to distinguish be-

tween these approaches.
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