PHYSICAL REVIEW D

VOLUME 45, NUMBER 12

15 JUNE 1992

Phase transitions and formation of bubbles in the early Universe
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We analyze the bubble-formation process that occurs when there is phase coexistence in the early
Universe. In this paper we stress the relevance of determining the surface tension in order to compute
some quantities that are relevent to cosmology such as the number density of bubbles, the contrast densi-
ty, and the most probable sizes of bubbles (critical radius). We show how these quantities can be ex-
pressed as a function of the surface tension. We propose a method for computing this thermodynamical
variable. The surface tension is shown to acquire a very simple dependence in the high-temperature lim-
it and can be easily predicted up to the one-loop approximation.

PACS number(s): 98.80.Cq, 11.17.+y, 98.80.Dr

I. INTRODUCTION

As one probes the large-scale structure of the Universe
some puzzling features, in the distribution of galaxies on
large scales, emerges. In particular, there is strong evi-
dence that the distribution of galaxies is made up of thin
sheets (or surfaces) in which the galaxies lie. These sheets
surround vast voids (regions in space containing few
bright galaxies). Furthermore the sheets seem to be sur-
faces of several adjacent bubbles [1].

The nowadays-accepted picture for the development of
structure in the Universe is based upon the growth, due
to gravitational instability after the recombination era, of
small perturbations in the density. There is a widespread
belief that these initial perturbations should result from
processes operating in the very early Universe, that is,
processes that took place very close to the singularity.
Cosmological phase transitions might have played a de-
cisive role in shaping the nowadays-observed Universe.
This follows from the fact that the theory of the funda-
mental interactions is based on gauge symmetries (that
are spontaneously broken as the Universe lowers its tem-
perature) and that the appearance of inhomogeneities (or
symmetric defects) is a feature of theories whose symme-
try is spontaneously broken [2]. Since the appearance of
inhomogeneities in cosmological phase transitions is ex-
pected on very general grounds it seems natural to think
of these inhomogeneities as seeds for galaxy formation.
There are, in fact, suggestions that topological defects
such as strings and domain walls might generate the con-
trast density required for giving rise to the observed
structures in the Universe [3].

In this paper we deal with the problem of phase coex-
istence in the Universe. Whenever there is phase coex-
istence there is formation of bubbles (or droplets) in the
system. In order to deal with the problem of bubble for-
mation in phase transitions we have used the droplet pic-
ture of phase transitions [4,5]. This method has been
developed for dealing with bubble formation in phase
transitions that are very familiar to physicists (liquid-
vapor phase transition, for instance).

We will explore the possibility that the observed large-
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scale structure of the Universe emerged from the ex-
istence of interfaces separating regions of different phases
in the Universe. We imagine that at some stage of the
Universe there was phase coexistence, i.e., there was an
area in the Universe in which two bulk thermodynamic
phases coexisted in such a way that regions of space (bub-
bles) were separated by a relatively narrow region, the in-
terfacial region, over which the properties of the system
must change from those of one phase to those of the
second phase. In the case of a magnetic material the in-
terfacial region is planar and is referred to as the Bloch
wall. In the case of theories with spontaneous symmetry
breakdown the planar interfacial region is referred to as a
domain wall.

We will achieve a description of phase transitions from
the knowledge of the interfacial free energy per unit area
(that will be referred to from now on as the surface ten-
sion). The idea is that one can define first the thermo-
dynamics of a single interface and afterwards to extend it
to a description of the system as a whole.

In field theory there are two circumstances under
which the Universe might have developed bubbles or
domains. We will distinguish these two situations and
will refer to them as the degenerate and nondegenerate
cases. The nondegenerate case occurs when the order pa-
rameter has more than one component and the Hamil-
tonian is different for each value of the order parameter.
In cosmology we would say that the two phases would
have different cosmological constants. Under these cir-
cumstances, below a certain temperature the phase with
the order parameter p,=0 becomes metastable. The
change from a metastable to a stable phase occurs as the
result of fluctuations in a homogeneous medium. Within
the homogeneous medium there is formation of small
quantities (droplets) of the new phase.

The degenerate case occurs when the order parameter
has, say, n components p; but the Hamiltonian depends
only on the sum of the squares of these components. The
Hamiltonian is independent of the direction of the n-
dimensional vector p. In field theory we would say that
the vacuum of the theory is degenerate. A typical and fa-
miliar example of a degenerate system is a purely ex-
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change ferromagnet, whose energy is independent of the
direction of the magnetization vector.

The plan of the paper is the following: In Sec. II we re-
view the general aspects of surfaces, their thermodynam-
ics, and the formation of bubbles. In Sec. III we establish
the general framework and give formal expressions, in
field theory at finite temperature, for the free energy per
unit area (surface tension) of a domain wall. As an exam-
ple we find the surface tension and the critical tempera-
ture for the minimal SU(5) model. The expressions ob-
tained are fairly simple in the high-temperature limit. In
Sec. IV we consider bubbles in both cases of vacua, the
nondegenerate and the degenerate one. Conclusions are
presented in Sec. V.

II. SURFACES —CLASSICAL RESULTS

A. Surface tension

The thermodynamical properties of an interface can be
entirely characterized by the surface tension o. This
thermodynamical variable is defined in terms of the work
(dW) needed to vary the surface by an amount d 4 by

dW=0dA . 2.1

The surface tension depends on the temperature as well
as other variables, that we call external variables, such as
magnetic fields,

oc=o0(T,x;,...,x,), (2.2)

where x; is the ith external variable. x; accounts for the
bulk environmental action over the surface.

In order to take into account surface effects, by taking
the volume fixed, one writes

dF =dE —TdS=updN +odA , (2.3)

where the differentials stand for these elements in the
two-phase system. From the equation for the thermo-
dynamic potential (), that by definition is given by

dQ=—SdT—Ndu+odA (2.4)
one gets, for T and u constant,
dQ=0dA , (2.5)

whereas within the canonical ensemble [taking N fixed in
(2.3)] one gets

dF =o0dA . (2.6)

From (2.6) it follows that f (the free energy per unit
area) is equal to o. From (2.5) it follows then that the en-
tropy (per unit area) is given by

do

§=— ﬁ (2.7)
and the surface energy is
do
=f4+Ts=0g—T== | 2.8
e=f+Ts=c 4T (2.8)

If one represents by E°, S°, and FO the internal energy,

4401

entropy, and free energy of the two-phase system without
the surface (that is, excluding the interfacial region) then
the same quantities when a single surface of area d 4 is
present in the system are given by

§=5+s(T,x)d4 , (2.9a)
E=E°+&(T,x)dA , (2.9b)
F=F4+o(T,x)dA (2.9¢)

with s(7,x) and &(T,x) defined by (2.7) and (2.8), respec-
tively.

The main conclusion is that, as pointed out earlier, the
surface tension, defined in (2.1), is the essential thermo-
dynamic variable of the interface. From it one gets the
free energy, entropy, and energy of an interface of area
A, as

Fs=04, (2.10a)
do
=—A—, 2.10b
Sg aT ( )
do
= — —_— . .10
E¢=|o—T dT A (2.10c)

Furthermore, from the definition (2.1) it follows that o
represents the cost in energy, per unit area, for introduc-
ing an interface into the system. This cost in energy can
be expressed as a difference in the free energy of the two-
phase system.

B. Phase transition

The bubbles with which we will be concerned in this
paper are associated with phase coexistence in some stage
of the Universe. We imagine two bulk thermodynamic
phases separated by a relatively narrow region, the inter-
facial region, over which the properties of the system
change from one phase to the other. Phase coexistence
occurs in simple fluids, binary fluids, and in anisotropic
magnets. The latter case is a prototype of models in
which there is spontaneous symmetry breakdown and the
interfaces are referred to as domain walls. There is, then,
a strong correlation between the existence of interfaces
and the occurrence of phase transitions.

At the critical temperature the surface tension vanishes

o(T,,x;,...,x,)=0. 2.11)

The condition (2.11) implies, for theories in which the
vacuum is degenerate, that the cost for introducing a sur-
face of arbitrary size into the system is zero and conse-
quently the system is “insensible” to boundary condi-
tions.

In this paper we will show that in field theory at finite
temperature it is possible to account for the vanishing of
the surface tension since one can provide a definite
scheme for computing this relevant parameter. That al-
lows us to determine many relevant parameters in
cosmology. The approach is then, starting from the ther-
modynamical variable o(T), which is associated with a
single bubble, to extend our thermodynamical discussion
to the field-theoretical description of the system as a
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whole.

The dependence of the surface tension on the tempera-
ture in some cases is given by a universal function of
T/T,.. For example, from the law of corresponding
states it follows that the surface tension can be written as

(6]

o(T) S=S(T/T,) (2.12)

(T =0
A dependence of the form (2.12) we shall call a
corresponding-state dependence.

The surface tension in the high-temperature limit and
up to the one-loop approximation, for any renormalizable
theory, can be written in the form (2.12), with
f(T/T.)=1—T?*/T? so that the corresponding-state
dependence is valid in field theory.

C. Bubble formation and critical sizes

According to the thermodynamic theory of fluctua-
tions the probability for producing a bubble of radius R is
given by

AF(R)

T ) (2.13)

W~ exp

where AF(R) is the cost in energy for introducing such
an object into the system [6]. Usually, and as it will be
done in this paper, the cost in energy can be expressed as
a difference of thermodynamical potentials. In order to
determine the most probable bubble radius we just look
for the value of R that minimizes AF(R), defined in
(2.13). This radius (critical radius R, ) is given by

dAF(R)

=0. 2.14
4R (2.14)

R=R

<

As a simple example we consider the formation of bub-
bles in the case of a liquid-vapor phase transition. The
bubbles will be considered as spheres of radius R. Under
these circumstances one has to consider the variation in
the thermodynamic potential (). Before the appearance
of a single bubble in the system the potential is given by

47

Q%= —pO V°+~3—R3 (2.15)

After the appearance of the bubble in the system whose
pressure is now P,

Q= —POVO—P4T7TR3+U47TR2 . (2.16)
From (2.15) and (2.16) it follows that
AF(R)=Q—Q°:-(P~P0)4T”R3+a4wR2 . 2.17)

The probability for producing a bubble of radius R is
then, from (2.13),
@~exp -‘*31R3(P-P°)—47TR20 (2.18)

A dependence of the form (2.18) is known as the capil-
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larity approximation [5]. We shall see that for nondegen-
erate vacua it is possible to get a dependence of the form
(2.18) within the one-loop approximation in the high-T
limit. The critical size is then [from (2.14)],

_ 20
cr_P_PO

R (2.19)

and the probability for the most favorable bubble radius
will be given, following (2.13), by

— 16703

—_— (2.20)
3(P—PO2T

W~ exp

As can be seen from (2.19) and (2.20) one can get
relevant information on the size of the most probable
bubbles (critical bubbles) and their distribution from the
knowledge of the surface tension.

Formally, the critical sizes of bubbles tends to zero at
the critical temperature,

lim R, (T)=0 .
T>T,

(2.21)

This is a consequence of the capillarity approximation
which, in field theory, follows from the fact that the two
phases exhibit different cosmological constants.

III. SURFACES IN FIELD THEORY

A. Surface tension —definitions

We have shown in the preceding section that the
relevant quantity, whenever there is phase coexistence, is
the surface tension. In field theory at finite temperature
one has a well-defined approach for computing this ther-
modynamical variable.

Let ¢, (x) represent a field configuration describing a
defect (for example, a bubble) in the system. We shall be
interested in the thermodynamical properties of the sys-
tem in the presence of such a background field. This, on
the other hand, should be inferred from the partition
function Z (¢ ) defined as

Z(gp)=[[Dgle "0

The free energy of the system in the presence of the
background field ¢ (x) is

Flép)=—B '"InZ(4p) .

One might be interested also in analyzing the free ener-
gy associated with a uniform background field that we
represent by ¢,. The free energy of the system in the
presence of this uniform background field ¢, is

F%¢y)=—B"'InZ%¢,) ,

where Z%¢,) is obtained from (3.1) by substituting ¢,, in

(3.1) by ¢,.
The vacuum of the theory is associated with the field
configuration that minimizes F%(¢,):

8F% o)
8¢0 ¢O:¢U

(3.1)

(3.2)

(3.3)

=0. (3.4)
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F(¢p) defined in (3.2) can be thought of as a thermo-
dynamical potential associated with a spatially inhomo-
geneous system. The corresponding equilibrium condi-
tion is found by solving the following variational prob-
lem:

8F(4)
54

One is then led to a variational problem which, more gen-
erally, can be stated as follows: Let ¢, be a solution of
the following variational problem:

=0. (3.5)
¢=¢p

LINT:DN R (3.6
8¢ |4=¢p
|
F(n)(Tlxl, “ e ,Tnx ﬁ—_nI{‘I z f

2)3

j—ln-—m

where w;=2wl/f3, and remembering that translational
symmetry allows us to set

" ({w,k,))=B2m)8 [ziw,. 153 [zik,. ]

XT "({wk,;}) (3.10)

then, for static field configurations (those with which we
will be concerned in this paper), the general structure of

F(¢D) iS

r<¢D=Bz LT fd%ép(—k;)

n=1 ]=1

X T "({k;,0;=0})8° [zkj] .
J

(3.11)

The graphs that contribute to T"* will involve sums
over the discrete J which, once performed, yield a term
independent of temperature plus one which has the full T

[(¢p)=Ty(¢p)+ 2 H fd3kJ¢D

n=1 ]=1

LT ™0k, . . .

k)16,
Yn

4403

where I' is a group-invariant functional. It is possible
then to show, by using the background-field method, that
under condition (3.6) one can write the cost in energy for
introducing a defect in the system as [9]

AF=F(¢p)—F(¢,)=T(¢p)—T(¢,) (3.7)
where T is the effective action defined by
1 n
F=§mf---fdxl-~-dx,,l“( (X oo rX,)
Xd(xy) - plx,), (3.8)

where '™ is the one-particle-irreducible Green’s func-
tions of the theory.
If one uses the Fourier transform of I''", defined as

n
,o.k,)exp | —i ¥ (o;7+k;x;) |,
I=1

(3.9)

[

dependence. This separation can always be implemented
[7]. One can then split T " into two parts

L "({k;,0;=0})=T¢"({k;})+T P({k;,0;=0}) ,
(3.12)

where the second term contains all the T dependence.
The general structure of this dependence can be inferred
by making a change in all internal-momenta integration
variables. This change is just a replacement p—p’=pp.
After this scaling in the internal momenta one can

predict, from pure dimensional analysis, that
T P({k;,»;=0}) have the following structure [8]
T ((k,0,=0)=3S 16, |- 2| @13
7 ((k;,0;=0}) 72 v | 7T (3.13)

where d(y,) is the superficial degree of divergence of a
graph y, contributing to T' and G, is dimensionless.
Putting (3.10), (3.12), and (3.13) together we have

T (3.14)

!

where I'y(¢p ) is the effective action computed with the background field ¢, at zero temperature.
Using (3.7) and remembering that the surface tension ¢ can be defined as AF /L2, we can write the following general
expression for the surface tension involving a background field ¢,

o(T)=—5(T(dp)~To(4,)]
1 1 diy,) k; n > 1 d(y,) n
+— d3k _ 3 n vt % i_r3 L oan n i
5| 5 S S 3 51, [ 20 5 Tz, [0

(3.15)



4404

From (3.15) it follows that the general structure of
a(T)is

o(T)=0(0)—Tg(T,m)+Tg"(T,m)+ --- , (3.16)
where
a(0)= Lz[FodBD —Ty(6,)] (3.17)

and the terms involving powers of T2 and T in (3.16)
come from graphs having superficial degree of divergence
2and 1.

From expression (3.15) one can see that, in the high-
temperature limit, the leading contributions come from
graphs that have higher superficial degrees of divergence.
As we will show in the next section, these graphs up to a
given order in the semiclassical expansion, are easy to iso-
late.

B. Domain-wall free energy

Field theories whose gauge symmetry is spontaneously
broken might exhibit topologically stable defects. The
prediction of the type of defect relies upon topological ar-
guments. Under certain circumstances one can predict
the existence of domain walls. These defects corresponds
to infinite interfaces separating two vacua configurations
(planar interfaces). At the classical level these objects are
associated with solutions of (3.5) when one takes I' com-
puted at the zero-loop level.

In this section we will review the approach for comput-
ing the surface tension in field theory [9]. In this case we
will be concerned with the computation of free energies
associated with domain walls. Let o, represent the free
energy associated with a domain wall. In the field theory
0, is given as

z,
Z

-1
awz—?ln

) (3.18)

v

where Z,, stands for the partition function of the system
evaluated when one imposes boundary conditions that
force the existence of a domain-wall defect in the system,
while Z, is the partition function obtained using topolog-
ically trivial boundary conditions (vacuum sector). L is
the size of the system.

We have shown that the various thermodynamical
functions can be written in the one-loop approximation,
as differences of the effective action of the theory evalu-
ated at certain field configurations. Let I'(¢) be the
effective action of the theory and ¢, be the constant-field
configuration associated with the vacuum of the theory.
Then, in terms of the effective action one writes o, as in
(3.7), with ¢ changed to ¢,,, the field configuration asso-
ciated with the wall,

Lrg,)- (3.19)

o

L(¢,)] .

The special field-theoretical configurations ¢, (¢, for
the wall), are the defects associated with the classical
solutions of the Euler-Lagrange equations of the model.

The dependence of o, on T is given in (3.15). The crit-
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ical temperature T is given from the condition (2.11) i.e.,
0,(T.)=0. The interpretation in this case is that above
T, there is symmetry restoration as a result of condensa-
tion of domain walls [9].

As an example let us consider the minimal SU(5) grand
unified theory at finite temperature. Its Euclidean La-
grangian density is

L——ZTr[G G* ]+ — Tr |D,¢1]

where ¢ is the Higgs multiplet belonging to the adjoint
representation and

1+Vie), (3.20)

2
V(¢)=—‘L—;—Tr(¢2)+%[Tr(¢2)]2+§Tr[¢4], (3.21a)
24 )Li
_2 Gy (3.21b)
24 )Ll
w,= zwum (3.21¢)
i ?»‘
é= 2¢ , (3.21d)
i=1
D,$=2d ¢—irr[W 6] (3.21e)

and A’ (i =1,...,24) are the generators of SU(5) in the

fundamental representation (normalized so that

Tr[A'A/]=28"). We also impose that b >0 and
—(7/15)b.

This model exhibits two different topological defects:
domain walls and magnetic monopoles. The background
field describing a domain wall is the type of solution
which one is interested in and is given by

—, (3.22a)

wa= (3.22b)

with A=a + Lb. Note that this solution depends only on
one spatial coordmate which we choose to be x.

Let us exhibit the structure of the free energy of the
system under this background field in the one-loop ap-
proximation. In the zero-loop approximation one has,
from (3.16),

0,(0)= 8¢l =5 T8, ~Told,)]

[Scl(¢w Sq(é,)], (3.23)

L 2
where ¢, is the vacuum value of the classical potential
V(¢,), Eq. (3.21a), given by ¢, =p/V'A, with A=a + Lb.
Then from (3.23), in the zero-loop approximation, the
free energy of the topological defect is just the difference
between the classical action associated with the wall and
the energy of the vacuum. As?u is the mass per unit area
of the wall at T =0.
Within the one-loop approximation I'(4, Wu ) will have
the structure predicted from (3.8) which, for the example
that we are considering, has the structure
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A
+ &
SR

- (T W 1 Sap B 3= Tazb— 1 ab B e e by ...
=Sa(& W)= 2D [Cdr [d*% §o§ = GNT) [Cdr [dx WiW ot - (3.24)
where S is the classical action associated with the background field, 2°%( T) can be represented graphically as
3%(T)= —*—O—J— + —‘g‘}—J— (3.25)
a b a b
whereas IT°( T) can be represented as
MY M v M v
U T) = oo hob + O T I
a b a b a b
p v I
+ g 4+ (3.26)
o b Q b
f
The wavy, solid, and dashed lines stand, respectively, for TV=Ae — 1 3 24.24(T)
the gauge boson, Higgs boson and ghost fields (for the o, (T)=A¢, 2 L2
fluctuations we are working in Landau gauge). I1°%T) B T Tw -
can be identified as the polarization tensor for zero exter- X f N dr f d°x[¢ou(x)po(x) =1+ -,
nal momenta [10]. Following our earlier prescription (3.28)

(3.12), we also split (3.25) and (3.26)
temperature and temperature-dependent parts:

into zero-

3 T)=38+3%({k;,w;=0}) (3.27a)
and
ab —T17ab 7 ab
(T =Tig +Tg(T) . (3.27b)

First of all one notes, looking at (3.24), the appearance of
ultraviolet divergences. These, however, can be treated,
as usual, by adding appropriate renormalization counter-
terms, which are just the usual ones at zero temperature.
This means that the zero-temperature renormalization
scheme suffices for getting finite expressions for free ener-
gies of topological defects. Substituting (3.27) into (3.24),
one can obtain the topological-defect free energy of the
SU(5) model, which for a wall with ¢ and Wu given by
(3.22), one has

where Ag,, stands for the classical energy density of the
wall, ¢ %(x) is given by (3.22), ¢, =p/V 2AAy,, = 2424(T)
is given by (3.27a) and the dots represent one-loop contri-
butions not included explicitly in (3.28). One could go
further and write down similar expression for all the
one-loop graphs for the topological-wall structure of the
SU(5) model. However, instead of doing this explicitly,
we will just analyze the high-temperature limit of the free
energy. In this limit, the form (3.15) is particularly use-
ful, since the leading power in T of series (3.15) is easily
obtained. Property (3.13) permits us to identify these
contributions, which are the ones with higher superficial
degrees of divergence. These contributions are precisely
the ones we have written explicitly.

In the high-temperature limit, the graphs appearing in
(3.25) are the ones we need and yield

~ O,

m n

282
6 +___
26a 15b

T2

mn 2
2 8 (3.29a)
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and

-|—i1—=_% 2T26mn .

m n

(3.29b)

_ From (3.29) we have the asymptotic expression for
E mn( T)

= T?

SmT)= —T[5g2+%(26a +282p)16™"
and from (3.28) one obtains the high-temperature behav-
ior for o ,(T)

(3.30)

2
Uw(T):ASw+‘];_[5g2+§(26a +22p)]

X [dx[$%(x)—¢2].

The substitution of (3.22) into (3.31) and use of (3.23)
leads to

(3.31)

243/2 2 )
oo ()= S T2 pV2 o, +2m2p +5g2)

o o 55 (3.32)

with A=a + Lb.
From the expression for o, (T) and from the condition
(2.10) we obtain the critical temperature T,:

2
(T.)= 60u (3.33)

.) )
25¢2+13(15a +7b)+50b

From (3.33) and (3.32) one can also write o ,(T) as

zV=¢ "% [ (Dnlexp [~ [ a7 [ @x[3@umP+ iy g0m] | -

The Gaussian integral in (3.39) is easy to evaluate and
one gets, formally,

ZW=e et A Ot V(9] . (3.40)

This expression gives the contribution of just the one-
bounce solution.
Using the dilute-gas approximation one gets

) (3.41)

where Z'% is the partition function (3.40) computed at
the vacuum field configuration, ¢, of the theory, that is

ZO=¢ % get= 12 O+ V(8] . (3.42)
Since the free energy F is given by
F=—p"'Inz (3.43)
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2
T
T?

o, (T)=0(0) : (3.34)

where 0(0)=(2u?)*"2/3A. This is the result predicted in
(2.12), where o(0) and 7, depend on the parameters
(masses and coupling constants) of the SU(5) model.

C. Semiclassical approach

Admitting that the system under study is described by
a scalar field ¢ one can write a path-integral representa-
tion for the partition function Z

Z= [[Dglexp[—S($)], (3.35)
where S is the effective action of the field ¢,
S(¢)=[d*x[1(3,72+ V()] . (3.36)

In the semiclassical limit, the leading contributions to
Z, given by (3.35) and (3.36), come from the field
configurations, ¢, which minimize the effective action,

o8T(¢) - (3.37)
8¢ |s=¢,
and therefore obey the Euler-Lagrange equation
O¢.—V'(¢.)=0. (3.38)

If one makes a functional Taylor expansion of S(¢)
around ¢, keeping only the quadratic terms in n=¢ — ¢,
one obtains the partition function (3.35) up to the one-
loop level,

(3.39)

[
one gets, by treating the zero eigenvalues separately [11],

v/2

S(¢.)
2w

. . -12
det'[ —Ogyq+V"(¢,)] ] ~S(6,)

F=-T

, (3.44)

det{ —DgyatV"(4,)]

where the prime indicates that the zero eigenvalues must
be omitted from the determinant and y is the number of
these eigenvalues, which, in theories of three spatial di-
mensions is three.

Let A be the ratio of determinants which appear in
(3.44). We shall develop a formal expansion for A that
will be useful in order to extract its dependence on T at
high temperatures. A can be written as

A=exp(—H{Tr'In[ —Og,+V"(d.)]

—TrIn[ — Oy + V"(,)1})

L
2

(3.45)
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(3.45) can be written in the alternative form
A=exp[ —NUTrin{1+Gg[V"(¢.)—V"(¢,)]1})],

(3.46)
|

Trin{1+G4 16—V} =--{ ) + --{O- +-.Q:’ + -

where the dashed lines correspond to the background field [V''(¢.)—V''($,)], and the internal lines stand for the prop-
agator Gg.

As in Sec. III B, one can isolate (in the high-T limit, 8—0) the terms which have higher superficial degree of diver-
gence and then the contribution with leading power in 7. This contribution is just the first term of the series (3.47).
Then, we have, for —0 (T — ),

where Gg=1/[ —Og,q+ V" (¢,)] is the free propagator
at finite temperature, with mass v/ V"(4,).

If we expand the natural log in (3.46) in powers of
Gl V' (9. )—V"(¢,)], we get formally

(3.47)

1 1
—exp | T V(¢ )—v" (3.48)
A=exp 2Tr —DEucl+Vll(¢u)[ (¢.) (¢,)]
We can compute explicitly the exponent in (3.49) so that one can write
11 > 4% 1 B 3
A= -5 dr [ d>x[V"(¢.)—V"(,)] | , (3.49)
exp 2 B ,,:2_00(277)3 Qan /BP+k2+V"(¢,) fo f (v $y)]

where we have used the usual representation for the trace and the Feynman rules at finite temperature for the first
graph in (3.47). Performing the n» summation and taking into account a static classical field ¢. one obtains, for a renor-
malizable theory [and making the argument of the exponent in (3.49) free of divergences, which is associated with the
temperature-independent part of the first graph in (3.47)], A can be written as

d’k

1

A=exp —%Bfaﬂx[ Vg )=V, [

In the high-temperature limit, A behaves as

A~exp(— AT) , (3.51)
where
d3k 1
=1 3x[y" -y Tk
A zfd X[ (¢c) (¢U)]f (277_)3 k(ek—l)
(3.52)

Therefore (3.44) in the high-temperature limit becomes

v/2 ¥

L1 expl—S(4.,1)1,

S(¢é.) 1
B

F~—T
2

(3.53)

where S(¢,.,T)=S(¢,)+ AT, with AT being the result
(3.51) for A. The factor (1/B)Y comes from a careful ma-
nipulation of (3.45) when one takes into account the zero
eigenvalues of the determinant.

In the following sections we will use this expression to
obtain the total free energy for a specific field
configuration ¢, describing a spherical bubble.

3 —_— K2 VS )
(2m) \/k2+V"(¢v)(eB‘/k V@

(3.50)

IV. FIELD THEORETICAL DESCRIPTION
OF CONDENSATION

A. The droplet picture of phase transitions
and critical radius

In this section we will show how the evaluation of the
partition function, for a collection of noninteracting
droplets, may lead to the thermodynamic properties of a
condensing system and the derivation of macroscopic
features of a two-phase system. This is the so-called con-
densation problem.

For a nondegenerate system one can treat the conden-
sation problem by using the droplet picture of phase tran-
sitions. The basic idea of the droplet picture, suggested
as early as 1939 [12], is that a transition from a phase A
to a phase B might be preceded by the formation of small
nuclei of the phase B within 4. The droplet model in
field theory at zero temperature has been developed by
Langer [4] as a statistical theory of the condensation
phenomenon.

Under the hypothesis of noninteracting bubbles, the
thermodynamics of the system can be derived from the
knowledge of the partition function of a simple bubble.
For a system of n particles, one can write the partition
function, Z;(T), associated with an isolated cluster of /
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particles moving in the volume V.

Within the droplet picture, and this is the basic as-
sumption of the model, Z,(T) is written phenomenologi-
cally as [13]

Z,(T

V

=gl "Texplagl"[(W —wt)/T}exp{l[F), /KgT1]}

4.1)

where g,/ ~ 7 is a geometric term, whereas the other terms
represent the surface and bulk contribution to the free
energy. The surface term has a contribution associated
with the surface energy W and a surface entropy w asso-
ciated with the wiggles of the surface. ay/” is the
effective surface. ¢q,, 7, and y are phenomenological pa-
rameters. F),/KpT is the bulk contribution to the free
energy.

An expression analogous to (4.1) has already been ob-
tained, within the context of field theory, for a phase
transition in which the system goes to a metastable phase
(the vacuum is metastable). For cosmological phase tran-
sitions this metastability implies that there is a difference
in energy density of the vacua of the theory (the true one
and the false, the one in which the system is trapped). In
this context it is possible, in semiclassical approximation,
to identify all the elements present in (4.1). In fact, the
classical action S (R) associated with a bound solution,
describing a bubble of radius R, can be cast (in three di-
mensions) in the form

_Am

S, (R)= 3 R3AT +47R%0 , (4.2)

cl
where AT is just the difference in energy density between
the vacuum states and o is the surface tension. The first
term thus represents the bulk contribution (volume ener-
gy) and the second one represents the surface energy.

A term analogous to the geometric one can be obtained
only within the one-loop approximation [11]. Taking
into account just the zero modes we have a preexponen-
tial term that goes like S7/2, where y is the number of
zero modes [11].

The droplet model pictures the system as a dilute gas
of small droplets of radius R. The number of bubbles of
size R might be approximated by a simple Boltzmann
factor, that is

N(R)~exp[ —BAF(R)], (4.3)

where AF (R) is the energy cost for introducing a bubble
into the system.

As shown in the previous sections, the cost in energy
for introducing an interface in the system can be defined
by (3.7)

Z(¢p)

. 4.4
Z(¢,) 4

AF=F(¢p)—F($,)=—B 'In

For spherical bubbles of radius R, AF is a function of R,
and one can write AF=AF(R).

Only bubbles whose size R is above a critical value R
are stable and they survive in the system. This critical
value is given by the condition
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dAF(R)
4R - 0. (4.5)

Bubbles with radius smaller than R are unstable and
disappear again. These bubbles are assumed to be macro-
scopic objects. The value R =R determined by (4.5)
corresponds to the limit beyond which large quantities of
the new phase begin to be formed. Bubbles beyond the
critical range (with R > R ;) will inevitably develop into
a new phase.

For a nondegenerate system one can picture the con-
densation process as a two-stage process. In the first
stage (metastable phase) the system is metastable. In this
stage there is formation of critical bubbles. In the second
stage (condensed phase) there is the growth of the critical
droplets. Bubbles of sizes larger than the critical one be-
come stable and grow.

Within the one-loop approximation and for tempera-
ture below, but close to, the critical one, one can write

AF(R)=~4T”R3[F<$M, T)—T(§,, T)] +47R 2(T) ,

(4.6)

where ¢, is the local minimum, of the potential V (¢),
which dominates the region outside the bubble and &, is
the global minimum which dominates the inside region.
In this case the solution which interpolates between these
two minima is the kinklike solution ¢, (x) and it describes
the surface of the bubble. ¢(T) in (4.6) is the surface ten-
sion.

The result (4.6) above can be seen when one uses (3.53)
for a nondegenerate system, replacing ¢, by ¢z, which
represents a spherical bubble of radius R. ¢ consists of:
.., for R <R —AR; ¢,, the kink field configuration, for
RE(R,—AR,R_,+AR) and ¢, for R>R_ +Ar
Then one can divide the integral of the classical action
into three regions [11]: the inside of the bubble, the skin
of the bubble, and the outside of the bubble. In the thin-
wall approximation, that is, AR <<R_, and using the re-
sult (3.52) (in the case of a nondegenerate system), the
temperature corrections to the classical action, (4.6) give
a good approximate description to the bubble action [14].
From (4.6) one obtains that R, is given by

_ 20(T)
AT(T)
As an example (of a nondegenerate system) one can

consider the Hamiltonian density for a scalar field theory
given by

R_(T) @7

H=1m(x,0)+ L[ V(x,0) P+ 1m ¢*(x,1)

+ M x, 1) +jd(x,t)+Im* /N, (4.8)

A
41

where j is an external current assumed to be time and po-
sition independent.

Following the ideas of Langer [4], metastability arises
if we consider what happens as we vary the value of the
external current j, for suitable low temperatures.
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A simple analysis of the classical potential shows that
at the vicinity of j =0, one can have two minima, one lo-
cal and the other global. The semiclassical correction
around each minimum brings the temperature into the
problem and leads to a two-phase picture of the system:
large regions dominated by the global minimum
configuration where, due to thermal fluctuations, there
occur bubbles (or droplets) dominated by the local
minimum [14].

From (4.7) one can make contact with the phase transi-
tion (second order) that take place as j—0 and T— T, by
remarking that, at the transition temperature, the critical
radius R_(T,.) should vanish. From (4.7) one can see
thatat T=T,, R (T,)=0,if o(T,)=0.

Let us assume that the distribution of bubbles is a di-
lute one. Under these circumstances one can write for
the partition function Z Eq. (3.41)

Z(l)
Z(O)

exp , (4.9)

Z(O) =

where Z© now stands for the partition function in the
vacuum field configuration, ¢,, and Z'" in the bubble
field configuration ¢5.

From the results of Sec. III C, one can write the free
energy of the bubble, F =—B"'InZ, Eq. (3.53), with ¢,
replaced by ¢5. In the high-temperature limit and con-
sidering spherical bubbles one can find a general form for
F given by

372 3
F=—T —(47/3)R*AT +47R %5(0) 1
27T B
(47 /3)R3AT(T)—47R *0(T)
Xexp ,
T
(4.10)

where we have used (4.2) for S (¢p) and (4.6) for
S(¢p,T), the classical action associated with the bubble
appearing in (3.53).

In (4.10) we have taken the factor y appearing in (3.53)
as being three (for bubbles in three spatial dimensions
there are three translational zero modes and therefore
three zero eigenvalues).

For the situations in which the difference between the
energies of the degenerate vacua is zero [AT in (4.2) is
zero] there is no external source to make one of them en-
ergetically preferred with regard to the other. In this cir-
cumstance, the determination of the critical radius of
bubbles, for instance, cannot be done by using (4.2). So
that one has to adopt, as an improved version, the droplet
picture in field theory.

Within the droplet-model picture, symmetry restora-
tion occurs as a result of formation of droplets of the new
phase within the old phase. Close to the critical tempera-
ture these bubbles are more numerous and larger. In
fact, at the critical temperature bubbles with infinite ra-
dius are favored to appear in the system. That is why we
could consider these bubbles, close to T., as infinite

[4
domain walls (“magic carpets” in Fisher’s words [13]).
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One can consider (4.10) in the two situations of vacu-
um, the nondegenerate and the degenerate. In the case of
a nondegenerate vacuum, we have essentially the picture
sketched in the beginning of this section and the radius of
the critical bubbles is given by (4.7). When one takes the
vacuum as a degenerate one, i.e., AT in (4.10) is equal to
zero, one can again have critical bubbles in the system,
with radius given by the minimization of (4.10) with
AT =0,

3/2

47R2%0(0)
| exp

2T

—47R?*a(T)

F=-T1*%
T

(4.11)

One obtains then the following expression for R (T),
in the degenerate case,

3T

2 =
RMT)Smﬂﬂ'

(4.12)

From this expression for R _(T), one can see that for
T =T, the bubble radius becomes infinite.

B. The total free energy of bubbles and their densities

Within the droplet picture of phase transitions, and ad-
mitting a dilute gas of droplets, the total free energy of a
collection of bubbles, with radius R, can be written as
(4,5]

F~ [dR F(R), (4.13)

where F(R) is the free energy associated with a single
bubble of radius R, Eq. (4.10), and it represents the cost
in energy for introducing a single bubble in the system.

In the dilute-gas approximation one can also estimate
the bubble density, defined as

Poubble = Mpupbie (RIN (R) , (4.14)

where My, .(R) is the bubble mass and N(R) is the
average number of bubbles, which in the dilute-gas ap-
proximation is given by

Z(l)

N(R) —Z(_O) .

(4.15)

By using the capillarity approximation [5] one writes, us-
ing (4.6),

N(R)~e ~Bl—(47/3)R’AT(D)+47R?0(T)] 4.16)
For the critical bubbles one predicts
N(R.)~e —16703(T)/3TAT(T) 4.17)
cr ’ .

where we have used the expression (4.7) for R ;.

Finally, as a simple exercise, let us consider the degen-
erate case (AI'=0). In this case one obtains for (4.14) the
expression
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47R 20/(0) 3/2
pbubble(R )=4mR 20(0)T3 amx o)
2aT
— 2
Xexp —47R (1) (4.18)
T
For R =R, given by (4.12), one obtains
3 [ 3 3/2 ) 5/2
o
R, )==|— T . 4.1
pbubble( cr) 2 | 4e o(T) ( 9)

Note that all of these expressions are strongly dependent
upon the surface tension o.

V. CONCLUSIONS

Bubbles might appear in cosmological phase transi-
tions for theories with nondegenerate or degenerate va-
cua. In both cases one can predict phase coexistence in
the Universe and the appearance of bubbles as a result of
thermal fluctuations. The basic ingredient for making
predictions relevant to cosmology is the cost in energy to
introduce such an object in the system.

In this paper we have proposed an extension of the
droplet picture of phase transitions in field theory that al-
lows us to get estimates of the critical radius, their depen-
dence on temperature and the contrast density due to
bubbles. The droplet picture has been applied, in field
theory, to the description of phase transitions in which
the system goes through a metastable phase [4]. These
situations are characterize by the existence, at least for a
certain range of temperatures, of nondegenerate vacua
[16]. In the case of theories with nondegenerate vacua,
expression (4.10) permits us to make better estimates of
physical quantities than the usual “classical theory” [5]
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since this expression takes into account the translational
modes as well as the temperature dependence of the sur-
face tension.

When the theory exhibits degenerate vacua as a result
of a discrete symmetry, as has been suggested in the
literature [9,15,17] the phase transition is supposed to be
Ising-like. In this paper we have shown how the droplet
picture can be applied in these circumstances.

We have shown that the knowledge of o(T), the sur-
face tension, is relevant in all of our expressions, such
that o(T) is a fundamental quantity to be determined.
Within the formalism of the present work we have shown
how to compute this quantity in field theory at finite tem-
perature.

Whereas in the nondegenerate case the radius of criti-
cal bubbles tends, formally, to zero at the critical temper-
ature, in the degenerate case the critical bubbles tend to
infinity. This, on the other hand, implies that only for
temperatures above the critical one does condensation of
domain walls take place and consequently above this tem-
perature there will be formation of domain walls [18].
Below this temperature domain walls are not favorable.

Some phenomenological applications of this frame-
work can be found in Ref. [19].
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