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The properties of proton-antiproton interactions in which the total transverse energy exceeds 400 GeV

are described. These events have been recorded at the Fermilab Tevatron collider operating at a center-

of-mass energy of 1.8 TeV. The differential cross section, jet rates, jet transverse-momentum and pseu-

dorapidity distributions, single-jet shapes, and the multijet rates and kinematics are compared with QCD
predictions. There is no evidence for a significant deviation from standard-model expectations that

would be signaled by the presence of an excess of isolated high-transverse-momentum leptons or pho-

tons, or an excess of events with unusual jet rates or characteristics.

PACS number(s): 13.87.Ce, 12.38.gk, 13.85.Rm

I. INTRODUCTION

The Collider Detector at Fermilab [1] (CDF) has taken
data at the Fermilab Tevatron proton-antiproton collider
operating at a center-of-mass energy of 1.8 TeV. This is
the highest pp collision energy currently available in the
laboratory. In this paper we describe the properties of
the events recorded by CDF which have the highest ob-
served total transverse energies:

QEr =QE,.sin8; )400 GeV,

where the sum is over all calorimeter cells in the detector,
E, is the energy deposition recorded by the ith cell, and
the angle 6I, is the angle between the pp collision axis and
a vector pointing from the interaction vertex to the ener-

gy deposition in the ith cell. The data sample corre-
sponds to an integrated luminosity of 4.0+0.3 pb '

~ The
rates and properties of these events are compared with
the predictions of quantum chrornodynamics (QCD).

Within the framework of QCD, events with large QEr
arise from hard scattering of the constituent partons in
the proton and antiproton. The outgoing scattered par-
tons manifest themselves as hadronic jets. The resulting
events are therefore expected to contain two jets with
large components of momentum transverse to the beam
axis (pz). Higher-order QCD corrections to the basic
parton-parton scattering process can give rise to further
high-pz- jets in the final state, resulting in more compli-
cated even topologies. The observed QEr spectrum, to-
gether with the number and characteristics of the jets ob-
served in the high-QEz- event sample, can be compared
with expectations to see if the "hottest events" produced
in the highest-energy pp collisions are described by QCD.

II. THE CDF DETECTOR

The CDF detector, described in detail in Ref. [1], is a
general purpose magnetic detector designed to measure
high-energy pp collisions. In the following a brief
description is given of the main detector components

relevant to the present analysis. Figure 1 shows a
schematic of the detector which provides charged-
particle tracking, fine-grained electromagnetic and ha-
dronic calorimetry, and muon detection.

A. Tracking

Immediately outside of the beam pipe a system of eight
vertex time projection chambers (VTPC) tracks charged
particles at angles greater than 3.5' from the beam axis.
The VTPC chambers contain 3072 sense wires and 3072
pads for measurement of track coordinates projected
onto the R-Z and R-(b planes, respectively, where R is
the radial distance from the beam line, Z is the distance
along the beam line from the detector center, and P is the
azimuthal angle. The VTPC is 2.8 m long giving good
coverage of the interaction region (o z =30 cm). The ac-
tive region of the chambers extends from R =6.8 cm to
R =21 cm, and provides a single-hit precision of 200—500
pm, and a two-track resolution of 6 mm in the R-Z
plane. This enables the interaction vertex to be accurate-
ly located, and events with two primary vertices to be
recognized with good efficiency.

At larger radii the central tracking chamber (CTC)
provides a precision momentum determination of
charged particles. Track curvature is measured in a uni-
form 1.41-T solenoidal magnetic field coaxial with the
beam axis. The CTC is a 3.2-m-long cylindrical drift
chamber with a radius of 1.3 m, and covers the angular
interval 40'&0&140', where 8 is the polar angle. This
corresponds to the pseudorapidity interval

~ r) ~
(1, where

r)=——ln(tan8/2). The CTC contains 84 layers of sense
wires grouped into nine superlayers. Five of the super-
layers consist of 12 axial sense wire layers, the other four
superlayers consist of six layers of sense wires tilted by
+3 relative to the beam direction. The chamber pro-
vides a momentum resolution of 6p&-/pz- ~ 0.002
(GeV/c )

' for isolated charged tracks.

B. Calorimetry

The CDF calorimeters are constructed in a tower
geometry and cover the region ~g~ (4.2. The coverage of
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FIG. 1. A cut-away view through the forward half of CDF.
The detector is forward-backward symmetric about the interac-

tion point.

the calorimeter towers in g-P space is shown in Fig. 2.
Each tower has an electromagnetic (EM) calorimeter cell
at the front and a hadronic calorimeter cell at the back.
This enables a detailed comparison of electromagnetic
and hadronic energy on a tower-by-tower basis. The
towers are projective, pointing back to the interaction re-
gion, and are 0.1 units wide in g. The tower widths in az-
imuthal angle are 15' in the central region (!ri!& 1.1 for
the EM cells and! ri! & 1.3 for the hadron cells) and 5' at
larger !ri!. The EM calorimeter cells are constructed
from active sampling layers sandwiched between lead ra-
diator plates. The active layers are scintillators in the
central region and gas proportional chambers for
!rI!&1.1. In the central region a proportional strip
chamber is located at a depth of six radiation lengths,
corresponding to the depth of maximum energy deposi-
tion in an electromagnetic shower. This enables trans-
verse shower profiles to be measured, and showers to be
located with a precision of +2 mm. The hadron calorim-

eter cells also use scintillator as the active medium in the
central region and gas proportional chambers for
!rI! & 1.3. In both cases the active layers are sandwiched
between iron absorbers. In the central region TDCs
record the time at which the energy deposition in the
hadron calorimeter cells occurred. This enables rejection
of spurious energy depositions which are not in time with
the beam-beam crossing. These result from cosmic-ray
interactions in the hadron calorimeters. The energy reso-
lution of the EM calorimeter for electrons is given by
rrz/E=0. 135/QEr@0.02 in the central region and

o F/E =0.28/v E 0. 02 at !g!& 1.1, where the 6 sym-
bol indicates that the constant term is added in quadra-
ture. The corresponding pion energy resolution of the
hadron calorimeter is o~/E=0. 75/t/E 0. 03 in the
central region and 0.9/v'E e0.04 at !ri! & l. 3.

C. Muon detection

Muons with pr in excess of about 2 GeV/c are detected
in the central region by four layers of drift chambers lo-
cated outside of the hadron calorimeters and covering the
angular region 56'&8(124'. Within this angular inter-
val, allowing for the spaces between chambers, the aver-
age coverage is 84%%uo. The four layers measure points
along the trajectories of particles that penetrate the
calorimeters with a precision of 250 pm in the P direction
and 1.5 mm in the Z direction.

D. The QEr trigger

Scintillation counters arranged in a rectangle around
the beam pipe and covering the angular interval from
0.3' to 4.5' and from 355.5' to 359.7' provide a
"minimum bias" trigger, which is satisfied if at least one
scintillation counter on each side of the interaction re-
gion is above threshold within a 15-ns window centered
on the beam-beam crossing time. Events satisfying the
minimum-bias trigger are then considered by the higher-
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FIG. 2. Calorimeter towers in one of eight identical rl-p quadrants (6/=90, rl &0). The heavy lines indicate module or chamber
boundaries.
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level trigger logic in CDF.
The +ET trigger exploits the projective geometry of

the calorimeter towers. Both hadron and EM calorime-
ter cells are summed into logical trigger cells with widths
b,g=0.2 and b,/=15'. This results in a representation of
the entire detector as a 42X24 matrix in rl-P space for
both the hadronic and EM calorimeters. Outputs from
all phototubes are brought to the counting room individ-
ually and summed in groups corresponding to the trigger
cells. Outputs from the gas calorimeters are summed into
logical trigger towers by the front end electronics. The
signals are weighted by sinO to estimate the transverse en-

ergy ET deposited in each trigger cell. The sum over all
hadronic and EM trigger cells, each above an ET thresh-
old of 1 GeV, was used to provide an estimate of the
gET in the event. The high-+ET data sample described
in this paper was obtained using one of two triggers: the
TOTAL ET 120 and TOTAL ET 150 triggers which re-
quired gET in excess of 120 and 150 GeV, respectively.
During one-half of the data taking period the
TOTAL ET 120 trigger also required events to have

gET &40 GeV computed on line by a microprocessor
farm, where the sum was over individual hadronic and
electromagnetic calorimeter cells exceeding an ET thresh-
old of 1 GeV.

III. JET RECONSTRUCTION

High-+ET events are expected to contain high-pz ha-
dronic jets which result in localized energy depositions in

I

the CDF calorimeters. Jets are reconstructed using an al-
gorithm which forms clusters from the recorded energies
deposited in the calorimeter towers.

The CDF jet algorithm begins by searching for
calorimeter towers with ET & 1 GeV. These seed towers
are grouped together to form clusters if their separation
in g-P space hR &Ro, where bR —= (bg2+hP2)'~~. The
separation Ro=0.7 is used for the analysis described in
this paper. The cluster directions in g-P space are com-
puted from the ET weighted center of gravities of the
constituent tower energy depositions. Additional towers
with ET greater than a threshold ET are added to the

0

clusters if their separation AR (R o. In the present
analysis ET was set equal to 0.5 GeV. The cluster direc-

0

tions are then recomputed and the lists of additional
towers are recalculated using the new cluster directions.
The process of recomputing the additional tower lists and
the resulting cluster directions is repeated until the list of
towers associated with each cluster remains unchanged in
two consecutive passes. At the end of this process towers
can in principle be assigned to more than one cluster. If
this happens then the two overlapping clusters are
merged if more than 75&o of the ET of the lowest-ET
cluster is in the overlapping region. If this is not the case
then the towers in the overlap region are assigned to the
nearest cluster in q-P space.

The energy and momentum of each reconstructed jet
are computed from the energy depositions in the associat-
ed cluster cells:

N N N N

(EJ,p„,p~, p, ) = gE;, QE,.sin8;cosp;, gE;sin8;sint)), , gE;cosg;

In the present analysis jets have been retained if they
have pT & 10 GeV/c and ~g~ & 2 unless otherwise stated.
Further details about the CDF jet reconstruction algo-
rithm can be found in Ref. [2]. Note that in the analysis
presented in the present paper jet energies and momenta
have not been corrected for detector effects; uncorrected
jet properties are compared with predictions in which the
effect of the detector has been taken into account using a
simulation of the CDF detector as described in Sec. IV.

IV. MONTE CARLO PREDICTIONS

We would like to know if the rate and detailed proper-
ties of the high-+ET events observed by CDF are con-
sistent with QCD expectations. To address this question
we compare uncorrected measured distributions with
QCD predictions obtained by using the HERwIG [3] event
generator (version 4.3) together with a simulation of the
CDF detector.

A. The HERwIG Monte Carlo Program

HERwIG is a leading-order parton shower Monte Carlo
program that includes both initial- and final-state gluon
radiation. Gluon emission is described by successive

branchings for which the available phase space is reduced
to an angular-ordered region in which the branching an-
gles decrease as one moves away from the hard vertex.
Outside of this angular-ordered region the coherence of
different emission diagrams leads to destructive interfer-
ence and to leading order the azimuthally integrated dis-
tribution vanishes. Coherence therefore restricts the an-
gular extent of the parton shower. In initial-state radia-
tion, if the radiated gluon carries only a small fraction of
its parent's energy, coherence amounts to an ordering in
the pT of the radiated gluons which increases as the hard
parton-parton interaction is approached. If a gluon radi-
ated from the initial state carries a large fraction of its
parent's energy coherence amounts to an ordering in the
angle between the radiated gluon and the incoming
initial-state parton, which implies that the cascade re-
tains a memory of the incoming parton direction. For
final-state radiation coherence amounts to requiring that
the emission angles of the radiated gluons with respect to
their parents direction decrease at each branching. In
the parton shower the internal legs after the primary
parton-parton scattering are tirnelike, and those before
the hard parton-parton scattering are spacelike, the virtu-
ality of the space-like partons increasing as the primary
hard vertex is approached.
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Gluon radiation is stopped when the virtual gluon
mass falls below a cutoff which is set equal to 0.65
GeV/c . All outgoing gluons are then split into light (u

or d) quark-antiquark pairs with an isotropic distribution
in the gluon rest frame, where the virtual-gluon mass is
set equal to the cutoff value. The quarks and antiquarks
are then combined into color-singlet clusters by taking a
quark from one gluon with an antiquark from a neighbor-
ing gluon. The distribution of cluster masses peaks at
low values. There are a small number of clusters that
have high mass and these are forced to undergo fission
until their mass falls below a fission threshold of 3
GeV/c . Clusters with a mass less than the fission
threshold but greater than twice the mass of the lightest
available hadron are decayed isotropically into pairs of
hadrons. Clusters too light to decay into a hadron pair
are identified with the lightest available hadron where the
mass shift is accommodated by exchange of energy with a
neighboring cluster. This fragmentation model conserves
energy, momentum, and Aavor.

The HERWIG Monte Carlo program treats the specta-
tor system as a soft collision between beam clusters, using
a parametrization based on UA5 data from the CERN pp
Collider, followed by the same fragmentation model used
for the hard parton-parton scattering. The spectator sys-
tem is treated independently of the hard parton-parton
scattering.

HERWIG generates 2~2 processes above a specified
pT"", where pT"" is the pT of the outgoing partons from
the hard scatter before any radiation has occurred. We
have set the minimum pT" to 80 GeV/c. This relatively
low value of pT" is necessary to obtain an unbiased
Monte Carlo sample in which adequate account is taken
of events in which the detector response has fluctuated
upwards by several standard deviations and/or the spec-
tator system, including the initial-state radiation, makes
an unusually large contribution to the +ET. The contri-
bution to the gET &400 GeV sample from events with
an underlying pT"d&80 GeV/c is estimated to be less
than 1%. Unfortunately with a minimum pr"" of 80
GeV/c many events must be generated to obtain one
event with an observed gET &400 GeV and the statisti-
cal significance of the Monte Carlo samples is therefore
limited by the availability of computing resources.

B. Simulation of the CDF detector

The observed energy depositions in the detector are on
average less than the true energies of the associated parti-
cles for a variety of reasons: (i) the calorimeter response
to low-energy charged pions is nonlinear, (ii) the radius of
curvature of charged particles with pT &400 MeV/c in
the CDF magnetic field is such that they do not reach the
calorimeter, (iii) the energy of particles showering in
uninstrumented regions of the calorimeter is fully or par-
tially lost (for example at the P boundaries between
calorimeter modules in the central region, or at the g
boundaries between the two halves of the central calorim-
eter), and (iv) energy taken away by neutrinos is not
detected in the calorimeter, and only a small fraction of
the energy of muons with pT )&2 GeV/c is detected. As

a result of these effects the +ET detected in an event
tends to be less than the sum of the transverse energies of
the outgoing stable particles produced in the interaction.
The calculated ratio of detected to generated +ET is
shown as a function of the generated +ET in Fig. 3,
which was obtained using the HERWIG Monte Carlo gen-
erator together with the CDF detector simulation pro-
gram. At high +ET most of the ET loss is due to energy
deposited in uninstrumented regions of the calorimeters.
On average about 80% of the generated ET is detected.
At lower +ET the relative losses due to the calorimeter
nonlinearities and the low-pT cutoff imposed by the mag-
netic field become more important, and the fraction of
the generated ET that is detected decreases with decreas-
ing gET. In the region of interest (observed +ET &400
GeV) most of the observed Ez is associated with high-pT
jet production, and to a good approximation the mea-
sured jet-pT's, as well as the measured +ET, are expected
on average to be about 80% of the sum of the transverse
momenta of the particles associated with the jet. Further
details of the relationship between generated and recon-
structed jet parameters can be found in Ref. [2].

In the analysis described in this paper measured distri-
butions are compared with QCD predictions based on the
HERWIG Monte Carlo program and a simulation of the
CDF detector. The detector simulation program extra-
polates the final-state particle trajectories through the
magnetic field to the calorimeter cells. The average
calorimeter responses and resolutions for charged pions,
photons, electrons, and muons have been parametrized
and tuned to reproduce (i) test-beam measurements for
particles with momenta from a few GeV/c up to about
200 GeV/c, and (ii) studies of isolated charged particles
produced in proton-antiproton collisions. The simulation
includes the variation of response across boundaries be-
tween calorimeter cells, zero response in uninstrumented
regions, calorimeter nonlinearities, and the observed dis-
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FIG. 3. The calculated ratio of detected to generated +ET
shown as a function of the generated gET for five HERwIG
Monte Carlo event samples corresponding to five different
ranges of generated pT"" . The horizontal "error bars" indicate
the rms of the generated +ET distributions corresponding to
each generated pT"" range. The CDF detector simulation was
used to calculate the detected +ET for each Monte Carlo event.



2254 F. ABE et al. 45

tribution of vertex positions about the mean position at
the center of the detector.

C. Systematic uncertainties

Uncertainties on the QCD predictions arise from un-
certainties on the choice of structure function for the col-
liding hadrons, the Q scale used in evaluating the run-
ning strong coupling constant a, (Q ) for the hard
parton-parton scattering, and the fragmentation model
used for the outgoing hadron jets. In addition there is an
uncertainty on the simulation of the detector response.

The structure functions available in HERWIG version
4.3 are Duke-Owens [4] sets 1 and 2 (DO1, DO2),
Eichten-Hinchliffe-Lane-Quigg [5] sets 1 and 2 (EHLQ1,
EHLQ2). Both DO and EHLQ have A&CD=200 GeV for
set 1 and AQCD 400 GeV for set 2. To map out the vari-
ation in the predictions with choice of structure function,
Monte Carlo data sets have been generated for all four
structure-function sets. Note that more modern struc-
ture functions which have recently become available tend
to yield predictions within the envelope bracketed by the
DO and EHLQ structure functions. The Q scale for the
hard interaction is defined in HERWIG as

z 2stu

s +t +u

where s, t, and u are the Mandelstam variables. This
scale is approximately equal to (pT"" ) . To map out the
variation in the predictions with choice of the Q scale
we have also generated Monte Carlo data sets with

Q =stu/2(s +t +u ) and Q =8stu/(s +t +u ). To
estimate the uncertainties associated with the fragmenta-
tion model used in HERWIG, in addition to generating
data states using HERWIG version 4.3, we have also gen-
erated a Monte Carlo data set using version 5.0 in which
the parameters controlling the fragmentation have been
retuned on OPAL data. In particular the virtual-gluon
mass cutoff has been increased to 0.75 GeV/c, and the
fission threshold has been raised to 3.5 GeV/c . To ac-
count for the uncertainties in the calorimeter response
implemented in the detector simulation program, Monte
Carlo data sets were generated with the nominal calorim-
eter response increased by one standard deviation and de-
creased by one standard deviation.

There are thus a total of nine HERWIG Monte Carlo
samples, which are listed in Table I, that have been

reconstructed using the CDF detector simulation and
reconstruction code. Each Monte Carlo sample has been
generated so that it contains about 500 events after appli-
cation of the event-selection criteria used to select high-
QEz events from the CDF data.

V. EVENT SELECTION

The highest QEz events have been selected from the
TOTAL ET 120 and TOTAL ET 150 triggers described in
Sec. IID. These events were passed through a prefilter
that required gET & 45 GeV, where the sum was over all

clusters with Ez & 5 GeV.
The primary selection criterion for the high-+ET

event sample was the requirement JEST &400 GeV. In
the present analysis the sum is over all calorimeter towers
with ET ~ 500 MeV. The 500-MeV threshold was chosen
to (i) be high enough to ensure that any differences ob-
served between data and Monte Carlo predictions are not
due to poor simulation of noise in the calorimeters, (ii)
reduce to an acceptable level the contamination from
multiple-interaction events which is observed to decrease
as the calorimeter tower threshold is raised, and (iii) be
low enough such that we do not seriously bias our sample
against nonjetlike events having high gET. Large pulses
are sometimes observed in isolated gas proportional
chamber sampling layers of the calorimeter towers cover-
ing the region ~rt ~

& 1. These pulses are believed to be due
to neutron interactions [6] in the chambers, and are re-
moved on an event-by-event basis before the QEr is cal-
culated.

The requirement JEST &400 GeV selects 1189 events.
The high QEz in many of these events can be attributed
to a high-energy cosmic-ray interaction in one of the
calorimeters, or a large energy deposition associated with
one or more beam halo particles interacting in the gas
calorimeters. To reduce these backgrounds we reject
events with a total observed energy in excess of 2000
GeV, or with a large energy deposition in the central had-
ron calorimeter out of time with the proton-antiproton
collision. We are left with 358 events.

The remaining cosmic-ray and beam halo background
is expected to exhibit a large transverse-energy imbal-
ance. We define the missing-transverse-energy
significance [7]

1/2
gES =Ez.

TABLE I. Summary of Monte Carlo event samples.

HER WICKS

version

4.3
4.3
4.3
4.3
4.3
4.3
4.3
4.3
5.0

Structure
function

DO1
DO2

EHLQ1
EHLQ2

DO1
DO1
DO1
DO1
DO1

Q' scale

2stu/(s +t +u )

2stu/(s +t +u )

2stu/(s +t +u )

2stu/(s +t +u )

stu/2(s +t +u )

8stu /(s + t + u ')
2stu/(s +t +u )

2stu /(s + t + u )

2stu/(s +t +u )

Calorimeter
response

Nominal
Nominal
Nominal
Nominal
Nominal
Nominal

+ 1o.
—la

Nominal
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where the missing-transverse-energy 30 t
l

s

ET= +ET
l 20

(a) S)6 (51 events)

100 I I I I
I

I I i I

I
I I I I

and ET is a vector which points from the interaction
I

point to the calorimeter cell and has a magnitude equal to
the cell ET. The distribution of S for the high-+ET
event sample is compared in Fig. 4 with the expectations
from the HERwIG Monte Carlo plus CDF detector simu-
lation Monte Carlo program. The distribution of events
at low S is well described by the Monte Carlo program.
However, in the region S & 6 where we predict only two
events we observe 51 events. The fraction of the gET de-

posited in the EM calorimeters is shown in Fig. 5 for (a}
the 51 events with S&6, and (b) the 307 events with
S&6. The majority of the high-S events have an EM
fraction close to zero or one, characteristic of cosmic-ray
and beam halo interactions. We therefore remove the
high-S events from our sample by requiring that S(6.
To confirm that the rejected high-S events are due to
cosmic-ray or beam halo interactions they were inspected
using a high-resolution graphics display. This revealed
that (a) five events have large gET and large ET due to
beam halo interactions in the gas calorimeters, (b) 45
events have large QEr and large Er due to well-

identified cosmic rays that deposited energy in the central
calorimeters [among these cosmic-ray events are the two
events in Fig. 5(a) with EM fraction between 0.1 and 0.9;
these events have S values of 17 and 26], and (c} 1 event
has a large gET and large Er due to an isolated neutral

energy deposition in the central EM calorimeters. Al-
though we are unable to unambiguously identify this last
event as a cosmic-ray interaction its characteristics are
consistent with this hypothesis. Thus all 51 rejected
high-S events are beam halo events or well identified or
suspected cosmic-ray interactions.

The ET distribution for the surviving 307 high-QEr
events is shown in Fig. 6 to be well described by our ex-

10

0 ~ nn(, (, l r

I
l

I
(

I

(b) S(6 (307 events)

60

40

20

0 0.2 0.4 0.6 0.8 1

EM fraction

FIG. 5. The fraction of the observed QEr in the electromag-
netic calorimeters for those high-QEr events with (a) S & 6, and

(b) S&6.

pectations based on HERwIG and the CDF detector simu-
lation. The predicted ET distribution refiects the experi-
mental resolution on the measurement of the gr. There
is no evidence for a significant contribution to the high-
QEr event sample from events in which high-pr neutri-
nos or other noninteracting particles are emitted.

Finally, we wish to minimize the contribution to the
event sample from multiple interactions in which the
high-gET is due to the combined contributions from two
or more events. Note that a high-+ET trigger of the
type we have used to obtain our event sample is biased to-
wards multiple interactions. A check was therefore made
for a second interaction reconstructed in the VTPC. In
order to unambiguously define a second vertex we require
at least 10 associated VTPC tracks for both vertices and a

80
CDF (358 events)
Herwig + Detector Sirnulotion
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Q)
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20
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I Cut
I

I

10
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I i rl

20

)
Q
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Q)

20
C:
(0

10

CDF (307 eventa)

HERWIG + Oetector Simulation

P -n in I I

0 50 100 150 200
FIG. 4. The distribution of missing-ET significance (S) for

high-QEr events before the S cut (solid histogram, see Sec. V)

compared with the expectation for QCD jet events based on the
CDF detector simulation program (broken histogram). Note
that a spurious energy deposition of 400 GeV would appear at
S=20 if there were no other energy depositions in the "event. "

g, (Gev)
FIG. 6. Missing-transverse-energy distribution for events

with QEr &400 GeV and S&6 (solid histogram) compared
with expectations based on HERwKr and the CDF detector
simulation (dashed histogram).
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two-vertex separation in excess of 10 cm. In the sample
passing the preceding cuts there are 28 events with at
least two vertices reconstructed in the VTPC each with
~ 10 associated tracks and a two-vertex separation ) 10
cm. We classify these as resolved multiple interactions
and remove them from our sample. The final high-gET
sample consists of 279 events.

VI. MULTIPLE INTERACTIONS

10

~D*(
Q)

l =
CL

10 '=
O-e

I
/

I
I

0 MINIMUM BIAS
TOTAL Er 15

x TOTAL Er 40
TOTAL Er 80* TOTAL E'r 120
TOTAL Er 120 or TOTAL Er 150

O
'0

0 200 400 600 800

ZE, (GeV)

FIG. 7. The observed raw QEzdistribution assembled . from

a minimum-bias trigger and a variety of high-JET triggers (as

indicated). The QEr has been computed with a single tower
threshold of 500 MeV.

Although the selection procedure removes events con-
taining more than one identified pp interaction, multiple
interactions not resolved in the VTPC remain in the sam-
ple. To calculate the contribution from unresolved multi-
ple interactions to the high-gE~ event sample we begin
by defining the quantities N„(n= 1,2, 3, . . .) which speci-
fy the total number of beam-beam crossings containing n

pp interactions in a minimum-bias event sample. Using
the luminosity history corresponding to the high-+Er
sample together with the minimum-bias trigger cross sec-
tion of 41 mb we obtain N, =1.8X10",N2 =1.2X10',
and N3=6. 1X10. Therefore, the ratio of double in-
teractions to single interactions in minimum-bias events
in N2lN, =0.068. To compute the fraction of events
containing multiple interactions in the high-+Er sample
we extract the QEz spectrum of the multiple interactions
from the observed +ET spectrum (Fig. 7), which con-
tains contributions from both single and multiple interac-
tions. This calculation can be done either analytically or
by an event mixing technique. Both methods have been
used and give similar results. The event mixing tech-
nique enables the cuts applied in the JEST selection to be
taken into account, and the expected properties of multi-
ple interactions contributing to the high-JEST sample to
be calculated. Figure 8(a) shows as a function of JEST.
the predicted and observed fractions of events containing
a multiple interaction that was resolved in the VTPC
(vertex separation ) 10 cm, and ~ 10 tracks associated to
each vertex). Small differences between the predictions of

0.4
(a) RESOLVED DOUBLE INTERACTIONS

0
0
Q

R-
OD

0.2

G

o '

~ Doto

C3 Event mixing colcuiation

0 Anoiyticoi colculotion

n&&
Q

I

(b) UNRESOLVED DOUBLE INTERACTIONS
0

Qp
o

G ~ 0
0.05 ~~~~

I I I I

100 200 300 400

ZE, (GeV)

500

FIG. 8. The predicted fraction of events containing (a)
resolved double interactions in the VTPC (X„k~ 10,4Z& 10
cm), and (b) unresolved double interactions, shown as a function
of QEz The predictions have .been obtained using the analyti-
cal (open circles) and event mixing (open squares) calculations
described in the text. The resolved double interaction fraction
is compared with the observed second vertex rate in the VTPC
(solid circles).

the event mixing and analytical techniques are due to ver-
tex assignment and single tower threshold effects in the
calculation of the gET for double interactions. These
small effects are not included in the analytical calculation
which assumes that the gET contributions from the two
component events add linearly. The predictions give a
reasonable description of the data at high QEz, and
demonstrate our ability to predict multiple-interaction
rates. In particular we predict that there should be 22+2
resolved multiple interactions removed by the VTPC
cuts, in agreement with the 28 events actually removed.
In Fig. 8(b) the predicted fraction of events containing
multiple interactions is shown as a function of gET for
multiple interactions not resolved in the VTPC. At high
gET the predicted fraction is 5.0+0.5%, where the
quoted uncertainty takes into account systematic uncer-
tainties arising from the uncertainties on luminosity vari-
ations between different proton and antiproton bunches
and variations over individual data runs, uncertainties on
the observed QEr spectrum due to trigger biases, and
uncertainties on the uncalculated contributions from
multiple interactions with n )3.

In the sample of 279 events with QEz )400 Ge& we
expect 14+1 events containing an unresolved second in-
teraction. The event mixing calculation predicts that the
contribution to the QEr from the second interactions in
these events is only 1.3% on average, and that the 14
second interactions in the sample contribute a total of
less than one jet with pz ) 10 GeV/c. The contributions
to the high-QEz event sample from multiple interactions
can therefore be neglected.
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VII. EVENT CHARACTERISTICS AND THE
SEARCH FOR HIGH-Pz- LEPTONS AND PHOTONS

The 279 events in the final high-gET sample were in-

spected on a graphics display, and all were found to have
significant high-pT jet activity. Most events have a well-
defined two-jet or three-jet topology. All events have a
well-defined vertex in the VTPC. The energy flow in the
plane transverse to the beam axis is shown in Figs. 9(a),
9(b), and 9(c) for the three events with the highest +Ez 's.
Some events in the sample have a more complicated mul-
tijet topology. A particularly striking example is shown
in Fig. 9(d).

A search was made for isolated central electrons and
photons in the high-QEz events by selecting clusters in
the central EM calorimeter passing the following require-
ments: (i) pT ) 10 GeV/c, (ii) ~r) ~

& 1, (iii) Eh,d/EEM & 0. 1

where EEM and Eh,d are, respectively, the EM cluster en-

ergy and the energy in the hadronic calorimeter cells im-
mediately behind the EM cluster, (iv) Ez" "&0.1ET
where Ez. is the EM cluster ET and Ez" "is the sum of
the transverse energies in the calorimeter cells adjacent to
the EM cluster towers, and (v) the number of CTC tracks
pointing to the cluster N„„=Oor 1 for photon and elec-
tron candidates, respectively, and for electron candidates
the track must have a momentum exceeding 10% of the
cluster energy. These cuts select three events containing
isolated electron candidates and five events containing
isolated photon candidates. These events and their prop-
erties are listed in Table II.

We interpret the eight events containing electron or
photon candidates as follows.

(a) Photon + jet(s) events. The observed rate of pho-
ton + jet(s) events is consistent with our expectations for
(i) jet fluctuations that fake isolated high-pz photons

(0.9+0.2 fake photons} which we estimate by applying
our selection criteria to the Monte Carlo high-QEz sam-

ple generated using HERWIG and a simulation of the CDF
detector, and (ii) direct photon production (1.2+0. 1

direct photons) which we estimate using the HERwIG
Monte Carlo program and a simulation of the CDF
detector to generate photon + jet events to O(aa, ).

(b) Diphoton event [Fig. 10(a)]. Using the HERWIG

Monte Carlo program and the CDF detector simulation
program we predict that one in six hundred jets in the
high-QEz sample with Er ) 10 GeV and

~ ri ~
& 1 fluctuate

such that they pass the isolated photon selection criteria.
Taking into account the additional jet activity observed
in the five events containing at least one photon candi-
date, we estimate that we expect 0.02 diphoton candi-
dates in our event sample from this process. In addition
we expect a contribution from QCD production of events
with two photons, which we estimate is less than or of or-
der 0.1 events.

(c) (e + jet) and (e + jets} events. The observed rate of
e + jet(s} events is consistent with our expectations for (i)

jet fluctuations and heavy flavor production and decay
giving genuine or fake isolated electron candidates
(0.5+0.2 events) which we estimate by applying our
selection criteria to the Monte Carlo high-QEz sample
generated using the HERWIG Monte Carlo program and a
simulation of the CDF detector, and (ii) W-boson produc-
tion and decay (0.8+0.4 events) which we also estimate
by applying our selection criteria to a HERWIG Monte
Carlo sample after detector simulation.

(d) (e+e + jet) event [Fig. 10(b)]: The e+e pair
mass is 88 GeV/c~. We interpret this event as the pro-
duction and (e+e ) decay of a high-pz Z boson [8].

To search for central isolated high-pz. muons and ha-
dronic one-prong r-lepton decays in the high-QEz event

o) EE,= 782 GeV p, =406 GeV b) EE,=717 GeV pr= 355 GeV

e
B

c) EE,=678 GeV p, =351 Gev d) EEr ——542 GeV

OB

FIG. 9. Energy flow in the transverse plane for the three events containing the highest total transverse energies [(a)—(c)] observed
in the CDF high-QEz data sample, and (d) an example of an event with a complicated jet topology.
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sample, and to confirm the results of the search for cen-
tral isolated high-pT electrons, we have selected CTC
tracks with pz & 10 GeV/c and

~ g ~
& 1 passing the follow-

ing quality and isolation cuts: (i) impact-parameter cut
~D~ & 0.5 cm where ~D~ is the distance of the extrapolated
track trajectory from the beam axis at the point of closest
approach, (ii) distance of track extrapolation from the
vertex in the Z direction ~b,Z~/o. z &4, (iii) gpz &2
GeV/c summed over all additional CTC tracks in a cone
centered on the track direction and of radius hR =0.4,
and (iv) AT & 5 GeV/c summed over all additional CTC
tracks in an annulus with inner radius bR =0.4 and
outer radius AR =0.7. Only three tracks in the sample
pass these requirements, of which two are the e + and e
in the high-pz Z event, and one is the electron in the (e
+ jet) event. The electron in the (e + 3 jets) event did
not pass the selection because it failed cut (iv), the nearest
jet being within hR =0.7 of the electron candidate. Thus
there are no central isolated high-pT muon candidates in
the sample; the only central isolated high-pz electron
candidates are those listed in Table II, and there are no
isolated one-prong hadronic v.-lepton decay candidates in
the sample. It should be noted that energetic muons or ~

leptons deposit only a part of their energy in the calorim-
eters. More events containing high-pT electrons are
therefore expected in the high-QEr event sample than
those containing high-pT ~ leptons or muons.

VIII. THE d o /d +Er DISTRIBUTION

The uncorrected QEz spectrum for the high-+Ez.
event sample is compared in Fig. 11 with the leading-
order QCD expectations using the DO1 structure func-
tions and Q =stu/2(s +t +u ). The best description
of the data for this choice of structure functions and Q
scale (y =12.3 for 10 degrees of freedom) is obtained
when the predictions are scaled upwards by a factor
K=1.12. The QCD prediction for the shape of the
differential cross section tends to fall more steeply than
the data, but is within the band of systematic experimen-
tal uncertainty associated with the uncertainty in the
calorimeter energy scale. The other choices of structure
function and Q scale we have used give similar predic-
tions for the shape of the QEz spectrum, indistinguish-
able within the statistical uncertainty on the calculations,

TABLE II. Properties of the eight events containing electron or photon candidates in the QEz )400 GeV sample. The electron

and photon candidates pass the requirements: (i) Er & 10 GeV, (ii) ~g~ ( I, (iii) Ez,d/EzM &0.1, (iv) Er in the towers bordering the

EM cluster (0.1 ET . In addition the photons are required to have no CTC tracks associated with the cluster, and the electrons to

have one and only one track associated with the cluster and this track must have a momentum exceeding 10% of the cluster energy.

Type

y+jet

y+jets

y+ jets

y+ jets

yy +jets

e+jet

e +jets

e+e +jets

Events
E„

(GeV)

434

470

520

524

479

486

427

S

2.1

1.3

4.6

1.7

2.2

3.3

0.5

1.9

Type

y
jet
y
jet
jet

jet
jet
r
jet
jet
jet
y
y
jet
jet
jet
e
jet
e
jet
jet
jet
e+

jet
jet

E
(GeV)

285
199
206
189
257
293
113
97
85

273
184
45

189
99

176
37
42

356
235
113
250
115
81

162
98

184
21

Clusters
PT

(GeV/c)

234
190
196
186
72

293
109
88
78

272
147
20

185
94

173
27
11

258

87
210
112
71

121
97

165
18

(deg)

82
256
180
339

87
333
163
135
327
170

2
321
302

25
150
250

41
64

246
228

59
209
302
250
229

72
13

—0.65
0.23

—0.33
—0.06

1.95
—0.03
—0.21
—0.40

0.44
—0.07

0.69
1.47

—0.21
—0.34

0.05
0.85
1.98
0.85
0.57
0.76

—0.60
0.21
0.51

—0.80
—0.09
—0.43

0.53

Comments

m» =176 GeV/c'
[see Fig. 10(a))

Track pT=64 GeV/c

Track pT=72 GeV/c

pT(e ) =81 GeV/c
pT(e )=57 GeV/c
pT(e+e ) =210 GeV/c
m„=88GeV/c
[see Fig. 10(b)]

'The missing Ez significance, S=Er/V QEr
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FIG. 10. Energy flow in the transverse plane for (a) the yy
+jets candidate event, and (b) the e+e + jets candidate event.

and yield renormalization factors K ranging from 1.5 for
DO1, DO2, and EHLQ1 with Q =2stu /(s +t + u ), to
I(.'=2. 8 for DO1 with Q =8stu/(s +t +u ). We con-
clude that there is satisfactory agreement between QCD
expectations and the observed QEr spectrum of the
highest-QEr events observed by CDF. The data do not
distinguish between the various choices of structure func-
tion and Q scale we have used.

In Fig. 12 the observed jet-pT distribution for the
high-+ET event sample is compared with the QCD ex-
pectations using the DO and EHLQ structure functions.
The distribution shows the expected peaking at 200
GeV/c corresponding to half of the +ET threshold, and
an increase in rate as the jet-pT decreases towards zero.
The predictions give a reasonable description of the data,
although there is some indication that the observed rate
at intermediate jet transverse momenta around 100
GeV/c is lower than the predicted rate. In addition to
the differences in the predicted spectra corresponding to
different choices of structure function, we have also ex-
amined the dependence of the predicted spectrum on
fragmentation model differences between HERwIG 4.3 and
HERWIG 5.0, and on the experimental uncertainty in the
calorimeter response. The resulting differences in the
predicted spectra are comparable with the statistical un-
certainty of the predictions.

In Fig. 13 the measured jet g distribution are com-
pared with predictions as a function of jet-pT. As the jet-
pT increases the pseudorapidity "plateau" is seen to
shrink. This trend has been observed before at CDF [9]
and at the CERN pp collider [10]. The variations in the
HERWIG predictions for the various choices of structure
functions, Q scale, calorimeter response, and HERwlG
version are comparable to the statistical uncertainties of
the Monte Carlo calculations. The QCD predictions give
a reasonable description of the observed g distributions
and the shrinking of the pseudorapidity plateau with in-
creasing jet-pT.

X. SINGLE-JET SHAPES AND MASSES

To see if there is an excess of "fat" jets or "thin" jets in
the high-QEr sample, or jets with abnormally high or
low mass, we begin by looking at the average jet profiles

10
0 Doto (279 E:vents)

Calorimeter response uncertainty

DO1 (Q =0.25X2stu/(s +u +t ))

0.6 — ~ Data

HERWIG
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I
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EE, (GeV)

FIG. 11. The observed (uncorrected) QEr distribution in the

region QEr & 400 CseV (points) compared with the QCD
(HERwICs 4.3) Monte Carlo predictions using the DO1 structure
functions aud Q =stu/2(s +t +u ). The dot-dashed lines in-

dicate the systematic uncertainty on the measurements associat-
ed with the uncertainty on the calorimeter energy scale.

( )

~00 200 300
Transverse Momentum (GeV/c)

FIG. 12. Jet transverse-momentum distribution for jets with
pseudorapidity ~q~ (2.0. The data (poiuts) are compared with
HERWIG predictions (histograms) using the structure functions
as indicated, and the scale Q'=2stu/(s2+t +u )
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FIG. 13. Jet pseudorapidity distributions shown for four

different jet transverse-momentum intervals as indicated. The

data (points) are compared with HERwIG predictions using the

DO1 (solid line), DO2 (short dashed line), EHLQ1 (long dashed

line), and EHLQ2 (dot-dashed line) structure functions, and the

scale Q'=2stu/(s +t'+u').

FIG. 14. Average jet profile in pseudorapidity space. The
distribution of jet transverse-energy flow is shown for the energy

detected within ht) &0.5 and hp &0.5 of the reconstructed jet
axis, averaged over all the jets in the QEr )400 GeV sample

within the pseudorapidity range ~b.t) ~
& 2.0, and the pT range in-

dicated on each of the six plots. The data (points) are compared

with four Monte Carlo predictions corresponding to samples

generated with HERwIG and each having about twice the statis-

tics of the data.

within a window in rl-p space about the reconstructed jet
axes. The average jet g profiles have been constructed us-
ing all calorimeter cells i with ET )0.5 GeV that are

I

within [b,rl; ( &0.5 and )hp, ( &0.5 with respect to the jet
axis. Each of these cells makes a contribution of magni-
tude ET /pT to the r) profile at position hei; where pT is

the transverse momentum of the associated jet. This pro-
cedure removes the jet-pT scale from the profile plots.
The average jet g profiles are shown in Fig. 14 as a func-
tion of the jet-pT. The widths of the jet profiles shrink as
the jet-pT increases. We note that the calorimeter cell
size in the central region is kg=0. 1 and b,/=0. 26, and
thus the average high-pT jet in the sample has a core
which is comparable to the size of a single cell. Superim-
posed on the measured jet profiles are four QCD curves,
each of which have been calculated from a HERwIG
Monte Carlo sample corresponding to twice the statisti-
cal significance of the data. Variations between the
curves therefore indicate the statistical uncertainty on the
measured profiles. The agreement between the observed
average jet profiles and the predictions is within this sta-
tistical uncertainty, and is impressive. The average jet
profiles and their observed shrinking with increasing jet-
pT therefore well described by the fragmentation model
implemented in HERwIG. The predicted jet profiles are
not sensitive to choice of structure function, Q scale,
calorimeter response, or HERWIG version.

We next define the jet g widths:

yE, [Sq, /

E

where the sums are over all calorimeter towers with

transverse energy ET )0.5 GeV that are within the win-
t

dow ((Ari;) &0.5, I,b,p;) &0.5) centered on the jet axis.
Defined in this way the jet widths are sensitive to the fluc-
tuations of the distribution of energy within the jet profile
plots. The observed distributions of W„are compared
with QCD expectations in Fig. 15 as a function of jet-pT.
The predictions, which are not sensitive to choice of
structure function, Q scale, calorimeter response, or
HERWIG version, give an excellent description of the Wz
distributions. Note that the majority of jets with pT )50
GeV/c have W„(0.1, and their widths reflect the granu-
larity of the detector and not the intrinsic distribution of
hadronic jet widths. A comparison of the 8'„distribu-
tion for Monte Carlo jets before and after simulation of
the detector reveals that the width distribution in the re-
gion 8'„)0.1 is not seriously distorted by detector
effects. We conclude that there is no evidence for an ex-
cess of very fat jets with W„)0. 1.

Another measure of jet width is the single-jet mass MJ
which we construct from the energy vectors E;, defined
as the vectors which have length equal to the calorimeter
tower energies E,- and point from the interaction vertex
to the center of the calorimeter cells. The single-jet mass
is then defined such that

MJ—:gE, —g(E, )

where the sums are over all calorimeter towers having
ET &0.5 GeV within the window (~hg;~ &0.5,

~bp;~ &0.5) centered on the reconstructed jet axis. The
single-jet mass distributions are compared to the Monte
Carlo predictions in Fig. 16 as a function of jet-pT. The
average jet mass is seen to increase with pT. The predic-
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region. However, for Monte Carlo —generated jets with

pT ) 100 GeV/c the reconstructed single-jet mass distri-
bution in the region MJ &20 GeV/c is not significantly
changed by the detector simulation. We conclude that
there is no evidence for an excess of very massive jets
with pT & 100 GeV/c and MJ & 20 GeV/c .

XI. MULTIJET RATES AND PROPERTIES

200 & P, & 250 GeV/c P, ) 250 GeV/c
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Jet Width
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&a a
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Jet Wi~lt t~

tions give a good description of the data. A comparison
of the Mz distribution for Monte Carlo-generated jets
before and after simulation of the detector reveals that
the reconstructed MJ distribution for jets with low ob-
served pr (pr & 100 GeV/c) peaks at significantly lower
masses than the corresponding distribution calculated
from the generated particle four-momenta associated
with the cluster. This reflects the detector effects de-
scribed in Sec. IVB and the finite granularity of the
calorimeters. The MJ distribution is also seen to be dis-

torted by detector effects for higher pT jets in the low Mz

FIG. 15. Distribution of jet widths in pseudorapidity space
8'„(asdefined in the text) shown for six different regions of jet
transverse momenta as indicated. The data (points) are com-

pared with HERwIG predictions using the DO1 (solid line), DO2
(short dashed line), EHLQ1 (long dashed line), and EHLQ2
(dot-dashed line) structure functions, and the scale

Q =2stu /(s2+ t + u i).

150

100

P,&10 GeV/c

200
P, &50 GeV/c

The observed uncorrected jet multiplicity distributions
are shown in Fig. 17 as a function of the pT threshold
above which we count jets. The agreement with QCD ex-
pectations is reasonable. The initial- and final-state gluon
bremsstrahlung model implemented in HERwIG appears
to give a reasonable description of the rate of additional
jets arising from higher-order processes. The predictions
are not sensitive to choice of structure function, Q scale,
calorimeter response, or HERWIG version. We note that
the Monte Carlo calculation does not include contribu-
tions to jet production from double-parton interactions.
However, this contribution is expected to be small. A
naive estimate is obtained by noting that we find on aver-
age 0.012 jets per minimum-bias event with jet-pT &10
GeV/c and ~ri~ &2, and assuming that this same fraction
of high-QEr events contains a second parton-parton in-

teraction which produces an observed jet (pr ) 10 GeV/c
and ~rI ~

& 2}. We would then expect only three jets in our
event sample to arise from this source.

We next define the variables H„which give the fraction
of the total QEr in an event which is attributable to the
sum of the n highest-pT jets:

0.75
10& P, &50 GeV/c 0.6 50& P, &100 G //-.

50

p
-

I

100

p I

0.5

0.25

0

0.4

0
0,2

U
V p

100& P, &150 GeV/c

i Y ~ ML

p4 f

0.4 150& P, &200 GeV/c

0.2

.arA
I I I I I I

0.2

p O. , Ia, --l.~:. . . l

300

03
200

4J 100
I

150

100

50

P,& 100 GeV/c

P,&200 GeV/c

200

100

300

200

100

P, &150 GeV/c

P, & 250 GeV/c

200& P, &250 GeV/c

0.2 — ~jt
0. 1

- r~I I I I I I I I I I

0 20 40 60
Mass (GeV/c')

P, & 250 GeV/c
I

0.2

o

0 20 40 6C)

Mass (Gek'

FIG. 16. Distribution of single-jet masses (as defined in the
text) shown for six different regions of jet transverse momenta.
The data (points) are compared with HERWIG predictions using
the DO1 (solid line), DO2 (short dashed line), EHLQ1 (long
dashed line), and EHLQ2 (dot-dashed line) structure functions,
and the scale Q'=2stu/(s~+t'+ u').
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FIG. 17. Jet multiplicity distributions shown for jets with
pseudorapidity ~rt~ &2.0. The six plots correspond to the six
different transverse-momentum thresholds as indicated. The
data (points) are compared with HERwIG predictions normalized
to the data and using the DO1 (solid line), DO2 (short dashed
line), EHLQ1 (long dashed line), and EHLQ2 (dot-dashed line)
structurefunctions, and the scale Q =2stu/(s +t +u') Note.
that at high jet transverse-momentum threshold the jet multipli-
city distributions reflect two-jet dominance together with the
QEr )400 GeV requirement.
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No pT or gi cuts were applied to the jets used in com-
puting the H„.Note that H& and Hz were used [11,12] to
demonstrate two-jet dominance in high-gET events at
the CERN proton-antiproton collider. H& H2 H3 and
H4 distributions are shown in Fig. 18. As expected H,
peaks at 0.5 and H2 at 1.0, demonstrating the expected
two-jet dominance. The agreement with the QCD pre-
dictions is reasonable. The measured H3 and H4 distribu-
tions are less strongly peaked towards 1.0 than the pre-
dictions, which may indicate the need for a higher-order
QCD calculation. However, the differenceis small. Note
that the level of disagreement corresponds to a discrepan-
cy of the order of 10 GeV of unclustered ET in events
with gET )400 GeV.

The two-jet, three-jet, four-jet, and five-jet mass distri-
butions are shown in Fig. 19 for those events containing
exactly two, three, four, and five jets with pT) 10 GeV
and iq i

(2. The agreement with the QCD expectations is
good. There is no significant evidence for any unexpected
structure in any of the mass plots.

XII. SUMMARY
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FIG. 18. Distributions of Hl H2 H3, and H4 as defined in
the text. The data (points) are compared with HERwIG predic-
tions normalized to the data and using the DO1 (solid line),
DO2 (short dashed line), EHLQ1 (long dashed line), and
EHLQ2 (dot-dashed line) structure functions, and the scale

Q =2stu/(s +t +u ).

We have selected pp interactions with observed
+ET )400 GeV and compared the detailed properties of
the high-gET events with QCD expectations together
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FIG. 19. Multijet mass distributions for two-jet, three-jet,
four-jet, and five-jet events, where jets are counted having trans-
verse momentum greater than 10 GeV, and pseudorapidity
It)i (2.0. The data (points) are compared with HERWIG predic-
tions normalized to the data and using the DO1 (solid line),
DO2 (short dashed line), EHLQ1 (long dashed line), and
EHLQ2 (dot-dashed line) structure functions, and the scale
g'=2stu l(s'+t'+ u').

with a simulation of the CDF detector. There are 279
events in the +Er )400 GeV sample which corresponds
to an integrated luminosity of 4.0+0.3 pb

The observed event rate is consistent with the QCD
predictions. The observed distributions of jet multiplici-
ty, jet-pT, jet-g, the fraction of the event QEr associated
with the one- and two-highest-pT jets, and the two-jet,
three-jet, four-jet, and five-jet mass distributions are well
described by expectations based on leading-order QCD
together with the gluon radiation model implemented in
the HERwIG Monte Carlo program. Although we have
not tuned HERwIG on CDF data, the QCD Monte Carlo
calculation gives a satisfactory description of the ob-
served jet shapes and single-jet masses. There is no evi-
dence for a separate population of fat jets, or jets with
high mass.

We see no clear evidence in the high-gET event sam-

ple for any deviation from standard-model expectations.
In particular there is no evidence for an excess of isolated
high-pT electrons, muons, or ~ leptons. Furthermore, the
agreement between the observed and predicted missing-
ET distributions show no evidence for an excess of high-

pT neutrinos. We have identified several isolated high-pT
photon candidates in the sample which are consistent
with expectations from direct photon production and
from jet fluctuations into one or more leading neutral
pions which fake an isolated photon in the detector.
There is also one spectacular diphoton even in the sam-
ple.
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