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High-precision measurements of atomic parity-nonconserving transitions in cesium when coupled
with calculations of similar accuracy allow for a precise determination of Qw, the weak nuclear
charge. When expressed in terms of the Z mass, radiative corrections to Qw are insensitive to the
top-quark mass, so such a determination of Qw allows a particularly sensitive probe of radiative
corrections depending on new physics. While the wave function of cesium, the atom in which the
most accurate measurements have been made, is extremely complex, atomic theory has advanced
to a point where predictions accurate to 1% can be made. This paper describes such a calculation
with particular emphasis on the question of the reliability of the atomic theory. Particle-physics
implications following from the present state of theory and experiment are discussed, and prospects

for more accurate work described.

PACS number(s): 31.10.4z, 12.15.Ji, 12.15.Mm, 35.10.Wb

I. INTRODUCTION

Modern field theory was brought into its present renor-
malizable form in the late 1940s largely through the stim-
ulus provided by highly accurate atomic-physics mea-
surements. Even before the direct measurement of the
Lamb shift in hydrogen the effect had been seen in high-
precision spectroscopy of the atom, and the existence
of the electron’s anomalous magnetic moment was first
inferred from high-precision measurements of hyperfine
splittings and ¢ values in atoms. These and other ra-
diative corrections have been measured with increasing
accuracy over the years, and the very accurate agree-
ment with theory found so far puts tight constraints on
possible new physics at high energy scales, even though
the energy scale of the atoms themselves is very small.

While QED has been tested to extremely high accu-
racy, with discrepancies between theory and experiment
typically measured in parts per million (ppm), less ac-
curacy has been achieved in the non-QED parts of the
unified theories of weak and electromagnetic interactions.
This is because, until recently, only one parameter gov-
erning the strength of weak interactions, Gr, was known
with high accuracy (17 ppm). This situation has changed
now that the mass of the Z has been measured [1] to the
relatively high precision of 330 ppm. With the intro-
duction of a third accurately known parameter of uni-
fied theories (the first being the fine-structure constant),
it is now possible to make predictions of a large set of
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weak-interaction processes, assuming the validity of the
standard model, that are sensitive to one-loop radiative
corrections. In a certain sense, then, one is at the same
stage of physics as described in the previous paragraph,
where a theory successful at tree level can be tested with
sufficient precision to require inclusion of radiative cor-
rections.

There is an important difficulty in carrying out tests
sensitive to radiative corrections in weak-interaction pro-
cesses. That is the fact that the mass of the top quark,
which is not at present directly known, enters signifi-
cantly into these corrections. A similar, though less nu-
merically important situation applies for the Higgs boson.
As an example of this problem, if one wishes to use the
Z mass measurement to determine the weak mixing an-
gle in the modified minimal subtraction scheme [2], this
value can vary by about 1.2% [3] as the top-quark mass
is allowed to vary between 100 and 200 GeV:

. 95 _0.2328(5), m; =100 GeV,
sin” Ow (mw ) = {0.2301(4), mye =200 Gev. (D

While the top-quark mass can actually be constrained
to a range around 140 GeV from consideration of other
weak-interaction measurements, in particular the W-
boson mass, it would clearly be desirable to find another
weak-interaction process that is independent of this pa-
rameter. It happens that atomic parity nonconservation
(PNC) in cesium, which was first discussed by Bouchiat
and Bouchiat [4], is just such a process. This is because
the quantity measured in atomic PNC experiments, the
weak charge Qw, when expressed as a function of the
accurately known Z mass, has only a very weak depen-
dence on the top-quark and Iliggs-boson masses. For this
reason, if an accurate measurement can be made, and if
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the complex electronic structure of this atom can be con-
vincingly calculated to the same accuracy, atomic physics
could once again, as it did at the beginning of QED, play
an important role in testing radiative corrections. The
purpose of this paper is to discuss the possibility of this
situation. Because an experiment accurate to 2% has
been carried out by Wieman and collaborators [5], it is
necessary to control the atomic structure calculation to
under this level. We will present in this paper details of
a calculation of PNC in cesium accurate to 1%. While
work is in progress to reduce both the experimental and
theoretical errors, we will see that already at the present
level atomic physics is beginning to place constraints on
technicolorlike theories [6,7]. We note that PNC tran-
sitions have been measured in a number of other atoms
(8], but we consider here only cesium as it is the simplest
heavy atom to treat theoretically.

The plan of the paper is the following. We first in
Sec. II give a brief overview of cesium PNC. Next, be-
cause the techniques of atomic many-body calculations
may not be familiar to all readers interested in the
particle-physics implications of atomic PNC, we intro-
duce the basic methods of many-body perturbation the-
ory (MBPT) in Sec. III, and apply it to the simplest
many-electron atom, helium. This particularly simple
atom can be studied with low orders of MBPT, but can
also, with the introduction of what we call “all-order”
methods, techniques that sum infinite classes of MBPT
diagrams, be treated in an exact manner. One needs a
method to carry out the infinite sums over states encoun-
tered in MBPT, and we use the simple helium example
to illustrate the use of the relativistic finite basis set ap-
proach we have developed for both low orders of MBPT
and the solution of all-order equations.

After this introduction to the techniques of relativistic
MBPT, we turn to the calculation of energies and hy-
perfine constants in the far more complex atom we are
interested in, cesium. We will show in Sec. III C that low
orders of MBPT can achieve few percent accuracy, but
that the more powerful all-order techniques are required
to give agreement with experiment at better than the
percent level.

After this general introduction we give the explicit de-
tails of two separate many-body calculations of PNC in
Secs. IV and V. These two calculations, which form the
central results of the paper, approach the calculation of
PNC in very different ways. Therefore, in addition to
performing tests to determine the likely level of error
within each approach separately, we can also compare
the results of the two calculations with each other. We
find agreement within the one percent level that we quote
as our overall theory error.

There are a number of smaller effects also entering at
the one percent level that must be discussed before com-
parison with experiment can be made. We treat these
effects in Sec. VI. In Sec. VII we compare with experi-
ment, and we address the critical issue of the reliability
of the atomic theory and prospects for improving it to
the 0.1% level in Sec. VIIA. We conclude in Sec. VIII
with a discussion of the consequences of cesium PNC for
particle physics.
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II. OVERVIEW OF PNC IN CESIUM

The parity-nonconserving (PNC) electric-dipole ampli-
tude has been measured for the 65,/ — 7S;,, transition
in atomic cesium. Cesium is a 55 electron alkali-metal
atom with one valence electron and a closed-shell xenon-
like core. Because the core is relatively difficult to excite,
this atom is one of the most tractable heavy atoms to
treat theoretically. The experiment is sensitive only to
the isotope 133Cs, with N = 78 neutrons and Z = 55 pro-
tons. The nucleus has spin I = 7/2, which in the nuclear
shell model arises from a single unpaired proton with
Dirac angular quantum number £ = 4. The total angu-
lar momentum of the atomic S states is then either 3 or 4:
the experiment measures both 6S(F = 3) — 7S(F = 4)
and 6S(F = 4) — 7S(F = 3). These normally parity-
forbidden transitions are allowed because of the exchange
of a Z between the atomic electrons and the nucleus, and
to a much smaller degree because of Z exchange between
electrons. The dominant contribution comes from a vec-
tor coupling to the nucleus with an axial-vector coupling
to the electrons (A., Vi), but smaller contributions arise
from the reverse case (V, An). Because the nuclear vec-
tor current is conserved, the nucleus acts as a source of
weak charge, denoted by Qw . This weak charge is a com-
bination of the vector coupling of the Z to up and down
quarks, defined as

Qw = 2Z(2C1y + C14) + 2N(Chy + 2C1a), (2)

where at tree level Cy, = 1/2(1 — 8/3sin%0w ) and
Cia = —-1/2(1 - 4/3sin20w). The effect of the time-
like component of the (A., Vn) part of Z exchange can
then be described by the Hamiltonian

Hwy = %prnuc(l‘)‘rs 3)

with
Qw = —N + Z(1 — 4sin®6y). (4)

The spacelike part is a small correction discussed in
Sec. VI. Here pnyuc(r) is a weighted average of the proton
and neutron distribution in the nucleus, and is discussed
in Sec. VIB. This tree-level formula for Qw is modified
by radiative corrections, and an accurate determination
of the weak charge can provide a test of these corrections.
This Hamiltonian leads to a nonvanishing electric-dipole
matrix element for the 6S;/;, — 7S/, transition, the
evaluation of which requires a large-scale atomic many-
body calculation. We have carried out such a calculation
(reported earlier in [9]) and determine the PNC dipole
matrix element

Epnc = —0.905(9) x 10~ ilejag(—Qw /N). (5)

This equation is the central result of this paper. Note
that allowed atomic dipole transitions are always propor-
tional to |e|ag: PNC transitions differ by being imaginary
and greatly suppressed. Because Qw is close to —N, it
is conventional to express the result in terms of the ratio
of the two numbers. The problem facing atomic theory



1604

is the accurate prediction of the numerical coefficient in
the above result.

Several experiments, all of which are consistent with
one another, have measured PNC in cesium [5, 10-13].
The most accurate determination is [5]

_(—1.513(50) mV/em (F = 3 — F' = 4),
Epnc/B =1 {—1.639(48) mV/em (F =4 — F' = 3)

(6)

B is the vector transition polarizability for the 65;;3 —
75,2 transition, and is related to the electric dipole am-
plitude for the transition induced by an applied electric
field [14]. It can be calculated in a manner similar to the
calculation of Epnc, and the uncertainty in this quan-
tity is part of the theoretical uncertainty in extracting
Qw . A difference between the two results given in Eq.
(6) is expected because of nuclear spin-dependent effects,
discussed in Sec. VIC. As discussed further in that
section, a linear combination of the two measurements
eliminates nuclear spin-dependent contributions, allow-
ing a determination of the weak charge relatively free
of nuclear physics uncertainties. The present result is
Qw = —71.04(1.58)[0.88], where the first error is exper-
imental and the second theoretical. This result is consis-
tent with the theoretical prediction in the absence of new
physics, Qw = —73.20(0.13). We discuss in Sec. VIII
the implications of this situation for particle physics, the
most important at present being the possibility of ruling
out experimentally certain classes of technicolor theories
of dynamical symmetry breaking [6, 7].

III. RELATIVISTIC MANY-BODY
PERTURBATION THEORY

The ideal atomic system for the study of PNC would
be hydrogen, because of its very well understood wave
function. However, despite intense efforts, these experi-
ments have not proved practical, so PNC must be stud-
ied in more complex atoms. Despite the fact that the
underlying theory of atomic physics, QED, is well under-
stood and successful for simple systems, the calculation
of atomic properties in many-electron atoms is in no sense
a straightforward or automatic task. This is because the
many-body problem is extremely complex when a large
number of particles are involved. This is most simply
seen by imagining a table of an N-particle wave function
with, say, an extremely coarse grid of 10 points per vari-
able. After accounting for three free angular variables,
103V -3 entries would be required, which clearly becomes
unmanageable very rapidly.

Because there is no way the many-electron Dirac equa-
tion can be directly solved for cesium, some approxima-
tion scheme must be used to carry out calculations on
this atom. Furthermore, because the PNC interaction
takes place at small distances, being generated within
the nuclear volume, this scheme should be relativistic.
In addition, because we are interested in precision and
reliable error estimates, a method that can be system-
atically improved is required. While there are a number
of ways to address this problem, relativistic many-body

S. A. BLUNDELL, J. SAPIRSTEIN, AND W. R. JOHNSON 45

perturbation theory has made the most progress so far,
and will be discussed here exclusively. A given contribu-
tion of this perturbation theory can be represented by a
time-ordered Feynman diagram, and will be referred to in
the following as a diagram, short for Goldstone diagram.
We will also discuss methods that sum infinite classes of
diagrams, which we will refer to as “all-order” methods.

The basic problem we wish to solve is the many-
electron Dirac equation with Hamiltonian H = H¢ +
Hpg,, where

N
«a

Hc = Z[a’ -pi + ﬁm + Vnuc(ri)] + Z lr, _ |

i=1 i<j ' l]
(7)

and

_ ax~ai-ajtai-fija i 8
Har = - e . (8)

i<j
Here Vyuc(r) represents the Coulomb potential of the nu-
cleus. For helium we take this to be the potential of a
point nucleus, but for cesium we account for the finite
size of the nucleus using the Fermi distribution given in
Eq. (70). The most important interaction in an atom is
the Coulomb interaction, so Hc¢ is treated as exactly as
possible, and it usually suffices to treat magnetic interac-
tions described by the Breit Hamiltonian Hg, as a per-
turbation. The many-electron Dirac equation actually
has meaning only in the context of field theory, which
provides a consistent set of rules for the treatment of re-
tardation and negative-energy states. For the purposes of
this paper, the simple rule of working with instantaneous
interactions and leaving out negative-energy states in in-
termediate sums over states suffices. The latter rule pro-
hibits unphysical transitions to the negative-energy sea
that can occur when the many-electron Dirac equation
is taken literally [15], and omits only small radiative cor-
rections that can, if desired, be put back perturbatively.
The Coulomb interaction is already instantaneous, and
the neglect of retardation implicit in the use of Eq. (8)
also corresponds to a small radiative correction.
Suppose one wanted to calculate the ground-state en-
ergy of the simplest many-electron atom, helium, start-
ing from the Coulomb part of this Hamiltonian, with the
condition that the method should be capable of extension
to cesium. The procedure of MBPT is to first split H¢
up into a lowest-order Hamiltonian in which each electron
moves in some sort of averaged potential, and a perturba-
tion that puts back in the complicated electron-electron
interactions and also subtracts out the effect of the av-
eraged potential. Specifically we write Hc = Ho + V¢,
where

N
Ho = Z[at ‘pi + ﬂim + Vnuc(ri) + U(T'1)] (9)
=1
and
e N
VcEZ————-——Ir._r_l - U(m). (10)
icj It J i=1
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For the purposes of illustrating the nature of MBPT cal-
culations on two-electron atoms in this section we will
make the simple choice U(r) = 0, which describes elec-
trons moving in a Coulomb potential, with their mutual
repulsion being treated as the perturbation. However,
the averaged potential U(r) is in principle completely ar-
bitrary. It is of course desirable to choose a potential
that gives a reasonable lowest-order description of the
atom, and that also leads to a rapidly convergent pertur-
bation expansion. It is possible to choose potentials with
several adjustable parameters, generally referred to as
model potentials. One approach to the many-body prob-
lem is to adjust these parameters so that some known
properties of the atom, such as valence removal ener-
gies, are reproduced, and to then evaluate more com-
plicated properties, such as PNC amplitudes, with the
lowest-order wave functions obtained with these poten-
tials. It is a remarkable fact that such an exercise can
lead to predictions of radial matrix elements and hyper-
fine constants for cesium in agreement with experiment
at the 10% level. However, it is essential to examine
the behavior of the higher-order corrections to these po-
tentials to gauge the accuracy of their predictions. We
have done this for cesium, and found that model poten-
tials that appear to reproduce energy levels at under the
1% level deteriorate significantly when studied in higher
orders. On the other hand, the Hartree-Fock potential,
while it reproduces energy levels relatively poorly in low-
est order, typically being in error by 10% for valence
removal energies, and between 20% and 50% for matrix
elements, improves dramatically, to the few percent level
for both energies and matrix elements, when two orders of
MBPT are included. For this reason the calculations on
cesium described below are carried out exclusively with
the Hartree-Fock potential.

A. MBPT formulas

After choosing the potential U(r), the solution of
Hyvpo = Epiy is trivial, with the wave function being
an antisymmetrized product of wave functions solved for
in this potential, and the energy the sum of the respective
eigenvalues. For a closed core system this wave function
is represented as |0¢ >, where, for example, ground state
helium would be represented in terms of creation and an-
nihilation operators as

(11)

where |0 > is the vacuum, and because of the degen-
eracy of energy levels with different magnetic quantum
numbers, Ey = 2¢;,. When we later turn to cesium, the
lowest-order wave function of a state with the valence
electron in state v would be represented as

— .t 1
0¢c >= ala,m=1/2als,m=—1/2|0 >,

v >= a}|0¢ >, (12)

where now [0c > refers to the configuration of xenon,
and the lowest-order energy would be Ey = ¢, + 2(61,1/2
+€231/2 + €3s1/2 + €45,/ +€531/2) +2(€2P1/2 +€3P1/2 +€4P1/2
+€5P1/2) +4(€2Ps/2 + €3p3/2 + €ap3/o + c51’3/2) +4(6343/2
+e€aa,,;) +6(eaq,,, + €ad,,,)-
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The lowest-order approximation for energies can be
quite poor: for the example considered here, the ground-
state energy of helium is 2¢;, = —4.000 21 a.u. [An atomic
unit (a.u.) is two Rydbergs.] As the known value is
—2.903 86, it might be thought that perturbation theory
would converge poorly. In fact, little is known about the
convergence properties of MBPT from first principles.
However, one can investigate this question empirically
by carrying out calculations of low orders of MBPT. As
will now be shown, practical experience shows that rather
high accuracies can result starting from poor lowest-order
results.

The formulas of MBPT can be derived in either a time-
independent or time-dependent method. In the former
one writes V¢ in second quantized form as

1
Ve = 5 Zg,'jua}a}alak - ZU;jaIaj, (13)

ijkl ij
where g;;zi, the Coulomb matrix element, is given by

d3r d3

gijrl = @ ml/;i(l' Yrovr(r)¥; (x )yoo(r’).
(14)
Sums over indices ¢, j, k, ... are understood to range over

all positive-energy states. It is also convenient in the fol-
lowing to adopt the convention that sums over a, b, ¢, ...
range over the occupied closed shells, and that sums over
m,n,r,...refer to excited states, which include all states
except the occupied closed shells. While nominally a six-
dimensional integral, the angular integrals in Eq. (14)
can be carried out analytically at the cost of introduc-
ing a partial-wave expansion, leaving a two-dimensional
radial integral that is evaluated numerically. Because
the partial-wave expansion converges rapidly, typically as
1/1*, inclusion of about seven partial waves along with
an extrapolation to infinity allows for accurate evalua-
tion of formulas involving Coulomb matrix elements. A
frequently occurring combination of Coulomb matrix el-
ements is

(15)

where the first term is often referred to as the direct term,
and the second the exchange term. An important use of
this object is in the definition of the Hartree-Fock (HF)
potential:

(Var)i; = Z Jiaja-

Gijkl = Gijkl — Gijik,

(16)

At this point it is a straightforward exercise in Rayleigh-
Schrodinger perturbation theory to derive formulas for
corrections to the wave function, matrix elements, and
energies [16]. For example, the first- and second-order
energy corrections for a closed-shell system are

EW =" (3Vir — U)aa

a

(17)

and
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E(2) — l Z gabmngmnab
2 €ab — €mn

abmn

(VuF — U)am (ViiF — U)ma
+ ; P . (18)
Here €;; = ¢; + ¢;, etc. For the case of helium, where for

our potential U = 0, it is simple to evaluate
EM =1.25002, (19)

which brings the MBPT result through first order to
within 7% of the final answer. However, to achieve fur-
ther precision E(2) must clearly be considered, which re-
quires that a method to evaluate the summations in Eq.
(18) be developed.

Before continuing with a discussion of how to evalu-
ate these summations numerically, we discuss the time-
dependent method of deriving MBPT formulas. This
derivation involves the techniques of field theory, and
while it reproduces the standard formulas of MBPT, it
also allows a direct extension to a full QED implementa-
tion that allows the unambiguous identification of correc-
tions to MBPT. The basic tool used in this approach is
the Gell-Mann-Low formalism [17], in which V¢ is turned
off adiabatically at large positive and negative times via

Ve — AVee™ €l (20)

where A is a quantity taken to unity at the end of any
calculation. Contact with Feynman diagrams can be
made by symmetrizing the original discussion of Ref. [17],
which carried the wave function at large negative or posi-
tive time to time ¢t = 0, to a form where the wave function
is carried from large negative to large positive times [18].
This allows energy shifts to be expressed in terms of the
S matrix via
AE = lim—o < 2 S 1
= lm(_,oga lll(< €A >c)|)\=1~ (2 )
Use of this formalism with Vo upgraded to the full QED
Hamiltonian then leads, when one considers graphs in
which one photon is exchanged between electrons, to ex-
pressions like Eq. (17), but with retardation correctly
built in, and when two photons are exchanged between
electrons to expressions like Eq. (18). When the latter
graphs are analyzed [19], after making a spectral decom-
position of the two electron propagators, the contribution
included in MBPT, with both intermediate summations
of positive energy, is recovered. In addition negative-
energy states can be seen to enter in a well defined way,
that is, however, suppressed by a factor a3. It is also pos-
sible to identify purely radiative corrections, such as the
Lamb shift, which are also negligible for our purposes.
The sums over excited states can be efficiently car-
ried out with the use of finite basis sets [20]. This tech-
nique, which is widely used in quantum chemistry, re-
places the actual spectrum of the Dirac equation in a po-
tential, which includes a continuum of negative-energy
and positive-energy states along with an infinite num-
ber of bound states, with a pseudospectrum of typically
around 100 states for each angular momentum state. The
first step is to place the atom in a large cavity with MIT

bag-model boundary conditions [21], which serves to dis-
cretize the continuum and limit the number of bound
states. The Dirac action is then minimized with the
restriction that each upper and lower component is ex-
panded in terms of a finite number M of basis functions,
which for this calculation were chosen to be B splines
[22]. This minimization leads to an eigenvalue problem
for the coefficients of the B splines and the associated en-
ergies, which leads to 2 eigenstates and energies, half
of which approximate the negative-energy continuum and
the remaining half the bound states and positive-energy
continuum. The first few states in the positive-energy
branch of the pseudospectrum accurately reproduce the
lowest-lying bound-state energies and eigenvalues. We
generally discard the negative-energy states in the calcu-
lations, though occasionally they need to be included.

With this basis set it is an easily automated task to
evaluate Eq. (18). The result is

E® = —0.157 68, (22)

which accounts for about 99.9% of the final answer.
Higher orders of MBPT systematically give better and
better agreement, as illustrated in Table I. Thus, in this
particularly simple example, MBPT does indeed work.
We will in Sec. III carry out low-order MBPT calcula-
tions for cesium, and will see a somewhat less pronounced
pattern of convergence giving accuracies of a few percent.

B. All-order methods for helium

Suppose one wanted extremely high accuracy for the
helium problem we have been discussing. While MBPT
does converge systematically, even after going to fourth
order one still is missing about 60 ppm of the complete
result. Because of the rapid growth in the number of
terms in the MBPT expansion, it is in general impractical
to do a complete calculation past fourth order. However,
there are a variety of methods that sum important classes
of MBPT contributions to arbitrary order. We introduce
them in the context of helium because for a two-electron
system they are exact. The basic idea is to represent the
exact helium ground state wave function as [23]

|‘I’ >=N |1+ Z pijaba'}a}aaab lOC' >, (23)
abij
TABLE I. Convergence of MBPT for ground-state he-

lium. Units are a.u.

Order of MBPT Energy Cumulative Energy
E© —4.00021 —4.00021

EM 1.25010 —2.75011

E® —0.15768 —2.90779

E® 0.00434(NR) *  —2.90345

EMW —0.00021(NR) —2.90366

All orders —2.90386(2)

*The nonrelativistic (NR) values are taken from J.J. Musher
and J.M. Schulman, Phys. Rev. 173, 93 (1968).
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where the prime on the summation indicates that 7 and
j cannot both be 1s states. Because no more than two
core states can be destroyed for helium, this form encom-
passes all possible corrections to the wave function. By
then operating on Eq. (23) with the Hamiltonian, and
setting the result equal to (Ey + AFE)|¥ >, one obtains
the equations

1 1
(€ij — €ab — AE) pijap = 59ijab = Z Gijk1Pkiab (24)
xl

and

AFE = ';‘ Z(VHF)aa - leijabgabij .

a abij

(25)

The first iterations of these equations reproduces the
MBPT results of Eqs. (17) and (18), and higher iter-
ations automatically reproduce the entire perturbation
expansion. However, for a finite basis set the fundamen-
tal object p;jqp is simply a large matrix, and the above
equations can be solved with standard iterative methods
after angular reduction. It is relatively simple to get to
the 1-ppm level with this method, and the result is shown
in the last row of Table I. The numerical error quoted
is dominated by uncertainties in the numerical extrapo-
lation of the partial-wave summation to infinity, and can
be reduced by including more partial waves.

C. Parity-conserving properties of cesium

We now turn to calculation of “ordinary,” or parity-
conserving properties of cesium using MBPT. A great
deal is known about properties of this atom: a large
number of energy levels have been measured with high
precision, a fair number of hyperfine splittings have been
measured, some with great accuracy (the ground-state
hyperfine splitting serves as the standard of time), and
oscillator strengths of a number of transitions are known
with relatively poor accuracy. While not of interest for
particle physics directly, these data are important be-
cause they allow us to test the behavior of MBPT. As
will be discussed in more detail in Sec. VII A, the basic
idea is that MBPT calculations of ordinary properties
will agree with experiment only to a certain precision be-
cause of neglected terms. If all calculations of these prop-
erties in a given implementation of MBPT agree within,
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say, 1%, it is likely that, if the same implementation is
extended to the PNC calculation, it will be accurate to
about the same level. Hyperfine splitting is a particularly
important property for this test, because, like PNC, it is
generated at small distances. The actual error estimate
for the PNC calculation involves in addition other tests,
which are described further in Sec. IV B.

The first property we consider is the energy. Unlike the
illustrative case of helium discussed above, we choose as
our starting potential the frozen-core, or V¥ 1 Hartree-
Fock potential. The term frozen core refers to the fact
that the Hartree-Fock equations are first solved for Cs*,
the N — 1 electron system, which has the configuration
of ground-state xenon. After these orbitals are deter-
mined they are held fixed, and the valence orbitals are
then solved for in the HF potential given by Eq. (16).
One advantage of this choice is that the different valence
states we want to calculate are automatically orthogonal.
In the V¥ Hartree-Fock model, in which the valence elec-
tron contributes to the self-consistent potential, the core
orbitals would be allowed to adjust to the valence elec-
tron, which would lead to a different set of core orbitals
for each valence state, and different valence states would
no longer be automatically orthogonal.

A particular simplification that results from this choice
of the VN =1 Hartree-Fock potential is the vanishing of a
large number of contributions involving (Viar —U);j. The
first-order correction to the valence electron removal en-
ergy then vanishes, and the first correction to the energy
is given by the formula

Imubaabmo JavmnImnav

E® = (26)

€ab — €muy €av — €mn

mab mna
When evaluated with the same sort of methods described
for helium, an improvement from the 10 to 1% level oc-
curs, as can be seen from Table II. However, a qualitative
difference between the helium and the cesium calculation
is the fact that inclusion of the third order of MBPT actu-
ally leads to a deterioration rather than an improvement
in the agreement with experiment. This can be traced to
relatively large fourth-order diagrams that are in some
sense iterations of the large second-order energy: when
these are included agreement with experiment at the few
tenths of a percent level is reached [24]. However, this
is not a satisfactory situation, since other fourth-order

TABLE II. Convergence of MBPT for valence energies of cesium: units a.u.

Order of MBPT 6s1/2 6p1/2 78172
E© —0.12737 —0.08562 —0.05519
E® —0.01774 —0.00691 —0.00420
E® 0.00563(17) 0.00163(10) 0.00139(4)
E(4) b —0.00370(20) —0.00148(8) —0.00044(5)
Eiotal —0.14318(26) —0.09238(13) —0.05844(6)
Eexpt® —0.14310 —0.09217 —0.05865

*C.E. Moore, Atomic Energy Levels, Natl. Bur. Stand. Ref. Data Ser., Natl. Bur. Stand. (U.s.)

Circ. No. 35 (U.S. GPO, Washington, D.C., 1971)

®Includes iterated Brueckner orbitals and fourth-order ladder graph as described in Ref. [24].
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diagrams not included may also be large, and the agree-
ment with experiment may be fortuitous. A complete
catalog of all fourth-order diagrams would be of consid-
erable value to explicitly find all large contributions, but
this extremely large scale task (there are several hundred
diagrams) has not been carried out. However, we will in
the next section outline an all-order approach that can
include all fourth-order diagrams, and a large set of fifth-
and higher-order diagrams, that we believe will allow a
very reliable calculation of all properties of cesium.

Before turning to these all-order methods, we discuss
matrix elements. A general operator Z can be repre-
sented using second quantization as

Z = Z 245 alaj .
ij

If we denote the initial valence state as v and the final
state as w, the matrix element of Z between these states
has the MBPT expansion

(27)

<w|Zlv>=Z0)0 +Z3) + 28 + -, (28)
where Z,(,,lv) and Zt(l,zv) are given by
Z0) = 2y, (29)

23 =3% zwi(Viar = V)i + 3 ziy (Viar = U)wi

€y — € €w — €;
i#v v i 7w w i
zamgwmva zmagwavm
+mImA gy H maen (30)
‘ar Cav mw T Caw mu

The more complex formulas for Z() can be found in
Ref. [16]: however, a particularly important set of terms
are the Brueckner orbital (BO) corrections, given by

Z ( Jabmy ZwiJimab +ec )
(e — 6v)(fmv — €ap)

abmi

Jai zwi!} na
¢ Y (et e ) o)

amni - 6v)(€mn - fav)

3
73 -

where the notation c.c. means the complex conjugation
of the previous expression combined with the interchange
of v and w. These give particularly large corrections be-
cause the energy denominator ¢; — ¢, can be relatively
small, and when included with Z(!), Z(?) and higher-
order random-phase-approximation (RPA) corrections,
give results for ordinary matrix elements in agreement
with experiment at the few percent level, as shown in
Table III. At this point we can also illustrate one of the

TABLE III.
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methods of carrying out a PNC calculation we have used.
If the operator Z is chosen to be D = |e|z, we are dealing
with the dipole operator that governs the strength of £'1
transitions. If v = 6S and w = 75, parity-selection rules
lead to a vanishing amplitude. However, when PNC in-
teractions are introduced, the net effect is to give to each
state a small opposite parity admixture:

li>e— |i>c +lipNCe > -k - (32)
It is then a straightforward, though lengthy, procedure to
make this substitution systematically for each state oc-
curring in the MBPT formulas above, keeping only terms
linear in |ipnc >, and to evaluate the resultant contribu-
tion to the PNC matrix element. This procedure was car-
ried out in an earlier work [25], and the results are shown
in Table IIL. It can be seen from that table that ordinary
matrix elements are shifting by large amounts, but that
after inclusion of second-order MBPT agreement with ex-
periment at the 5% level is achieved. We will later see
that the PNC number will shift by 4%, so the estimate
of error given by monitoring ordinary matrix elements is
in this case reliable. However, if information on radiative
corrections is to be obtained, more accurate methods are
clearly needed, and we now turn to the all-order methods
used in this calculation.

D. All-order methods for cesium

We have shown in the simple case of helium an all-order
method that allows an exact solution that encompasses
all orders of MBPT. Unfortunately, this exactness relied
on there being only two electrons in the atom. If one ex-
tends the method to even the simplest alkali-metal atom,
lithium, Eq. (23) must be generalized to include a term
involving three creation and three destruction operators,
which we refer to as a triples term. For the large basis
sets used in this work, storage of such a term is prob-
lematical. This method of expanding the wave function
of an N electron system in terms of up to N destruction
and N creation operators is equivalent to the configu-
ration interaction method. The situation worsens with
each additional electron, so that it is clearly impossible
to generalize Eq. (23) to cesium. However, workers in
quantum chemistry have found that terms with larger
numbers of creation and annihilation operators are less
and less numerically significant. In fact, rather accurate
answers can usually be obtained by stopping at double
excitations. Indeed, when the generalization of Eq. (23)

Convergence of MBPT for ordinary and PNC matrix elements of cesium. Units MHz for hyperfine, |e|ao for

the allowed radial matrix element, and i|e|ag10™'*(Qw/ — N) for the PNC matrix element.

Order of MBPT 6s;/2 hyperfine

7s1/2 hyperfine

< 6p3/2||D||6s1/2 > < 7s172||D||68172 >

zM 5740 1576
z3, 1156 320
z8) 2568 392
Ziotal 9464 2288
Zexpt 9192 2184

—7.426 —0.927
0.413 0.037
0.842 —0.061

—6.171 —0.951

—6.32(8)
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to alkali-metal atoms is made,

¥ >= N( 1+ Zpamalnaa + Z pabmnalna;ﬂaaab
am

abmn
+ pumaha,
m
+ Z pavmnalnalgaaav> (II] |0C >, (33)
avmn

extremely accurate predictions for lithium result [26],
with energies accurate to 10 ppm and matrix elements to
0.1%. Unfortunately, when the same equation is applied
to cesium, answers not much better than those obtained
through second-order MBPT are found. We have traced
this behavior to the fact that this method misses cer-
tain third-order MBPT diagrams that are negligible for
lithium but relatively large for cesium. These diagrams
are associated with the triples, and must either be put in
perturbatively, or else the method generalized to include
triples. We have partially carried out this latter step.
This work, which is described in Ref. [27], is the basis
of the present calculation of the PNC dipole amplitude.
The basic idea is to add to the right-hand side of Eq. (33)
the extra term

E PabcmnraI,-,,aI;aIaaabac

abemnr

+ Z pabmnrazna;r,alaaabav)alloc >

abmnr

]6\11 >= N(

(34)

When this is substituted into the many-electron Dirac
equation the triple coefficients enter in two ways. First,
there is a new equation for them that relates them to
combinations of the single and double coefficients. Sec-
ond, they alter the equations for those coefficients. We
have at this point succeeded in accounting for the change
in the singles equations caused by the introduction of the
triples coefficient in an approximate way. The approxi-
mation has to do with the fact that we cannot store the
triples coefficient. Instead we use the equation express-
ing it in terms of the singles and doubles to modify the
right-hand side of the singles equation involving triples.
Thus we are forced into the approximation of not iter-
ating the triples coefficient. However, this method picks
up all the missing third-order energy terms, and as dis-
cussed in connection with Table II, any method complete
through third order that includes the important fourth-
order energy contributions given in that table gives en-
ergies in agreement with experiment at the few tenths
of a percent level. The present method, however, misses
a large number of fourth-order diagrams, and it would
be desirable to extend the method so that it is complete
through this order. In order to do this, two steps are re-
quired. First, we must incorporate into Eq. (34) a special
type of quadruple excitation, which can be factorized into
a product of independent double excitations and modifies
the doubles equation. The coupled-cluster method [28]
provides an elegant way of handling these factorizable
excitations. Second, the numerically very intensive prob-

1609

lem of including the modification of the doubles equation
due to triple excitations must be addressed. At this point
the calculation will be complete through fourth order and
will also include a large set of diagrams through infinite
order. We expect our ability to calculate properties of ce-
sium to improve to the 0.1% level once we have extended
our method. However, for our present purposes of calcu-
lating cesium PNC to 1% our present method is already
sufficient, and we now turn to a detailed description of
two different methods of carrying out this calculation.

IV. SUM-OVER-STATES APPROACH

A. PNC dipole amplitude

Perhaps the most straightforward way to calculate the
PNC electric dipole amplitude is to saturate the sum over
N-body states X in the expression

_ Z < 7S|D|X >< XIHch]GS >

Epnc Fos — Ex

X

H
+Z < 7S|Hpnc|X >< X|D|6S > (35)
X

Ezs — Ex

where D = YN d; = Ef;l lejr; is the dipole opera-
tor. This approach was used in some of the earliest cal-
culations, and more recently in the semiempirical work
of Bouchiat and Piketty [29]. Most of the sum—about
98%—comes from the four states X = 6Py3, TPy2,
8P/, and 9Py, which in lowest order are described
by a single valence p,, electron outside the closed-shell
core. In this first approach we use the accurate all-order
procedure discussed above to calculate directly the ma-
trix elements and energies of these four excited states.
We refer to this contribution as the main term of the
calculation. To complete the sum, we must also include
the tail of the above sequence, X = (10-c0)Py/5, includ-
ing the continuum, as well as autoionizing P/, states,
in which the core is excited. The tail contributes about
2% to the sum, the autoionizing states about —0.2%.
Both of these smaller terms can be calculated to suffi-
cient precision by simpler techniques than the all-order
approach we use for the main term. Finally, we add the
effect of the Breit interaction as one of the small correc-
tions calculated in Sec. VI. We give a summary of the
sum-over-states calculation in Table VII.

The explicit matrix elements and energies given by the
all-order procedure [27] for X = (6-9)Py/; are summa-
rized in Table IV. The sum can be seen to converge quite
rapidly with respect to principal quantum n for n > 8,
with only about 1.7% of the sum coming from the 9P,
state. We discuss how we estimate the theoretical uncer-
tainty for these terms in the next section.

We now discuss in some detail the calculation of the
tail, X = (10~00)Py 2, which although contributing only
about 2% turns out to be rather sensitive to many-body
corrections and requires some care. Our method is a
generalization of the lowest-order single-particle approx-
imation to Epnc,
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TABLE IV. Contributions to Epnc from intermediate states X = 6-9P;; in Eq. (35). Energies
are experimental; matrix elements are taken from the all-order procedure with a fit to energies.
Dipole matrix elements are of the form < Xm = 1/2|D.|Ym = 1/2 > .

6S perturbed

n (75|D| nP2) (nPyy2 |Henc| 6S) Fes — E‘npl/2 Contribution
a.u. 107" i(—Qw/N) a.u. a.u. 107" ile|ao(—Qw /N)
6 1.7291 -0.0562 -0.05093 1.908
7 4.2003 0.0319 -0.09917 -1.352
8 0.3815 0.0215 ~0.11714 ~0.070
9 0.1532 0.0162 ~0.12592 ~0.020
7S perturbed
n <7S IHch| nP1/2) (nPl /2 |D| 65) FErs — EnP1/2 Contribution
6 -1.8411 0.0272 0.03352 -1.493
7 0.1143 -0.0154 -0.01472 0.120
8 0.0319 -0.0104 -0.03269 0.010
9 0.0171 -0.0078 -0.04147 0.003
Total -0.894
o < 7sl|d|npi/, >< np;;s|hpnc|6s > evaluate this expression straightforwardly by summation
Epnc(SP) = Z con — ¢ over states of the finite basis set, identifying the lowest-
n=2 AT order tail by restricting the summation to n = 10-oo0.

+( ).
€6s — €75

We adopt the convention that lower-case characters de-
note single-particle states. The sum here thus extends
over all single-particle p,;, states and eigenvalues, and
includes the occupied core py/, states with n = 2-5. We
J

However, this lowest-order expression turns out to be
quite inaccurate, because the continuum part of the sum
1s very sensitive to RPA corrections to the dipole opera-
tor. Once RPA terms have been included, however, the
tail is quite insensitive to further many-body corrections.
Including the RPA modifications Ad and Ahpnc to the
operators gives

. 2. < Tsld + Ad|n ><n h + Ah 6s > d —
Eonc(tail) = Z | [np1/2 p1/2lhPNC pnc| 4 hpNnc ' (37)
n=10 €6s — €npyys €65 — €75

The RPA corresponds to an infinite sequence of screening
or core polarization corrections to the operator, and may
be calculated iteratively from the Dyson equation shown
in Fig. 1. Explicitly, for an arbitrary one-body operator

)

ZSPA (w)
(38)

zi; + Az,’j (w)
Zij + Z (gimjazl}}"ﬁA(w) +
am

€ — W — €m

~ RPA
JiajmZma ((.d)
€at+Ww— €y

where a is an occupied core state, m is an excited state,
and where w is the energy difference of the two states
involved in the matrix element. We have considered the
approximation of fixing w to a single value for the whole
sum (37), for example, w = E7s — Egs for dipole matrix
elements and w = 0 for weak matrix elements. We find
only a small error ~ 0.1% of Epnc compared to the cor-
rect treatment in which w varies according to the matrix
element considered.

A subtlety arises in the evaluation of (37) connected
with the size of the cavity used to discretize the contin-

r

uum spectrum. One finds that the tail is quite sensitive
to the cavity radius. For example, in lowest order the tail
evaluates to —0.0061 x 107! i|e|ag(—Qw /N) for reay =
75 a.u., which becomes —0.0068 x 10~ ije[ao(—Qw /N)
as Tcay — 00. On the other hand, the complete
lowest-order sum for n = 2-o00, Epnc(SP) = —0.740 x
10~ ilelag(—=Qw /N), is essentially independent of the
cavity radius for 70 a.u. < ry, < 120 a.u.. Thus, while
the total sum is very stable with respect to cavity size,
the distribution of the sum between n = 2-9 and n > 10
varies quite markedly. Since we have used rcoy = 75 a.u.

Fopefe

FIG.1. Dyson equation for generating the RPA vertex for
a one-body operator. The solid line terminated by a cross rep-
resents the operator, the dashed line represents the Coulomb
interaction. Exchange terms (not shown) are also included.
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for the main term, for consistency we also use 7¢3y = 75
a.u. in the tail calculation, even though this radius is not
strictly physical.

We are now in a position to evaluate the RPA cor-
rections to the tail by iterating the RPA equations
and substituting into (37). We find that the lowest-
order value of the tail, —0.0061, in the usual units of
10~ ile]ag(—Qw /N), changes by only a small amount,
to —0.0078, upon inclusion of Ahpnc, but by a large
amount, to —0.019, upon inclusion of Ad. The tail con-
tribution is thus seen to be very sensitive to RPA dipole
terms, much more so in fractional terms than the total
Epnc (see Sec. V B).

While the RPA approximation includes the entire
second-order contribution to a matrix element, it misses
important terms in third order, whose effect on the
tail we now estimate. One set of third-order terms
are shown in Fig. 2, and discussed further in Sec. VD.
Their inclusion in (37) modifies the tail to —0.018 x
10~ i|e|lao(—Qw /N). A final important set of third-
order terms is associated with the Brueckner orbital cor-
rections (see Sec. V C) that were discussed in Sec. IIIC
in connection with ordinary properties. We estimate the
sensitivity of the tail to these terms by adding a semiem-
pirical local potential 6§V (r) to the HF potential with
parameters adjusted to reproduce quite accurately the
binding energies of the 6s and 7s states. The tail is mod-
ified by only about 0.002 x 10! i|e|ag(—Qw /N). We
take these third-order terms as an indication of the level
of error in the tail, quoting Epnc(tail) = —0.018(4) x
10~ {le|lag(—Qw /N). As the precision of the main
terms improves, one may need a correspondingly more
precise evaluation of the tail.

The contribution of autoionizing states may also be
evaluated from the lowest-order expression (36) by re-
stricting the sum to the occupied p,/, states. These core
terms in the single-particle expression correspond to N-
body states X in which a core p,,, state is excited to the
7s valence state. We find a contribution of order —0.2%,
smaller than the present level of theory error. This re-
sult is fortunate because many-body corrections to these
terms may be a substantial fraction of their lowest-order
estimate, and are complicated to evaluate. We assign an
error equal to the value of the term.

o [No-Ho No-
ol ool o

FIG. 2. Third-order “structural radiation” terms in the
matrix element of a one-body operator. The solid line termi-
nated by a cross represents the operator, the dashed line the
Coulomb interaction.
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B. Theoretical error in Epnc

We have already discussed the level of error in the
smaller terms in the calculation, the tail and autoion-
izing terms, but we now address the critical error esti-
mation for the main term, which uses the all-order pro-
cedure. Because no rigorous error bounds are available
for correlation calculations of this type, we estimate the
error from the discrepancies with experiment found for
the standard properties: energies, allowed dipole matrix
elements and hyperfine constants. First, we note that
since all standard properties relating directly to the PNC
6S-7S transition are predicted to better than 1% by our
all-order procedure, it is likely that the PNC amplitude
is also accurate to at least the 1% level. Our final con-
clusion is consistent with this statement. However, this
simple argument may not be entirely reliable, because
the quantity of interest, Fpnc, actually involves a rather
complicated combination of matrix elements and ener-
gies. We have therefore performed a more detailed test
of the likely theory error. Our procedure is to make plau-
sible modifications to the all-order excitation coefficients
(essentially to the wave function) to fit the experimen-
tally determined standard properties, and then to eval-
uate Epnc with the modified coefficients. These modifi-
cations essentially represent a semiempirical attempt to
account for omitted correlation effects. By performing
the various modifications listed below, we construct a set
of different values for the main term, whose scatter we
then take as the level of omitted correlation effects in the
calculation. (See Table VI)

We consider five different types of modification to the
all-order excitation coefficients, which we apply to the
various quantities in Eq. (35) in the combinations sum-
marized in Table VI. The five types of modifications are
listed below as (i)—(v).

(i) A fit to ezperimental ionization energies, denoted
by “e fit” in Table VI. An important class of omitted
correlation effects in the matrix element calculation can
be inferred from a comparison of ionization energies with
experiment. As discussed above, the principal omissions
in the all-order procedure are triple excitations and cer-
tain factorizable quadruple excitations. Now, the valence
lonization energy is determined by the equation for va-
lence single excitation coefficients py,,, and these coeffi-
cients in turn largely control the Brueckner orbital (BO)
correction MBO, one of the biggest correlation effects
in the matrix-element calculation. We find empirically
a scaling relation, in which the valence correlation en-
ergy é¢, and MBO change in roughly the same fractions
as different correlation terms are added to the all-order
procedure. Thus we can estimate the sign and order of
magnitude of omitted triple and quadruple excitations
for MBO by scaling the single excitation coefficients in
the ratio (8¢, )®*P*/(8€, )™ and recalculating the ma-
trix element.

(ii) A fit to ezperimental hyperfine constants, denoted
by “hfs fit” in Table VI. Both the hyperfine interaction
for j = 1/2 states and the weak electron-nucleus interac-
tion act near the origin and are sensitive to the normal-
ization of the wave function there. Normalization effects
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TABLE V. Contributions to the scalar and vector 65-7S transition polarizabilities o and S,
and to the difference of Stark polarizabilities a7s — aes, from intermediate states (6-9)P;;, and
(6-9)Psy2. Energies (not shown) are experimental; D denotes a reduced dipole matrix element
calculated by the all-order procedure with a fit to ionization energies. Units are atomic units.

Py, channel

n D(75,nP1j2) D(nPyy2,6S5) o o) a75-Q6S
6 4.236 -4.510 -32.46 -157.47 -311.5
7 10.289 0.280 -37.47 -27.79 2397.2
8 0.935 0.078 -0.48 -0.27 8.9
9 0.375 0.042 -0.08 -0.04 1.1
Py, channel
n D(7S,nPy;2) D(nPs/2,68) o B a75-06S
6 -6.470 -6.347 -92.77 174.43 -701.4
7 14.293 -0.576 -102.09 37.31 4380.5
8 1.647 -0.214 -2.27 0.64 27.2
9 -0.725 0.132 -0.51 0.13 4.2
Total -268.13 26.94 5806.2

are associated with the single-particle terms. Therefore
we rescale MBO to fit experimental hyperfine constants,
and change the corresponding terms in the matrix ele-
ment of hpnc in the same ratio.

(ii1) A fit to ezperimental hyperfine constants by scaling
the structural radiation part MS® of the matrix element,
denoted by “sr fit” in Table VI. Here we consider the ma-
trix element correction MSR which corresponds to the
third-order terms in Fig. 2 evaluated with all-order co-
efficients rather than lowest-order Coulomb interactions
[27]. Since some error in the matrix element calculation
must be associated with double excitations, we somewhat
arbitrarily rescale MS® to fit experimental hyperfine con-
stants, and rescale the corresponding terms for the weak
matrix element in the same ratio.

(iv) Direct use of ezperimental energies or dipole ma-
triz elements in place of theoretical ones. Generally, our
theoretical dipole matrix elements appear to be at least
as accurate as the measured values [27]. We therefore do
not build the uncertainty in the measured dipole matrix
elements into our theory error, but instead rely on the
level of error indicated by the energy-fit analysis. One
exception is the rather small but still quite important
matrix elements of the type < 7P|D|6S >, for which
correlation is quite large and where the measured value
may be more reliable than our theoretical one. We indi-
cate in a separate column in Table VI where experimental
< 7P|D|6S > values have been substituted.

(v) Use of the dipole operator in wvelocity form rather
than in length form. When calculating dipole matrix el-
ements, the velocity form of the dipole operator dy =
—icle|a/wy;, where wy; is the transition frequency, would
be equivalent to the length form dp = |e|r if correla-
tion were calculated exactly. We find quite close length-
velocity agreement for dipole matrix elements using the
all-order procedure [27]; as is shown in that reference,
a significant improvement in length-velocity agreement
results after a fit to ionization energies. Generally, the
velocity form appears less suitable for correlation calcula-

tions because the corrections are larger and tend to cancel
one another. We therefore do not place much weight on
the values obtained by use of the velocity form, and have
not included them in Table VI.

We should emphasize that here we consider calculating
each dipole matrix element in (35) separately in velocity
form, using the transition frequency wy; appropriate to
that matrix element. An alternative implementation of
length-velocity equivalence considers the 65-7S transi-
tion directly, < 7S + 7Sch| Ef;l(di)]_,,vlfis + 6SpNC >,
with dy = —icle|la/w7s,6s. In this approach, the dipole
matrix elements in the sum over states are effectively
multiplied by wyi/w7s6s, and the corresponding main
term lies well outside the range from tests (i)-(iv). The
discrepancy is made up by positive- and negative-energy
continuum states, whose contribution is enhanced by
their large excitation energy.

The sum-over-states calculation is summarized in Ta-
ble VII, and the scatter analysis in Table VI and Fig. 3.
We combine the errors in the various terms in quadrature
and find the final value

Epnc(sum over states)

= —0.907(9) x 10~11 ilelao(—Qw/N). (39)
C. Vector transition polarizability 3

An analogous sum-over-states approach can be applied
to the other atomic quantity required to interpret the
cesium experiment, the 65-7S vector transition polariz-
ability [14):

)
(8) (7) (2)(10) (8) (9) (5) (4) (3)

[T TR SN SR TN N SN N NN TR NN N NN SN N N |
0.886 0.888 0.890 0.892 0.894 0.896 0.898 0.900 0.902
FIG. 3. Effect of modifying the calculation of the main

term in various ways. The modifications are labeled according
to the row in Table VI.
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TABLE VI. Effect of modifying the calculation of the main term in various ways. D stands for dipole matrix elements,
hpnc for weak matrix elements, E for energies, and D(7P,6S) for 7P-6S dipole matrix elements. The terms “e fit,” “hfs
fit,” and “sr fit” are explained in the text; “raw” indicates the use of unmodified excitation coefficients or theoretical energies,
“expt” denotes an experimental quantity. Epnc is in units of 107! ilelao(—Qw /N); , B, and ars — ags are in atomic units.
The values are plotted in Fig. 3.

E henc D D(7P,6S) a B ars-aes Epnc
1 Raw Raw Raw Raw -267.61 26.76 5918.7 —-0.8928
2 Raw Raw Raw Expt —-270.01 26.9 5918.6 -0.8908
3 Expt Raw Raw Raw -268.33 26.83 5864.8 -0.9000
4 Expt Raw Raw Expt -270.71 26.96 5864.7 -0.8979
5 Expt e fit e fit e fit -268.13 26.94 5806.2 -0.8943
6 Expt e fit e fit Expt -270.11 27.07 5806.1 -0.8926
7 Expt hfs fit e fit e fit -0.8898
8 Expt hfs fit e fit Expt -0.8882
9 Expt sr fit e fit e fit -0.8930
10 Expt sr fit e fit Expt -0.8910
Final -268.0(3.0) 26.96(.20)  5830.(80.) -0.893(7)
p= S| < T8UDIPiya >< 1PallDIS > | G — g
5 78 = DPyy, 65 — LyPyyq
+l < 7S||D||yPsj2 >< vPs3/2||D||6S > . - L ] (40)
2 E’?S - ’YP3/2 EGS - E'YPS/Q

We also calculate two quantities of similar structure to 8 for which experimental information is available to help gauge
the accuracy of the procedure: the scalar transition polarizability [14]

1 1 !
a== Y | <7S|IDllvPj2 >< 7Py /2||D|16S > +
6 - [ DIy 1/2 7P| |D| (E7S - E’YP!/: Ess — E‘Y”xl?)

1
+ ] . (41)
Ees — Expy),

and the difference of the Stark polarizabilities of the 7S and 6S states,

2
1 < 7P, DI|7S > < vP35||D||7S >
ars — ags = 4 3 (1S2PuallDITS >[7 | |< 7Pyl D
3 p” E7s — Eyp,,, E7s — Eyp,,,

— < 7S||D||vPsy2 >< vPsy2||D||6S >
DIl P32 7Ps/2|| D (E“zs-Ean,,

J2
) — (715 = 65). (42)

A detailed breakdown for the main terms, with (6-9)P
intermediate states, is given in Table V. The convergence
with respect to the principal quantum number is seen to
be very fast, much faster than for Epnc. In Table VII
we give the tail and autoionizing contributions, which
we have calculated in a manner analogous to those for

TABLE VIL

Epnc, although here they are negligible. We have also
performed a scatter analysis to estimate the theoretical
error of the main terms; the results are summarized in
Table VI.

From Table VII, we find (a/B)th°Y = —9.93(14), in
good agreement with the measurement [30] (a/8)®*P* =

Contributions to the scalar and vector transition polarizabilities a and 8, the difference of Stark polarizabilities

a7s-aes, and the PNC dipole amplitude Epnc, in the sum-over-states approach. Polarizabilities are in atomic units, Epnc is

in units of 107! ije|ao(—Qw /N).

a B ars-ags Epnc
(6-9P) ~268.0(3.0) 26.96(20) 5830.(80.) ~0.893(7)
(10-00) P -0.4(2) 0.04(2) 2 ~0.018(5)
Autoionizing 0.4(4) 0.00 1.(1.) 0.002(2)
Breit 0.0 0.00 0 0.002
Total ~268.(3.) 27.00(.20) 5833.(80.) ~0.907(9)
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—9.9(1). For ars — ags, however, the agreement is not as
satisfactory: our prediction (azs — ags)theo™y = 5833(80)
a.u. is to be compared with the measurement [31]
(azs — aps)theoy = 5709(22). The quantity azs — ags
is controlled principally by dipole matrix elements of the
form < 7P|D|7S >, which also play an important role
in determining Epnc. Dzuba, Flambaum, and Sushkov
[32] have noted an analogous discrepancy between exper-
iment and their theory for these dipole matrix elements.
It is therefore of great interest to clarify the experimental
situation, both as a guide to the accuracy of theoretical
dipole matrix elements, and as a test of the reliability of
the energy-fit procedure for estimating theoretical error.

Another quantity of experimental interest related to
dipole matrix elements is the lifetime of the 75 state:

1 21

2
33 (w?s,spl,,|< 6Py 2| D||7S >|

+ws 6p, ,,|< 6Psy2l|DIITS >|2>. (43)
Using experimental frequencies and theoretical reduced
dipole matrix elements from the all-order procedure [27],
< 6P1/2”D”7S >=4.228 a.u. and < 6P3/2|ID|I7S >=

6.451 a.u., we obtain 753> = 48.8 ns, in good agreement

with the measurement by Bouchiat, Guena, and Pottier,
(33] 755P* = 48.5(0.5) ns. This result is, however, in
significant disagreement with an earlier measurement by
Hoffnagle, Telegdi, and Weis [34], T55*° = 53.6(1.2) ns.
The result of Ref. [33] is strongly favored theoretically:
the use of HF level dipole matrix elements gives i =
45.3 ns, so that the result reported in Ref. [34] disagrees
with theory by more than 100% of correlation.

We should also note that our value § = 27.0(2) a.u.
agrees with the semiempirical estimates g = 27.2(4) a.u.
by Bouchiat and Piketty [29], and 8 = 27.3(4) a.u. by
Gilbert and Wieman [13]. These authors first estimate o
from (41) using experimental dipole matrix elements and
energies, and a theoretical estimate for the tail for n > 8.
They then infer § from a measurement of /3. We also
agree with the value of Bouchiat and Guena [35], 8 =
27.17(35) a.u., obtained from a measurement of M 1"%/3
and a semiempirical estimate of M 1" the component
of the 65-7S magnetic dipole amplitude induced via the
hyperfine interaction with the nucleus.

We find no significant correlation between the vari-
ous modifications to 8 and Epnc, so that the error in
Epnc/B is to be found by combining the separate errors.

V. PARITY-MIXED
MANY-BODY APPROACH

A. Parity-mixed HF equations

As a check on the sum-over-states approach discussed
above, we now calculate EFpnc in an entirely different
way, using perturbed single-particle states [36]. This
approach relies on the fact that the weak Hamiltonian
hpnc is of one-body form and can formally be included
in the definition of the single-particle states, which be-
come parity mixed. Since hpnc is a pseudoscalar, the

S. A. BLUNDELL, J. SAPIRSTEIN, AND W. R. JOHNSON 45

single-particle states remain eigenstates of angular mo-
mentum, however. Any conventional many-body method
for calculating a dipole matrix element can then in prin-
ciple be reformulated to use parity-mixed single-particle
states in place of the usual parity-pure ones. It is usually
convenient to linearize the resulting expressions in Apnc.
The method described below starts from a parity-mixed
version of the HF equations, and then applies correlation
corrections using a parity-mixed formulation of relativis-
tic MBPT. The first complete calculation along the lines
we describe was published by members of the Novosibirsk
group [37, 32], although the general approach has a long
history (recently reviewed by Blundell et al. [38]).
The parity-mixed HF equations are formed simply by
adding hpnc to the HF Hamiltonian:
(hD + Voue + Viar + henc) & = 9. (44)
The state ¢ = % + ¥pnc here is a parity-mixed core or
excited single-particle state, with ¥pnc being the small
opposite-parity admixture induced by hpnc. The parity-
mixed HF potential Vyp is defined similarly to the usual
HF potential, but involves parity-mixed core orbitals |é),

<ilVarpli >= Y (< idlriptlie > — < idlr'les >) .
c
(45)

We must then solve (44) self-consistently, which we do by
linearizing in hpnc to give a pair of equations, the first
of which is the usual HF equation

(hD + Vnuc + VHF) d) = fiﬂ, (46)

(¢ = hp = Vaue — Vuar) ¥pne = (hpne + VPNe-HF) 9.
(47)

The PNC-HF potential Vpnc-gF on the right-hand side
(RHS) of (47) is the part of Vi linear in hpnc. The
energy eigenvalue ¢ is unaffected by hpnc to first order
since < Y|hpnc|tp >= 0. At this level of approximation
EpNc is given by

Epnc(PNC-HF) =< 7s|d|6spnc > + < Tspnc|d|6s > .
(48)

We solve (46) and (47) by conventional point-by-point
integration techniques and obtain Epnc(PNC-HF) =
—0.927 x 10~ ileJao(—Qw /N). This result is now well-
established (see Table VIII).

Because the result at PNC-HF level is only about 3%
different from the final result (39), correlation correc-
tions are small and the parity-mixed MBPT approach
appears attractive. The parity-mixed HF method in fact
already builds in the most important class of many-body
effects beyond the lowest-order single-particle approxi-
mation (36). The latter approximation is equivalent to
solving (47) with Vpnc-ur = 0, and gives Epnc(SP) =
—0.740 x 10~ 'Y ile|ag(—Qw /N), 20% different from the
PNC-HF result. The extra self-consistent term Vpnc-HF
in the PNC-HF approach has the effect of summing the
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TABLE VIIL
10" dle|ao(—Qw /N).

Contributions to Epnc from parity-mixed MBPT. Epnc is in units of

Term Present Novosibirsk * Gothenburg ®
PNC-HF -0.927 -0.927
RPA (external) 0.035 0.035
RPA (internal) 0.002 -0.886° 0.002
BO ~0.015(9) -0.022

BO-3 (internal) -0.003 -0.003

SR -0.004(1) -0.003

Normalization 0.008 0.006

Breit 0.002(2)

Total -0.902(9) -0.908(10)

*Reference [32].

bReference [45]. These authors have also calculated the cross term between the RPA and the

linearized BO correction to the valence states.

“This value represents the sum of PNC-HF, RPA (external), and RPA (internal).

important RPA corrections to hpnc, since one may show
that Vpnc-ur = Ahpnc(0), where Ahpnc(w) is defined
by Eq. (38).

The parity-mixed HF equation (44) defines a complete,
orthonormal set of parity-mixed single-particle states,
which we now use in a systematic calculation of higher-
order correlation corrections. We proceed by construct-
ing the parity-mixed basis states explicitly using the B-
spline approach. First, we construct a parity-pure ba-
sis set |[¢ > as descibed earlier. Then we generate the
opposite-parity admixture |ipnc > for each state by sum-
mation over the formal solution to (47):

(49)

. j >< jlhpnc + VPNC-HF|T >
IlPNc>=ZI] Jjlhpnc + VPNc-HF| .

F Cj — €
The completeness of the parity-mixed basis set has been
checked by various methods as described in our earlier
work [25]. We include negative-energy states in the sum
over j in (49), which can be important when using the
velocity form of the dipole operator (see Sec. IV B). Note
that the nonlocal exchange terms in Vi destroy length-
velocity equivalence at the PNC-HF stage.

We now consider three classes of correlation correc-
tions to the parity-mixed HF equation, which we have
arranged in order of decreasing significance in the follow-
ing sections. First, we consider the RPA corrections to
the dipole operator. The RPA correction contains the
entire second-order correction, in a counting scheme in
which the parity-mixed HF matrix element is regarded
as being of first order, and each subsequent Coulomb
correction increases the order by one. Then, we consider
the most important third-order corrections, which arise
from Brueckner-orbital (BO) modifications to the exter-
nal valence states. Finally, we add residual third-order
corrections including normalization corrections. A sum-
mary of the calculation is given in Table VIII.

B. RPA corrections to the dipole operator

The RPA correction to the dipole operator has two
parts in parity-mixed MBPT: the usual one Ad, given

by (38), and a part Adpnc formed by linearizing (38) in
hpnc with the states a and m regarded as being parity
mixed. The RPA correction is then

EPNC(RPA) =< 7s|Ad|63ch >+ < 75ch|Ad|65 >
+ < 7s|Adpncl6s > . (50)

Diagrammatically, Adpnc arises from opposite-parity
substitutions inside the RPA bubbles. These “internal”
substitutions are suppressed because they contain implic-
itly large energy denominators corresponding to excita-
tion from the tightly bound core. By contrast, the other
two terms in (50), which involve substitutions on the ex-
ternal valence lines of the diagrams, contain implicitly
small energy denominators corresponding to valence ex-
citations, and dominate the RPA correction.

The well-known length-velocity equivalence for the
RPA approximation can be shown to extend to the
parity-mixed treatment given here [39, 40], and provides
a powerful check on the accuracy of the calculation, in
particular the solution of the complicated self-consistent
equations defining Adpnc. We have obtained length-
velocity agreement at the level of one part in 10°.

C. Brueckner orbital corrections

1. Introduction

The Brueckner orbital (BO) correction to the valence
state modifies the valence wave function to take account
of the polarization potential set up by the polarization of
the core by the valence electron. Formally, the polariza-
tion potential is represented by the nonlocal self-energy
operator ¥ [42], and the modified valence state follows
from adding ¥ to the HF Hamiltonian and solving for
normalized gquasiparticle valence orbitals ¢, and corre-
sponding eigenvalues €, [41]:

[hD + Vnuc + VHF + Z(f;)]¢u = 5:,¢u‘ (51)

By “self-energy” we refer not to the radiative self-energy,
but to a many-body counterpart given by the sum of
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all one-particle-irreducible many-body diagrams having
one ingoing and one outgoing line [42]. The solution of
(51) is then equivalent to summing chains of self-energy
diagrams. If ¥ were the exact self-energy, ¢, would be the
exact ionization energy. The treatment of the self-energy
in this way was first advocated in PNC calculations by
the Novosibirsk group [37].

In order to make contact with previous work on the
BO correction, we consider the solution of (51) in three
stages. First, we approximate ¥ by the leading term in
a perturbative treatment, £(?), and retain terms linear
in (). This stage permits a useful check on numeri-
cal methods. Second, we consider the chaining of £(2)
by iterative solution of the quasiparticle equation (51).
We find a significant contribution to Fpnc. Finally, we
consider phenomenologically third- and higher-order cor-
rections to ¥, finding them to be quite small.

2. Linear treatment of self-energy

Because (1) is part of the HF potential, the leading
contribution to ¥ in a perturbative treatment is £(2):

<iZ®(e)j >= D

amn

Jaimn9mnaj
€q+€—€m — €,

_ gabjmgimab ) (52)

€at+ €p—€Em — €
abm
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We first put £ = £(?) and solve (51) perturbatively to
first order in (2. The result can be expressed in terms
of the lowest-order Brueckner modification |6v > to the
HF state, |¢,) = |v) + |6v):

li >< GIZ@(e)|v >
6 = .
lov >=" P

(53)

i#v
The corresponding third-order matrix element correction
is

Z3)(BO) =< éw|zlv > + < w|z|6v >, (54)

for an arbitrary one-body operator z. Calculations of
this correction using relativistic basis sets have now been
performed by a number of groups for hyperfine constants
and dipole matrix elements, and numerical agreement is
very good [43, 32, 44].

In the parity-mixed treatment of interest here, ¥ sep-
arates into a normal and a PNC part, ¥ — ¥ + Xpnc,
the latter being given by linearizing (52) in hpnc with
the intermediate states regarded as parity mixed. This
extra PNC term Xpnc corresponds to opposite-parity
substitutions inside the self-energy diagram. The va-
lence Brueckner modifications also become parity mixed,
|[bv >— |6v > +|évpnc >. It is useful to distin-
guish between “internal” and “external” contributions to
|6vpNG), according to where the opposite-parity substi-
tution is made. Linearizing (53) we obtain

[6vpne >= [6vPNC >ext +[6VPNC >int, (55)
| >< j + lipne >< 7)) E®(e,)|v > | >< §1=@)(e,) lvpne >
bopnG Sea= 3 (I >< jencl + ljene >< J) B e)lp > 3 i >< JIE®( .)I pNC > (56)
‘ €y — 6_7' £ €y — CJ
J#v J#v
. (2)
>< j|E €)|v >
lvpNe Sine= Y g Eerc(e)lv > (57)
€y — €;
i#v v
For each type of correction, internal or external, we define a third-order BO term by
Epnc(BO-3) =< dwpncldlv > + < wpncld|év > + < dw|d|vpne > + < w|d|dvpne > . (58)

After some initial discrepancies, there is now agreement
on the values of these terms [25, 32, 45],

Epnc(BO-3.ext) = —0.058 x 101! ile|ag(~Qw /N),
(59)

Epnc(BO-3,int) = —0.003 x 107! ile|ao(—Qw /N).
(60)

le;, — hp — Vaue — Var — 2(€;,)]dvpnc = [Apne + Venc-uF + Zpnc(e,)]dy .

-

This agreement shows that the numerical issues sur-
rounding parity-mixed basis sets are well understood.
Once more, the contribution from internal substitutions
is small, suppressed by energy-denominator considera-
tions.

3. Nonlinear treatment of self-energy

After linearization in hpnc, the parity-mixed quasipar-
ticle equation becomes

(61)
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Equations (51) and (61) then form a pair analogous to the
parity-mixed HF equations (46) and (47). Since Xpnc is
so small, we exclude it from (61) and evaluate it in lowest
order, as in Eq. (60).

We have developed a procedure for solving the quasi-
particle equation (51) and its PNC counterpart (61), with
¥ = 2 by means of a sequence of iterative corrections
to the corresponding HF solutions. The scheme is written
out in detail for Eq. (51) in Ref. [24], where we consid-
J

1617

ered the chaining contributions to the ionization energy.
Typically only four or five iterations in this scheme are
necessary to produce adequate convergence.

Having thus obtained ¢, and ¢,pnc appropriate to
¥ = £(3), we take the expectation value of the RPA form
of the dipole operator, thereby building in additionally
cross terms between the RPA and BO effects. The full
BO correction is then taken to be

Epnc(BO) = < épncr,ld + Adldes > + < ¢75ld + Ad|dpncs, > + < ¢75|Adpnc|des >

—Epnc(PNC-HF) — Epnc(RPA),

where we have subtracted the two terms implicit in
the first line that we have already discussed. We find
Epnc(BO) = —0.015, which is somewhat different from
the third-order BO term (59)—a —4.5% reduction when
expressed as a percentage of the total Epnc. Part of this
reduction (—1.5%) is due to the RPA-BO crossterms, but
most is due to the chaining (—3%).

4. Higher-order self-energy

The effect of the third- and higher-order self-energy
may be estimated phenomenologically by rescaling the
second-order energy so as to fit experimental ioniza-
tion energies [37, 32]. This rescaled self-energy retains
the correct physical 1/r* behavior at large ». We put
= /\exE(2), where the values Aex = 0.80 for the s-wave
self-energy, and Aex = 0.84 for the p;/y-wave self-energy,
were chosen to reproduce the 6s, 7s, 6p1/2, and 7pi/2

ionization energies. The smallness of Aex shows that (2
considerably overestimates the exact self-energy. How-
ever, we find that the final result for Epnc(BO) changes
by only a few tenths of a percent after making this rescal-
ing. This result suggests that, while it is essential to chain
the self-energy, higher-order treatment of the self-energy
itself is less important. This is certainly a significant
simplification for future more precise work.

To investigate the effect of the rescaling more system-
atically, we show in Fig. 4 hyperfine constants, allowed
dipole matrix elements, and Epnc as a function of a con-
tinuous rescaling, ¥ = [(1 — Aex)p + Aex)E®), described
by a parameter p which varies from —1 to +1. Use of the
energy-fitted rescaling Aex then corresponds to p = 0,
and use of the unscaled self-energy to p = 1. To compute
a standard property for a particular p in this figure, we
first solve the quasiparticle equation (51) to obtain ¢2,
and then evaluate

Zuwo(p) =< ¢L |2+ Az|¢5 > + 24y (SR) + Zyy (norm),
(63)

where z is the appropriate one-body operator, and Az
is the RPA correction given by (38). The two p-
independent terms are small structural radiation and nor-
malization terms taken from the all-order procedure of
Ref. [27], included to make the comparison with experi-

(62)

—

ment more meaningful. We take the ‘experimental’ value
for Epnc to be the energy-fitted value. The plot shows
that for all standard properties, the theoretical value im-
proves significantly when the second-order self-energy is
rescaled to fit energies. However, while the rescaling af-
fects hyperfine constants rather dramatically, by nearly
10%, Elpnc changes by only a few tenths of a percent
over the whole range of rescalings.

It is rather easy to see why the chaining of the self-
energy is so important. If one considers the sum over
states (35) implicit in the parity-mixed MBPT proce-
dure, one sees that chaining effectively corrects the en-
ergy denominator from its HF value to the physical
value—roughly a 10% change. Less obvious is the reason
for the insensitivity of Epnc to X (or equivalently to p),
which appears to be due to an accidental, though for-
tunate, cancellation of numerator corrections with cor-
responding denominator corrections. We observe that
the behavior of weak matrix elements as a function of
p is similar to that of hyperfine constants; however, the

= 8.0% - . : )
Q o, ,‘i
.g GOA) r AGS ﬁ,
§ 4.0% f & Aepe ]
3 20% R e
A -7 A
E 0.0% e S
[ e E
:-2.0%— o TP 1
- D
-% 40% [ 6P*,65 1
'g -6.0% ¥ .
© _8.0% ' : L
-1 -0.5 0 0.5 1

scaling parameter p

FIG. 4. Effect of a continuous rescaling of the second-
order self-energy on the hyperfine constants of the 65, 75, and
6 Py 2 states, the 6.5-6 Py, allowed dipole matrix element, and
the PNC dipole matrix element. The rescaling is described
by the parameter p (see text for details). The value p = 0
corresponds to a rescaling of the self-energy to fit ionization
energies; when p = 1, the unscaled second-order self-energy is
used.
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energy denominator changes in a similar ratio. An anal-
ogous cancellation is apparent from the scatter analysis
in Table VI, rows 1 and 5.

We give a conservative error estimate on Epnc(BO) =
—0.015(9) because we have found that other ways of mod-
ifying £(?) such as omitting deep core states from the
sum in (52), can produce larger changes in Epnc(BO)
while giving little change in ionization energies. We also
note that from Fig. 4 the agreement with experiment is
better for hyperfine constants than for dipole matrix ele-
ments, after the rescaling. It is then possible to imagine
that, upon rescaling a more exact initial approximation
to the self-energy, the whole Epnc curve could be trans-
lated.

We note that the Novosibirsk group [32], who originally
chained the self-energy in this way, have added an explicit
set of higher-order terms to £(?) using a Green’s-function
approach, and also find only a small change in the final
result. Their final value agrees quite well with ours, as do
the individual terms in Table VIII. The effect of the self-
energy has also been treated in a semiempirical manner
[46], with a result again in agreement with the present
calculation.

Javmn9mnav
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D. Residual third-order terms

By including the RPA and BO corrections above, we
have already evaluated the most important set of third-
order terms. We now consider the smaller remaining
third-order terms, beginning with those shown in Fig. 2,
which we call structural radiation (SR) terms following
the terminology of Dzuba et al. [37]. Only the dipole op-
erator is drawn explicitly; hpnc enters implicitly through
the use of parity-mixed single-particle states. We calcu-
late only opposite-parity substitutions on the external va-
lence lines, and neglect substitutions inside each diagram,
which are suppressed once again by energy-denominator
considerations. The terms produce a small 0.4% correc-
tion. We can investigate certain higher-order corrections
to these terms by making use of all-order SR dipole ma-
trix elements from Ref. [27], and we use these terms to
place an error estimate on this contribution.

Also entering in third order is a term which adjusts the
normalization of the wave function as many-body correc-
tions are added. For the matrix element of an arbitrary
one-body operator z, this normalization term takes the
form, in third order, [37, 16]

Z3)(norm) = —%zwu (

amn

We generalize this expression to higher order by using
“valence normalization” terms taken from the all-order
procedure [27),

1 a
Epnc(norm) = —§E1ch(t0t)( Nés) - é.bs)

a b
+N§s) - Nés))x (65)
where
Epnc(tot) = EPNC(PNC-HF)+Ech(RPA)+EpNC(BO),
(66)

and N{* and N are given by the Goldstone diagrams
in Fig. 5. Note the minus signs in front of Né? and N%),
which cause (65) to reduce to the third-order form (64)
[47). We find N$& — N = 0.0144 — (—0.0004) = 0.015
and N$& — N§Y = 0.0029 — (=0.0001) = 0.003, making
Epnc(norm) a —0.9% effect. We note that another type
of normalization term, which enters in fourth order, has
already been included by virtue of using quasiparticle
states ¢, normalized to unity.

E. Summary

Our result from the parity-mixed MBPT approach, af-
ter combining errors in quadrature, is Epnc(p mix) =
—0.902(9) x 107! {le|ag(~Qw /N), in agreement with
the result (39) from the sum-over-states approach. As
our final value, we average the results of the two ap-
proaches, leaving the theory error unmodified,

Jabvm Jvmab
+ +(v—w)].
Z (fa+5u _fm—fn)2 §(€a+5b_6m—fv)2 ( ))

(64)

Epnc(theory) =-0.905 (9) x 10~11 ilelao(—Qw /N) .
(67)

VI. NONLEADING PNC EFFECTS

In this section we address a number of effects that af-
fect the PNC amplitude at the few percent or smaller
level. Because these effects are relatively small, all of
the calculations use HF level wave functions. We discuss
in turn the question of the Breit interaction, the distri-
bution of matter in the nucleus, nuclear spin-dependent
contributions, and PNC induced by Z exchange between
electrons.

A. Breit correction

Because of the short-distance nature of the weak in-
teraction, relativistic effects are important and the Breit
interaction may be enhanced. We find, however, that the
Breit correction is small. We include the Breit interac-
tion self-consistently in the HF scheme by generalizing

N(vu): p N(vb) - FE

FIG. 5. Diagrams giving the valence normalization. The
solid lines represent all-order pair excitation coefficients, as in

Ref. [27].
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the Coulomb interaction to include the Breit interaction,
gijkt — gijk1 + bijri. The HF potential then acquires an
extra term, the “Hartree-Fock-Breit” potential:

(hD + Vnuc + VHF + VHFB) ¢ = “p- (68)

The PNC counterpart of this equation is

(€ = hp = Vaue — Vur — ViarB)¥PNC

= (henc + Venc-ur + Venc-urB)Y,  (69)

using a generalization of the notation in Eq. (47). Since
the Breit correction is so small, we simplify the calcula-
tion by neglecting the term Vpnc-grp on the RHS of the
above. We solve Eq. (69) and use the solution to eval-
uate the weak-interaction matrix element including the
Breit interaction. By comparing with the conventional
PNC-HF result, we find a small Breit correction of 0.2%,
which is included in Tables VII and VIII.

B. Nuclear density distribution

The weak charge depends on a weighted average of the
neutron and proton distributions in the nucleus. The lat-
ter distribution can be directly determined from a muonic
x-ray experiment [48]. Fitting to an assumed spherical
Fermi distribution of

Pproton(") = PO(]- + e—(r_c)/a)_l (70)
with a = 2.3/41n3, one finds ¢ = 5.6743(10) fm. While

the cesium nucleus is not precisely spherical, deviations
from sphericity can be shown to be associated with PNC
Hamiltonians that admix opposite-parity states with j >
3/2, which have essentially no overlap with the nucleus
and thus produce a negligible effect on Epnc. If one
assumes that the neutron distribution has exactly the
same form as the proton distribution, the lowest-order
Hartree-Fock prediction for PNC is

Epnc = —0.7396 x 107! dle|ag(—Qw /N). (71)

However, the neutron distribution must at some level dif-
fer from the proton distribution, and it is important to
include this effect. Because no direct experimental mea-
surement of the neutron distribution is available, we have
used a theoretical calculation [49] that reproduces the
charge radius of the nucleus and predicts a neutron dis-
tribution

Preutron () = ph(1+ e~ "=/ a')=b, (72)

where a’ = 0.648 23 fm, b = 1.589, and ¢/ = 6.153 fm. Us-
ing this distribution in place of Eq. (70) changes —0.7396
in Eq. (71) to —0.7390, a change of —0.08% in magnitude.
While it is difficult to assign a theoretical error to nuclear
shell model calculations, the small overall size of the ef-
fect of using the neutron distribution of Eq. (72) makes
the associated theoretical uncertainty unimportant.
Note that the insensitivity to the neutron density dis-
cussed above refers to the effect on Epnc for the single
isotope 133Cs. Recently, Fortson, Pang, and Wilets [50]
have discussed the change in Epnc between a pair of iso-
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topes, and have found an enhanced uncertainty due to
the neutron density.

C. Nuclear spin-dependent effects

We have concentrated so far in this paper on one par-
ticular part of the exchange of a Z between the nucleus
and electrons, but there are three other parts that must
be considered. As discussed in Sec. II, atomic PNC is
associated with both (4., Vy) and (V,, Ay) interactions,
and each of these interactions has a timelike and space-
like component. The Hamiltonian in Eq. (3) is associated
with the timelike component of the former interaction af-
ter making the usual identification of a potential with the
Fourier transform of the matrix element for Z exchange.
We estimate that the spacelike component of (4., Vi),
which gives a nuclear-spin-dependent term, enters at un-
der the 0.1% level. This is because two small factors
suppress the nuclear matrix element. The first is the fact
that coherence in the sum over nucleons is lost for a vec-
tor quantity such as ay, which must be proportional to
nuclear spin. All but one nucleon in the cesium nucleus
couple to angular momentum zero, so this effect alone
would lead to a few percent contribution. However, the
nuclear velocity also enters, and because nuclei are fairly
well described by nonrelativistic shell models, a further
suppression of vpyc/c should make the spacelike compo-
nent negligible. There is a possible enhancement factor
on the electron side because ays is diagonal. However,
because the electron is quite relativistic inside the nu-
cleus, this enhancement should not be numerically sig-
nificant.

Turning to the (Ve, Ax) interaction, we note first that
this is proportional to Cy. = —% 1- 4sin26’w), which
is quite small at the present value of fy. The timelike
component of this interaction is further suppressed by the
same factors discussed in the previous paragraphs, and
is thus completely negligible. The spacelike component,
however, is no longer suppressed by a factor of vhuc/c,
and we treat it here using the Hamiltonian

Gp k—1%
\/€1(1+1)a Lo(r),

where k = 4 for the valence proton of 133Cs, and K, =~
—0.05. However, a numerically more important nuclear
spin-dependent effect arises from the anapole moment K,
[51], which gives rise to a similar Hamiltonian:

G
f I(I+ Ta+n > e

The anapole moment arises from weak interactions inside
the nucleus that allow it to have a parity-violating mag-
netic moment. We can treat these Hamiltonians together
by replacing K, in Eq. (74) with K = K, —(k—$)/x K.
We can do this because we have found little sensitivity to
the distribution assumed for the distributions p(r), which
are in principal different.

While the anapole moment is an interesting manifes-
tation of PNC in nuclei, if one is interested in testing
radiative corrections to Qw it is desirable to eliminate

HY = (73)

HY = —=K, (74)
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the effect of this moment, the calculation of which in-
volves strong-interaction uncertainties. This can be done
because the experiment [5] measures two different tran-
sitions: 6S(F = 3) — 7S(F = 4) and 6S(F = 4) —
7S(F = 3). Linear combinations of these transitions can
be taken that either eliminate or isolate nuclear spin-
dependent effects. The results quoted for PNC in this
paper have followed the convention of assuming a zero
spin nucleus, and further assuming the magnetic quan-
tum numbers of the 65 and 7.5 states are both +3. The
actual situation, however, has an initial state FM and a
final state F'M’, and is associated with an angular fac-
tor depending on these values: this factor, which is the
same for the two transitions, has been taken into account
in presenting the experimental data. However, when the
spin-dependent Hamiltonians are taken into account, the
F=3—F=4and F =4 — F = 3 transitions will be
different, partly because the angular factors are now no
longer the same, and partly because the atomic structure
calculation differs, depending on matrix elements of «
rather than v5. We have carried out a PNC-HF level cal-
culation incorporating the nuclear spin-dependent Hamil-
tonians and have found the result

Epnc = —0.905(9)ilelagx 107 [(QW) + A(F, F)I‘]

(75)

where A(3,3)=0.029, A(4,3) = —0.041, A(3,4)= 0.048,
and A(4,4) = —0.022. These coeflicients agree to within
10% with results from other groups [52, 53]. It is then
trivial to take linear combinations of the experimental
result given in Eq. (6) so as either to cancel the effect of
K or to determine it. We will carry out the former op-
eration in Sec. VII, and observe here that the latter op-
eration leads to K = 0.83(46), which is consistent with
the result K = 0.29-0.37 calculated in Ref. [54]. Fur-
ther work on the anapole moment has been reported in
Refs. [55] and [56]. We also note that the hyperfine in-
teraction taken together with the weak Hamiltonian in
Eq. (3) has been shown [57, 58] to act as a third kind of
nuclear spin-dependent Hamiltonian, which modifies the
effective anapole moment by about 10%.

D. Z exchange between electrons

As the final small effect that could possibly enter at
the few tenths of a percent level we turn to parity non-
conservation induced by Z exchange between electrons.
While expected to be small compared to the basic PNC
effect of exchange of a Z between the nucleus and an
electron, Z exchange between electrons has the potential
of contributing to the experimental result at a significant
level. To calculate it we replace the interaction induced
by the exchange of a Coulomb photon with that induced
by exchange of a Z. Coulomb photon exchange gives rise
to the matrix element in Eq. (14): replacing the pho-
ton with a Z then gives an analogous weak-interaction
matrix element

9i5u = V2Gr / dPr¢;(r)(74Cre + 7u75Cae )P (v)
x¥;(r)(7#Cre + 1 75C2¢)ti(r),  (76)

where Cy, = ——(1 — 4sin%0w ) and Cy, = 2 If we make
the replacement Gijki — Gijlk +g”k, in the formula for the
first-order correction to a dipole matrix element given in
Eq. (29), and work to first order in g*, we find a PNC
matrix element

iJia Juw
Z duw; —widiava Z diy t_ua;a

a,ifv € a,iFw

+ Z amgwmua Z dmagwaum , (77)

€av — €muw am €aw — €my

Epnc(EE) =

with only the cross terms proportional to Ci.Cs. in
Eq. (76) contributing. The evaluation of this expression
is straightforward but lengthy, the main difficulty being
the three-vector part of Eq. (76), which can be evaluated
using methods developed for calculating the Breit inter-
action described in the appendices of Ref. [59]. However,
the exchange and direct contributions are related by a
Fierz identity, §¥,, = = 293k which can be used to re-
duce the calculation to the relatively easy-to-evaluate di-
rect terms [the three-vector part of Eq. (76) vanishes for
the first two terms of Eq. (77)]. It is then found that the
last two terms of Eq. (77) are completely negligible, but
that the first two contribute

Epnc(EE) = 0.0086C;, x 10~ ilelao(—Qw /N),
(78)

where In the sum over core states a, the 1s state con-
tributes more than 80% of the result. Using sin’fy =
0.2323 in the above gives the small correction

Epnc(EE) = —0.00030 x 10~ ile|ao(—Qw /N),
(79)

an additive 0.03% contribution to the theoretical predic-
tion that should in principle be removed before extracting
Qw . Given the relatively much larger theoretical uncer-
tainties from other sources discussed above, however, we
see that Z exchange between electrons can be safely ne-
glected.

VII. DETERMINATION OF THE
WEAK CHARGE

We now extract the experimental value of the weak
charge Qw from our theoretical prediction (67), Epnc =
—0.905(9) x 107! i|e]ag(—Qw /N), and the experimen-
tal measurement [5] of Eq. (6). In order to minimize
nuclear uncertainties we take a linear combination of
the two transitions as described in Sec. VIC. Using
B = 27.00[20]a3 and the conversion factor

‘%I = 5.1422 x 102 Y (80)
ao cm

in Eq. (6) then gives
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ESEL = —0.8252(184)[61] x 10~ ile|ao(—Qw /N).
(81)

Combining Eqgs. (81) and (5) then gives our principal
result

Qw = —71.04(1.58)[0.88], (82)

where the first error is experimental, and the second the-
oretical. Before discussing the particle-physics implica-
tions of this determination, we present an analysis of the
reliability of the quoted theoretical error [0.88] and the
prospects of reducing it further.

A. Reliability of atomic theory

Given the important consequences for particle theory
of PNC in cesium, it is necessary to provide a critical
analysis of our claimed theory error of 1%. What we
have presented in this paper is a calculation that defi-
nitely misses diagrams contributing at the several tenths
of a percent level. In the sum-over-states approach, we
have used these discrepancies to test the stability of the
PNC prediction by performing the set of rescalings de-
scribed in Sec. IVB. The rescalings are essentially an
approximate way of putting in higher-order diagrams not
yet included rigorously. By examining the effect of the
rescalings on Epnc, we can then infer the likely size of
omitted correlation effects. We do this by carrying out
the rescalings in several different ways and observing the
scatter of results. As can be seen from Fig. 3, the various
results clustered within 1% of one another. Note that we
do not attempt to use these modifications to improve our
calculation, merely to estimate the theory error, which
thus represents an estimate of the extent to which we
cannot calculate Epnc entirely from first principles. We
have also carried out the PNC calculation a different way,
by using parity-mixed MBPT. The errors assigned to the
various terms in this alternative approach are given by
the detailed arguments in Sec. V. Because the two ap-
proaches are so different, and group the various contri-
butions in different ways, the agreement between them
forms an important additional check on the accuracy of
the calculation.

With the accuracy of the atomic theory now at the 1%
level, it is important to ask what the prospects are for
another order of magnitude of improvement. We have
indicated several extensions to our techniques which we
feel are feasible and which we expect to improve upon
our present accuracy by up to an order of magnitude.
These techniques essentially involve accounting for triple
excitations completely in our all-order procedure. Per-
haps the hardest task, however, is to give a convincing
demonstration that a particular level of error in Epnc has
indeed been achieved. The most reliable gauge of theory
error remains the prediction of the standard properties,
which in the case of ionization energies and hyperfine con-
stants are still known experimentally with greater preci-
sion than our present theory. If all known properties of
cesium could be reproduced by some ab initio calcula-
tional scheme to within about 0.1%, we feel it would be

reasonable to trust a PNC calculation carried out in the
same fashion to this same level, subject to a scatter anal-
ysis along the lines presented above. Note that hyperfine
splittings must be included in this argument because of
their similarity to PNC. It is quite possible that a cal-
culation that gives good energies, which depend on wave
functions at typical atomic distances, could give poor re-
sults for quantities sensitive to nuclear distance scales.
The main danger in this scheme is a high-order diagram
that somehow does not contribute either to energies or to
hyperfine splitting that does give a large contribution to
PNC. This possibility cannot be dismissed, but we note
that, for the calculations carried out so far, PNC is actu-
ally less sensitive to missed diagrams than the hyperfine
splitting.

It must not be forgotten that the vector transition po-
larizability 3 is also crucial in interpreting PNC in ce-
sium. The ab initio calculation of B is not straightfor-
ward, the accuracy of our present calculation being com-
parable to that of EFpnyc. Here, however, one can make
good use of empirical information, because # depends
only on allowed dipole matrix elements and energies.
Moreover, 3 itself can in principle be measured directly,
or else inferred from experiment with minimal theoretical
input using the method of Bouchiat and Guena [35]. We
encourage further experimental work in this direction.

VIII. COMPARISON WITH EXPERIMENT
AND CONSEQUENCES FOR
PARTICLE PHYSICS

When a single weak-interaction result is known, its
interpretation is generally made ambiguous because of
the unknown values of the weak angle 6w, the top-quark
mass m,, and the Higgs-boson mass My. For example,
the radiatively corrected weak charge is approximately
given by the formula

2
Qw ~ (0.9796 + 0.00202;—)

My

x{=N + Z[1 — 4.012sin’0w (mw)]}.  (83)

This assumes a Higgs-boson mass of 100 GeV, but de-
viations of the Higgs-boson mass from this value affect
the formula only weakly. The exact expression this equa-
tion approximates is given in Ref. [60]. It is possible to
extract the weak angle from Quw for a given top-quark
mass, finding, for example,

. 95 _ [ 0.2242(65), m; = 100 GeV,
sin” w (mw ) = {0.2215(65), my =200 Gev. (84
It is notable that the same variation in sin28w is found
when the top-quark mass is varied from 100 to 200 GeV
as was found in Eq. (1). In fact, if the value of sin%y
from that equation is used in Eq. (83), it can be seen
that the resultant value of Qw is essentially unchanged.
A convenient way of seeing this in more generality is to
use the formula [7]

Qw = —73.20(13) — 0.85 — 0.0057. (85)

The quantities S and T can be associated with new
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physics, with S referring to physics that conserves weak
isospin, and T to physics that breaks weak isospin. Even
in the absence of new particles these quantities vanish

only for m; = 140 GeV and myg = 100 GeV, and

2 2
N m; — (140 GeV)® my
T ~ 0.257 — 0.1551In (———100 GeV)
(86)
and
S = 0.053In (——100 GeV) . (87)

The smallness of the coefficient of 7" in Eq. (85) is acci-
dental, depending on the particular numbers of neutrons
and protons in the cesium nucleus. We note that the in-
sensitivity of Qw to the top-quark mass has also been
shown by Sandars [61]. Therefore, now that the Z mass
has been accurately measured, if one makes the assump-
tion that there is no new physics beyond the standard
model, a completely unambiguous prediction for Qw can
be made for cesium:

Qw = —73.20(13). (88)

This is consistent with the present value in Eq. (82), but
the relatively large experimental and theoretical errors in
cesium PNC clearly both need to be reduced.

While the theoretical and experimental errors associ-
ated with atomic PNC are still fairly large, the fact that
the magnitude measured for Qw is less than the theoret-
ical prediction in the absence of new physics already has
consequences for technicolorlike theories. This is because
the new doublets predicted in these theories lead to a pos-
itive S, with S = 2. This would predict Qw ~ —74.8,
which is almost three experimental standard deviations

away from the present determination. If the central value
does not change, a reduction of even a factor of 2 in ex-
perimental accuracy would basically rule out such theo-
ries if one assumes no extra physics. It is however, pos-
sible to imagine scenarios in which extra Z bosons are
also present. Because these change the tree-level struc-
ture of the theory, Qw is changed in a way that can
mimic a negative S. A number of theories that can ac-
commodate |Qw| < 72 have recently been presented by
Langacker and Luo [62]. Because the new physics that
i1s being sought in electroweak physics may be compli-
cated, it is important to have as many probes of it as
possible. Accurate determination of the W mass, asym-
metry measurements, e-C scattering, etc., should all be
pursued. We hope to have shown in this paper that,
despite the difficulty of the atomic calculations, cesium
PNC can be taken as one of this set of high-accuracy tests
of electroweak physics, and can play a role in helping to
understand the structure of this theory at the TeV mass
scale.
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