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We present the result of a measurement of the 7° electromagnetic transition form factor in the time-
like region of momentum transfer. From a data sample of 54000 7°—e Te ~y decays, observed in the
SINDRUM I magnetic spectrometer at the Paul Scherrer Institute (Switzerland), we measure a value of
the form factor slope a =0.025+0.014 (stat)+0.026 (syst). This value is consistent with both the results
of the recent measurement by CELLO (DESY) in the spacelike region, and with the vector-meson-

dominance prediction of a =0.03.
PACS number(s): 13.40.Hq, 13.20.Cz, 14.40.Aq

I. INTRODUCTION

The term “electromagnetic form factor” usually refers
to the vertex function for the interaction of a virtual pho-
ton and a hadron. This is the simplest function that ex-
hibits the off-mass-shell structure of hadrons, and has
been studied comprehensively [1]. It is related to the
charge radius of the hadron.

The charged-pion form factor is an example, and one
which is well understood [2]. It has been measured in the
spacelike region by electroproduction and 7-e scattering
experiments and in the timelike region by inverse elec-
troproduction and e *e” annihilation. These data, to-
gether with the constraints of analyticity and the 1~ mass
spectrum, yield a consistent picture from g>=—4 GeV?
to ¢2=+10 GeV2.

Self-conjugate pseudoscalar mesons such as the 7° have
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a different class of form factor. Charge-conjugation in-
variance forbids the coupling of these particles to a single
photon. Hence the simplest electromagnetic vertex is
that shown in Fig. 1. The corresponding matrix element
is given by
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where F is a dimensionless constant and
f(g}/m2,q%/m2) is the #° form factor normalized to
f(0,0)=1. In the approximation of a structureless parti-
cle, f(g2/m2,q2/m%)=1. The form factor has been
studied in the “Dalitz” decay 7°—e *e ~y (where ¢2 =0,
4m?2<q%<m?) and in #° production in e *e ~ collisions
(where g2 ~0,93 <0). The former method has not, until
now, produced consistent results [3]. The latter method
has produced one accurate result [4] consistent with
theoretical expectations.

In the case of the Dalitz decay of the #° the form fac-
tor is determined by a measurement of the invariant-mass
distribution of the e te ™ pair, which may be calculated
using quantum electrodynamics (QED), leading to the
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FIG. 1. The coupling of the #° to two photons ¥, , with mo-
menta q, , and polarizations €, ,.

well-known Kroll-Wada formula [5,6]
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where V'x is the invariant mass of the e e~ pair, nor-
malized to the 7° mass, and r =4m?/m?%. The form fac-
tor is assumed to have the form

f0,x)=(1—ax)"! (3)

~1+ax (for small a) . 4)
The total branching ratio of the Dalitz decay is
0.01198+0.00032 [7]. Specific models are required to
predict the slope parameters a of the form factor. The
two common approaches are based on vector-meson
dominance [8] and quark loops [9]. Both have been suc-
cessful in predicting the form-factor slopes of the heavier
7, 7', o, and K; mesons [3,4,10,11,12]. In the case of the
7° their prediction is

m7T
a~——>=+0.03 . (5)

This effect will contribute to the number of events seen at
maximum variant mass by an amount 2aq, i.e., 6%. The
invariant-mass distribution described by (2) does not yet
include the effect of “radiative corrections,” higher-order
Feynman diagrams involving extra internally or external-
ly radiated photons. The change in the slope caused by
these corrections is quite sensitive to the specific detector
geometry and may be comparable to the predicted effect
of the form factor.
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A summary of the past experimental results is given in
Table I. We note that since the effect of the parameter a
is expected to be small, large numbers of events are neces-
sary to obtain a statistically significant result, as well as
to ensure a precise energy calibration of the detector. We
choose to produce the w° by charge exchange
(m~p—7°n) at rest, which has a yield of approximately
60%. The resulting 7° has a relatively low momentum of
28 MeV/c, which ensures that e Te ~ pairs of large invari-
ant mass are emitted with large opening angles. This is
advantageous for the invariant-mass resolution and for
the discrimination against background from external pair
production. One also expects background from the pro-
cess 7 p—ne Te "y, at the level of a few percent.

II. EXPERIMENTAL SETUP
AND ON-LINE EVENT SELECTION

The wE3 channel at the Paul Scherrer Institute
(Switzerland) provided a beam of 95-MeV/c negative
pions, which were stopped in liquid hydrogen to produce
the 7%s. The target cell was a 12-cm-long, 19-mm-radius
Mylar cylinder (0.12 mm wall thickness), concentric with
the beam axis and capped with a hemisphere at the
upstream end. The Makrolon vacuum window surround-
ing the hydrogen target had a radius of 25 mm and a
thickness of 0.7 mm. The center of the hemisphere cap-
ping the target was located 10 cm upstream of the center
of the SINDRUM I magnetic spectrometer to optimize
the acceptance for an associated measurement of the
7°—e e branching ratio [20]. The 7~ beam passed
through a 5-mm-thick lead moderator giving the highest
stop density at the beginning of the target. About 10%
of the incident 7~ stopped in the first 5 cm of the target.
The stop rate was limited to 10* s~ to match the capaci-
ty of the data-acquisition system.

The SINDRUM I spectrometer was equipped with five
cylindrical proportional chambers and a scintillating
hodoscope as shown in Fig. 2. Three of the wire
chambers provided z information. A description can be
found in Ref. [20]. The magnetic field was 0.33 T, result-
ing in a transverse-momentum threshold of roughly 17
MeV/c for particles to reach the scintillator hodoscope.

TABLE I. Previous measurements. Summary of previous experiments to measure the 7° transition
form factor. The results of Samios, Kobrak, and Devons do not include radiative corrections. The
CELLO measurement is in the region of spacelike momentum transfer; the others are for timelike
momentum transfer. Errors are combined statistical and systematic, except where indicated separately.

The Fischer group quote a statistical error only.

Reference No. of events a
Samios et al., 1961 [13] 3071 a=—0.24+0.16
Kobrak et al., 1961 [14] 7676 a=—0.15+0.10
Devons et al., 1969 [15] 2200 a=+0.01£0.11
Burger et al., 1975 [16] 2437 a=+0.02+0.10
Fischer et al., 1978 [17] 31458 a=+0.101+0.03
Fonvieille et al., 1989 [18] 36 699 a=—0.11+0.03+0.08
Farzanpay et al., 1991 [19] 10009 a=+0.026+0.024+0.048
CELLO Collaboration, 1991 [4] 137 a=0.0326+0.0026
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The inner chamber defined a lower threshold for the
detection of hits from additional charged particles of be-
tween 1 and 3 MeV/c, depending on vertex position and
emission angle.

A programmable FASTBUS track preselector was used
to search for track candidates in the pattern of the hodo-
scope strips and groups of 8 or 16 anode wires. For each
track the angle of emission was stored. From this infor-
mation the transverse opening angle ¢ was calculated by
a general purpose FASTBUS processor with a mean de-
cision time of 50 us. The opening angle is defined such
that if ¢ is more than 180° the two tracks bend towards
each other and if ¢ is less than 180° they move apart (see
Fig. 2). The trigger for data readout required an e te ™
pair with 35° < ¢ <260°. The upper cut removes events in
which the two tracks might cross each other in the r-¢
plane, which could cause errors in the reconstruction.
The lower cut removes a large fraction of events at low
invariant mass with a minimal increase in statistical error
for the slope a.

Before going to tape, the data were filtered by a full
analysis of the information in the r-¢ projection. The
filter program required an e *e ™ pair with a hodoscope
time difference within 1.6 ns and an r-¢ opening angle
within the same limits as those imposed nominally by the
trigger. Of all 7%—e e "y decays, 1.5% satisfied the
trigger requirements. The final event rate was about 1
Hz, of which roughly 50% was due to Dalitz decays,
25% was due to the 7~ p—>ne e~ background, and the

FIG. 2. A candidate 7°—e "e "y event in the x-y and z-r pro-
jections. The target cell, the five proportional chambers, and
the 64-fold scintillator hodoscope are depicted. The outer ra-
dius of the hodoscope is 35 cm. The convention for the trans-
verse opening angle is indicated. The results of the event-
reconstruction program for the particle trajectories and the cor-
responding track parameters charge, momentum (MeV/c), and
hodoscope time (ns) are shown.

rest was from photon conversions in the moderator, tar-
get support structure, and inner chamber.

Three significant data runs were performed (labeled
“runs 1, 2, and 3”), between which the detector was par-
tially dismantled for repairs to the wire chambers. After
track reconstruction the three runs comprise 23559,
107862, and 23222 events (consisting of 7°—ete "y,
7~ p—ne e, and conversion events), respectively. The
total data-taking time was approximately three days.

III. MONTE CARLO SIMULATION

Successful determination of the slope parameter a re-
quires the accurate description of the various reactions.
Events were generated with the proper phase-space distri-
butions and the response of the spectrometer was simu-
lated [21] using the GEANT package [22] available from
CERN. We highlight the points crucial to an accurate
form-factor measurement: (1) accurate modeling of the
7~ stopping distribution in the target; (2) precise descrip-
tion of the geometry of the detector; (3) accurate calcula-
tion of the 7°—e*e y matrix element, including
higher-order radiative corrections; (4) careful assessment
of background processes.

Since the acceptance of the spectrometer depends on
the vertex position, the 7~ stopping distribution must be
reproduced for each run. The acceptance is independent
of @, so it is sufficient to reproduce the distribution in r-z.
Using an iterative approach we match the measured ver-
tex distribution shown in Fig. 3.

We choose the 7°—e e ~y decay events according to
the Kroll-Wada matrix elements [6], with the form-factor
slope a set to zero. We must also include the higher-
order radiative corrections, as discussed previously. We
use the code developed by Roberts and Smith [23]
(checked against the semianalytical results of Mikaelian
and Smith [24]) which calculates the matrix elements for
both 7°—e e ~yy and the internal radiative processes.

Table II lists the sources of background which we
simulate, together with their resultant contamination of
the 7°—e *e "y sample. To model the 7°—>e e ete™
background, we use the matrix element calculated by Mi-
yazaki and Takasugi [25]. The contributions from the
external conversion processes are calculated by forcing
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FIG. 3. The vertex distribution in r and z for all pairs of

tracks with opposite curvature. The solid line indicates the ver-
tex cut applied in the off-line analysis.
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TABLE II. Backgrounds. Background processes considered
and their calculated contribution to the total sample, which
numbers roughly 54 000 events. Conversions are modeled in the
liquid hydrogen target, in the target walls, and in chamber 1.

Process Contribution
to class A events
m—eteete” <5
7°—e* ey (Compton) <10
m—e*e y (pair prod.) <5
7°—yy (pair prod.) <3
7°—yy (2Xpair prod.) <5
7°—yy (Compton+ pair prod.) <10
7T p—ny (pair prod.) <3

T p—nete y 12004250

the photon to undergo either pair production or Comp-
ton scattering, and subsequently weighting the event by
the probability of its occurrence. We find no significant
contamination from any external photon conversion pro-
cesses, mnor from the double Dalitz decay
m—ete eTe . We ignore these backgrounds in what
follows.

The largest source of background is due to the process
7 p—ne ey, in which the radiated photon carries
away enough energy to move the event into the kinemati-
cal region occupied by the Dalitz decay (see Fig. 4). It is
therefore imperative that this reaction be simulated and
added to the 7°—e e ~y Monte Carlo sample.
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FIG. 4. Distribution of F , _ versus opening angle ¢ of the
e e~ pair for the measured data. The boxlike distribution of
the Dalitz events is clearly visible. The slanted bands are popu-
lated by the 7 p—>ne "e~ events. The cut separating class A
data from class B data is shown.
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No exact theoretical calculations of the
7 p—ne ey reaction have been done; however, ap-
proximate methods, such as those used by Fonvieille
et al., which are accurate to approximately 20% [18],
may be used.

The simulated data was passed through a trigger and
filter simulation program, and was subsequently analyzed
in an identical manner to the real data.

IV. OFF-LINE ANALYSIS

The reconstruction of the recorded events was done in
three steps. First track candidates were searched in the
r-@ projection. Only tracks with hits in all five chambers
and the scintillator hodoscope were accepted. In a
second step the z information from the three chambers
with cathode strips was used to determine the polar emis-
sion angle 0. Tracks with less than two z values were re-
jected. In a third step electron-positron pairs were select-
ed with a hodoscope time difference below 1 ns and a dis-
tance of closest approach to a vertex below 1.3 mm. The
total reconstruction efficiency for the events of interest
was 96+1%.

In order to obtain a clean sample of e *e ~ pairs origi-
nating in the target and from a well-defined region of
phase space the following cuts were made.

(1) Cuts on the vertex position. The distribution of the
vertex position in 7 and z is shown in Fig. 3. The contour
indicates the region allowed in the event selection. This
cut removed external conversion events from the lead de-
grader positioned just in front of the target, and those
from the vacuum cylinder and inner chamber, altogether
about 25% of the sample.

(2) Cuts superseding the action of the trigger and thresh-
old. Not all tracks leaving the target and reaching the
hodoscope were accepted by the trigger. Losses occurred
mainly at the extremes of the transverse-momentum dis-
tribution. In addition the resolution in angle was limited.
In order to minimize uncertainties introduced by the
trigger the acceptance was further reduced by the re-
quirements p, >20 MeV/c and 45°<¢$ <260° for runs 2
and 3, and 45° < ¢ <220° for run 1 (an early run to estab-
lish the trigger conditions).

(3) Cut on muon events. p—evv decays in which the
electron passes from one side of the hodoscope to the oth-
er (mimicking an e "e ~ pair with a 180° opening angle)
are removed by the requirement that the two hodoscope
hits be simultaneous. In order to eliminate the last few
remaining events we require the reconstructed total pair
momentum {pe+e7| > 10 MeV/c. This cut removes 0.5%
of the Dalitz events.

(4) Chamber multiplicity cuts. The requirement that
the inner two chambers of SINDRUM exhibit two and
only two hits greatly suppresses contamination by exter-
nal conversion processes, in which photons from O —yy
or ™°—e*e "y undergo pair production or Compton
scattering in the degrader, target, target wall, vacuum
cylinder or innermost chamber. This cut also removes
background from the 7°—e e “e Te ~ decay.

(5) Fiducial chamber cuts. The magnetic field was uni-
form to better than 1% within the central section of the
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chambers [26}. By excluding tracks which pass through
the outer 12 cm on the upstream and downstream ends of
the middle chamber, we define a fiducial volume inside
this region.

Momentum calibration. We have calibrated the
effective mean value of the magnetic field using both the
sample of 7°—e e "y events and the 7 p—nete”
events. For this purpose the following two quantities
were defined:

Toi=T,++T,_+T,
and
Fe+e"=Ee+e_+lpe+e—_[c ’ 6)

where the kinetic energy of the neutron T, has been cal-
culated under the assumption that the missing momen-
tum is carried by the neutron only. Neglecting radiative
corrections, for 7 p—nete” events
Ty =V's —m,c*—2m,c?~138 MeV. For Dalitz decays
the quantity F, . - reaches a minimum of
(I‘B,,o E o= 110 MeV when the photon and neutron

move in opposite directions, and a maximum of
(1+B o)E =166 MeV when they move in the same

direction. Since radiative corrections may lead to the
emission of an additional energetic photon, low-energy
tails occur. Figure 4 shows the distribution of F . -

versus transverse opening angle (an independent quanti-
ty), and clearly shows the boxlike distribution of the Dal-
itz decays, including the low-energy radiative tail. Also
visible are the slanted bands containing the
7 p—ne’e” events. A cutatF , =170 MeV, as il-

lustrated in Fig. 4, divides the events into two samples:
“class A” events containing mainly 7°—e *e "y events
with a small contamination from 7 p—ne e "y and
“class B” events, comprising mainly 7 p—nete”
events.

The value of the magnetic field was determined from
the distributions of F,. - and T, for class A and B

events, respectively, as shown in Figs. 5 and 6 for run 2.
Note the good agreement between simulated and mea-
sured distributions, especially in the regions of the low-
energy tails, which demonstrates the proper treatment of
the radiative corrections. For class A data, it is necessary
to include the contaminant 7~ p —ne te “y events. The
relative contribution (1) of the simulated 7~ p —>ne te™
events has been treated as a free parameter, determined
by fitting the missing energy distribution of the entire
data sample (class A plus class B), as shown in Fig. 7.
The fitted magnetic field, normalized to its nominal value,
is shown in Table III for each run and for both event
classes separately. The mean deviation from 1 is about
0.2%, consistent with the absolute accuracy of the power
supply. The results from the two event classes are con-
sistent.

V. EXTRACTION OF THE SLOPE PARAMETER a

We fit for the slope parameter a using class A data,
which consists of 7°—>e Te "y and 7°—e e “yy events
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plus the 7 p—ne e "y events. Our understanding of
the 7 p—ne*e and 7 p—nete "y events is demon-
strated in Figs. 6 and 8. Figure 6 shows the total kinetic
energy of the e'e” pair in 7 p—nete” and
7~ p—ne e y; the radiative tail is clearly visible, and is
generally well fit by the Monte Carlo simulation. The
overall performance of the 7 p—ne‘te” and
7 p—ne ey (class B) simulation for run 2 may be
seen in Figs. 8(a) through 8(g). In Figs. 9(a) through 9(g)
we show the performance of the simulation of class A
events for various parameters. The agreement is good,
and we may proceed to extract a.

The value of @ has been fitted to the distribution of the
reconstructed value of x for class A events. The mea-
sured distribution N, (x;) is compared to a predicted
distribution N .4(x;), defined as
Npred(a,x,-)EK[Ne+e_y(a,x,-)-H\NneJrefy(x,-)] , (7
where the index i represents the bin number. Since the
normalization constant « is treated as a free parameter,

TABLE II1. Magnetic field calibration. Results of the mag-
netic field calibrations for the various runs. We indicate the
fitted field value, normalized to its nominal magnitude. The
magnet was turned off and on between the various runs.

Run ete y calibration ne e~ calibration
1 1.0020+0.0010 1.0012+0.0010
2 1.0024+0.0005 1.0028+0.0005
3 1.0032+0.0010 1.0012+0.0010
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FIG. 9. Comparison of various measured (triangles) and
simulated (line) distributions of class A events from run 2: (a)
cos@ of the electron, (b) transverse opening angle ¢, (c) trans-
verse momentum of the positron, (d) transverse momentum of
the electron, (e) invariant mass of the pair, (f) energy partition
y=(E_—E.)/|p,+,-| and (g) opening angle a.

the analysis does not depend on the knowledge of the
number of pions stopped in the target. The relative con-
tribution A from the reaction 7 p—ne *e "y has been
determined independently, as discussed in the previous
section. The predicted distribution of Dalitz events has
been approximated by

N,+,-(a,x))=N . - (0x)+2aN - (0x;).  (8)

In the distribution ﬁe+e_y(0,x,-) every event is weighted

by the value for x which has been used as input in the
event generation.

The most likely values for @ and « have been deter-
mined by y? minimization. The minimum x? per degree
of freedom is typically 1.3. Figure 10 shows the fraction-
al difference between the real and simulated data as a
function of x. There is no clear evidence for any non-
linear form-factor effects.

VI. EVALUATION OF SYSTEMATIC ERRORS

Systematic errors arise from inaccurate knowledge of
the behavior of the detector or imperfect knowledge of
the theoretical distributions for the processes of interest.
Possible contributions may be classed into run-dependent
and run-independent errors.

A. Run-dependent systematic errors

By varying run-dependent quantities and reanalyzing
the data, the systematic error due to each may be deter-
mined. The results are given in Table IV. A brief
description of each contribution follows.

(1) Magnetic field. There is a systematic error in a due
to our imperfect knowledge of the value of the magnetic
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FIG. 10. The dependence of R(x)=Npess(X)/Nprea(x)—1 0n
x. Npa(x) was calculated assuming a=0.025. There is no
clear evidence for nonlinear form-factor effects.
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TABLE IV. Systematic errors. Systematic errors from vari-
ous sources. The table is divided into run-dependent errors
(top) and run-independent errors (bottom).

Error source Error contribution

Magnetic field 0.010
Stop distribution 0.005
Target location 0.005
Chamber Ax, Ay, Az, A¢d 0.020
Run-dependent total 0.023
Chamber construction <<0.003
Hardware trigger 0.005
Analysis cuts 0.010
nete "y 0.001
e e "y radiative corrections 0.0015
Run-independent total 0.011
Overall total 0.026

field, which is on the order of 0.2%. An error in the field
of this magnitude would change a by 0.010.

(2) Stop distribution. We adjust the transverse scale of
the stop distribution until the data and simulation are on
the margin of compatibility (within statistics) and fit for
a. Such a change in mean transverse vertex position,
A7,=0.06 mm, gives Aa =0.005.

(3) Target location. We calibrate the position of the
target along the detector axis (z) by examining the exter-
nal conversion events in the raw data. The lead degrader
is clearly visible, as is the target’s aluminum support ring.
These items are fixed to the target, whose position can
thereby be determined to approximately 2 mm. Moving
the target by this amount in the simulation gives
Aa =0.005.

(4) Chamber locations. The chambers can be offset in
x, y, z, and @. In this case we are concerned with the po-
sition of chambers 1-4 relative to chamber 5, as an offset
of all chambers is clearly equivalent to a shift in target
position. The offsets may vary from run to run as the
chambers were remounted each time; they are deter-
mined by analysis of cosmic-ray data with no magnetic
field. The chamber positions have been calibrated to 0.5
mm, and the rotations to 0.1°. We vary the calibrations
accordingly and redo the track fitting. The position of
middle chamber 3 is the most crucial single variable as it
fixes the curvature of the track, and the offset in ¢ has the
most effect on the measured momenta; for a Ap=0.1°,
Aa =0.010. The total error from such sources is conser-
vatively estimated to be 0.020.

B. Run-independent systematic errors

The run-independent systematic errors must also be
evaluated, and will increase the overall error on the final
results as shown in Table V. We elaborate briefly on the
evaluation of these.

(1) Chamber construction. The chambers exhibit twists
and wire spacing irregularities, which are constant from
run to run. Twists occur when one end of the chamber is
rotated slightly about its axis relative to the other end.
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TABLE V. Results. Summary of the fit results for each run.
Single errors are statistical. The summary value given is the
error-weighted average, and the errors quoted are the statistical
and estimated systematic values, respectively.

Run a No. of events
1 0.026+0.036 7895
2 0.007+0.017 38278
3 0.076%0.029 7782

All 0.025+0.014+0.026 53955

These are small in comparison to the aforementioned
offsets, and hence they are not modeled explicitly but are
included in the track reconstruction of the measured data
only. The effect of the twists on a with no corrections is
only 0.003, so when the corrections are applied, the con-
tribution to the total error is expected to be negligible.

(2) Hardware trigger. The hardware trigger applies a
window in transverse opening angle and a charge asym-
metric momentum window. The upper threshold on the
momentum is not very precisely defined and reduces the
rate of ne "e ~ events by a larger amount than the Dalitz
sample. The action of the trigger with respect to the rela-
tive acceptance for class A and B data sets can be com-
pared to theoretical branching ratios and it is understood
to within 2%. If it is changed by this amount, a changes
by 0.005.

(3) Analysis cuts. The analysis cuts are constant from
run to run. We find that the variation of a with changes
in cuts in vertex position, ¢ and |pe+e7 |, is small if these

changes are the same size as the accuracy with which
these quantities are known. If the radial vertex cuts are
moved in or out by 0.25 mm (in the data only),
Aa =0.003; if the ¢ cut is changed by 0.1°, Aa <<0.001;
if the |p,+ | cut is changed by 100 keV/c, Aa =0.001.

If these cuts are changed in both data and simulation, the
value of a is stable for changes a factor of 20 larger than
those quoted above.

Systematic errors are possible due to the multiplicity
cuts on the inner chambers. However, the hit multiplici-
ty distributions are well reproduced by the Monte Carlo
calculations over the range of energies and emission an-
gles encountered. This has been checked with the
7 p—ne e sample; the multiplicity cuts make a small
difference to the shape of the distributions in x and open-
ing angle a. If this were expressed as a slope factor in an
identical manner to that of the Dalitz decay, the change
caused by the multiplicity cut would be Aa =0.01. This
is a dominant error introduced by the analysis procedure.

(4) Contamination from ne*e . The m p—nete vy
events contaminate the Dalitz sample. We can calculate
the size of this radiative tail to within 20%, and fit it
where it is visible to an accuracy of 29%. By changing the
number of ne "e ~ tail events by 2% and reanalyzing the
data, we obtain Aa =0.001.

(5) Radiative corrections to 7°—e te “y. The results of
the numerical integration of the matrix elements of the
7°—e e "y radiative corrections have been checked
against published semianalytical values [24], and agree to
within 5%. Furthermore, the radiative tail in Fe ‘- is
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very well modeled. The total effect of the radiative
corrections is Az =0.03, so the systematic error induced
by the uncertainty in the 7°—e "e ~y radiative correc-
tions is small, =~0.0015. These results have been checked
using the e "e ~ opening angle (a) distribution, which has
a smaller dependence of a but where the effects of radia-
tive corrections are much larger. The results for a from
both x and a distributions agree within statistics only
when radiative corrections are applied. Without the
corrections they disagree by three standard deviations.
This gives us confidence that higher-order processes are
treated correctly.

C. Other systematic checks

In addition to estimating the values for the systematic
errors listed in Table IV we studied the influence of the
geometric acceptance of SINDRUM by selecting events
from different angular regions. These subsets give results
for a which are consistent within their statistical and
run-dependent systematic errors.

We also determine a using the e e ~ opening angle (@)
distribution, as noted above. Although the systematic er-
rors are distributed differently from those in the x
analysis, the two results for a are consistent.

The variation in a from run to run (rms deviation is
0.031, see Table V) is consistent with our estimated sta-
tistical and run-dependent systematic errors.

In conclusion, the largest contribution to the systemat-
ic error comes from our incomplete knowledge of the rel-
ative chamber positions. The knowledge of the magnetic
field and the uncertainty in the chamber multiplicity cuts
are also significant.

VII. RESULTS AND CONCLUSIONS

From the final fit results listed in Table V, we obtain a
combined result:

a=0.025+0.014(stat)+0.026(syst)
(4m2<qi<m?). (9)

This result improves on previous timelike measure-
ments of the 7° decay and is in accord with both the
vector-meson prediction of a =0.03 and the spacelike
measurement from CELLO of a =0.0326+0.0026(—2.5
GeVi<g2< —0.5GeV?).
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