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The path-integral representations for the propagators of scalar and spinor fields in an external elec-
tromagnetic field are derived. The Hamiltonian form of such expressions can be interpreted in the sense
of Batalin-Fradkin-Vilkovisky quantization of one-particle theory. The Lagrangian representation as de-
rived allows one to extract in a natural way the expressions for the corresponding gauge-invariant
(reparametrization- and supergauge-invariant) actions for pointlike scalar and spinning particles. At the
same time, the measure and ranges of integrations, admissible gauge conditions, and boundary condi-

tions can be exactly established.

I. INTRODUCTION

The theory of the relativistic pointlike particle is a pro-
totype of string theory and therefore different versions of
such kinds of theories have been discussed in recent
years. To formulate the first-quantized theory of the rela-
tivistic particle, it is necessary to construct a correspond-
ing classical action possessing some gauge symmetry or
supersymmetry. Such actions are being constructed and
investigated in many works [1-5]. Then the next step is
to perform the quantization of the action. In this way
one has to prove that the Hamiltonian operator quantiza-
tion leads to the Schrodinger equation which is
equivalent, in a certain sense, to one-particle equations of
the corresponding field theory, for example, to the
Klein-Gordon or Dirac equations. On the other hand,
the quantization by means of a path integral must lead to
the propagator of the particle of the corresponding quan-
tum field theory. The latter procedure can be treated as
an initial step to the second quantization of the theory.
Solving both these problems one has to take into account
both the usual difficulties with the first-class constraints
and the zero Hamiltonian due to reparametrization in-
variance, in particular. As to the Hamiltonian operator
quantization, the problem was solved in the canonical
gauge consistently in Ref. [6]. Here one can also find the
criticism of the previous works in this direction. Path-
integral quantization has been discussed in different pa-
pers (see Ref. [5] and survey [7]). Concerning this prob-
lem, one needs to point out that the representation of the
Dirac propagator by means of an appropriate (over addi-
tional Grassmann variables) path integral of exp(iS) was
given by Fradkin [8]. Thus, the action S of the spinning
particle has arisen for the first time. This action was non-
degenerate and well adjusted to the concrete evaluations.
The Berezin-Marinov action [1] is, in fact, its reparametr-
ization and supergauge extension.

In this work, which can be regarded as a development
of a previous work [9], we want to turn to the problem of
path-integral quantization of the theory of the relativistic
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particle from the point of view of the ideas of the work
[8]. Namely, we start from well-known expressions for
the propagators of the corresponding quantum field
theories to get a special path-integral representation with
effective classical actions being already reparametrization
invariant and supergauge invariant. This way of action
allows us to kill two birds with one stone. Indeed, here
the actions of the relativistic particle arise in a natural
manner and therefore this way can be treated as a general
method of the derivation of such kinds of Lagrangians.
In addition, here one can more deeply comprehend the
role of the supplementary fields of integration making the
actions gauge invariant. The restrictions on the ranges of
their functional integrations can be regarded as gauge
conditions, so we get the admissible gauge conditions
and, moreover, the ability to automatically put the in-
tegration measure into concrete terms. Finally, it turns
out that the resulting path integral can be interpreted in
the frame of the Batalin-Fradkin-Vilkovisky (BFV)
method of quantization.

II. SCALAR PARTICLE

The propagator of the scalar particle, interacting with
an external electromagnetic field A H(x), is the causal
Green’s function D¢ x,y) of the Klein-Gordon equation:

(P*—m?+ie)Dx,y)=—8%x—y), (1)

where 7,=id,—gA,(x) and the Minkowski tensor is
nm=diag( 1,—1,—1,—1).

Following Schwinger [10], we present D(x,y) as a ma-
trix element of an operator D¢

De(x,p)=({x|D°ly} , 2

where |x) are eigenvectors for some self-conjugated
operators of coordinates X*; the corresponding
canonical-conjugated operators of momenta are P, so
that
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[P, X"]=—i8} ,
XHx)=x"x),
P,lp)=p.lp),
(x|y)=8%x—y),
(plp"y=8p—p"),
flx)(xldx=1 ,

(x|p)= explipx) ,

1
(27)?
(x|P,ly)=—i3,8%x —y),
(1L, I, ] =
In,=

—igF,,(X),
—P,—gA,(X) .

Equation (1) implies the equation for the operator D¢

Dc(xouvxin):ifowd)\'o A}lm f_w dxl T de—ld)\'l T d)"N(xoutIe
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(IP—m?+ie)D°=—1
or
‘=(m*—IP—ie)”".

The inverse for the Bose operator can be written by
means of an integral over proper time A,
ce: [ —iHMXP) gy
i fo e , @
HA,X,P)=Am*—TI*—ie) .

In what follows we omit the infinitesimal quantity €. Ac-
cording to Egs. (2), and (4), one can write

DCxguxin) =i [ (xou e 08 [x, Nan . (9

Now we present the matrix element in (5) by means of a
path integral in the phase space, taking into account the
Weyl-ordering procedure for operators:

—iF(Ap, X, P)/N
N Xy -1 )8(Ay —Ay_p) -

X <x,- ‘e —He RPN 'x,-ﬁ1>8(7»,- =X

><<x, ‘eviﬂ(ll,X,P)/N|xin>5(kl—‘}\.0)
. © . © dpl de
=sz dio lim f_wdx1~-'de_1m---mdkl dAy
dﬂl dﬂ'N N Axk A)\’k
1 —FH Ay, X5 pp )+ AT |,
(2m) (2m P lkzl Pk™Ar ko XkoPk kAT
where we used the notation
Ar=t e =T N e 1 A=A A
N Yk 2 , k=X Xk —1 k= Ak " Ak —1 -
So we get
¢ —_ *® . 1 2 2 . :
D (xout,xin)—lf dkofDx Dp DA Drexp zf [MP?—m?*)+px +mA]dT |, (6)
0 0

where #,= —p, —gA ,(x) and the integration goes over
the trajectories x*(7), pu(r), A7), u(7), parametrized by
some parameters 7€[0,1] and obeying the boundary
conditions

x(0)=x;, x(1)=xg,, AO)=A,. 7

The path integral (6) can be interpreted in the frame of
generalized Hamiltonian quantization method (BFV
method) [11-13] for a spinless pointlike particle, de-
scribed by the well-known action

=—f01[m\/x'_2+gx.>‘l(X)]dT. ®)
It is obvious that the functions x(7) and x(f(7)),

df /dT>0, f(0)=0, f(1)=1 described the same path.
So, there are many trajectories which correspond to one

[

and the same physical state; therefore, the theory is a
gauge theory. The action (8) is invariant under the
above-mentioned transformations (reparametrizations)
which are, in fact, gauge transformations:

x(T)—=x(f(71)) . 9)
Their infinitesimal form is

Sx=xe, €(0)=€(1)=0.

Going over to the Hamiltonian formulation, according to
the general rules [14] one can find that the Hamiltonian
on the constraints surface equals zero and there is only
one constraint,

2 2
P°—m*=0,
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which is first class. In the generalized Hamiltonian for-
mulation, one needs to introduce new canonical pairs of
variables (A, 7), (¢,B), (B,¢). The first one is even and
the two latter are odd. The BFV fermion generating
operator ) (see Refs. [11-13]) obeys the equation
{Q,Q} =0, where {, } is the Poisson brackets, and can be
chosen in the form Q= —c(P*—~m?)+7B. On account
of the ordinary Hamiltonian being equal to zero, the cor-
responding Hamiltonian of the generalized formulation
has the form H={Q, ¥}, where V¥ is the gauge fermion.
The latter can be written in the form ¥=y,B+x,¢,
where Y, in the general case, may depend on all canoni-
cal variables being even and having the ghost number
equaling zero. The functions ), play the role of gauge
conditions. In the simplest case one can choose y;=A
and ¥,=0. Then the Hamiltonian H has the form

H=—MP*—m?),

and the corresponding action S equals

i ©
Dc(xout,xin)=§f0 dey [ Dx De D M (e) exp

where the boundary conditions x (0)=x;,, x (1)=x,,
e(0)=e, are supposed and the measure M (e) has the
form

M(e)=po exp éfolepsz . (12)

The exponent in the integrand in (11) can be treated as a
Lagrangian action of the relativistic spinless particle,
consisting of two parts. The first of them

s=—]!

is a gauge-invariant (reparametrization-invariant) action
of the relativistic spinless particle. The corresponding
gauge transformations have the form

x(1)—=>x(f(1),
e(r)—e(f(r)f(r),

.2
2+ g A(x)

1
2. T3 dr (13)

(14)
f(0)=0,
S)=1,
or in the infinitesimal form
x =%, de=-%(ce), €(0)=e(1)=0 (15)
dr
The second term in the action, which is
1
Sgp= odr , 16
GF fo'lre T (16)

can be treated as a gauge-fixing term. In fact, here we
have the gauge

.,
if
0
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S= fol[k(?z—mzwpx +7A+Bé+eBldr. (10

The generalized Hamiltonian formulation presents the
nondegenerate theory, in the case under consideration,
without constraints. Therefore, the corresponding path
integral has to be taken over all trajectories x, p, A, 7, c,
B, B, ¢. It is seen that the ghosts do not interact with
other variables and one can integrate over them. Thus,
we get to the path integral (6). The boundary conditions
(7) and the necessity to integrate over A, which is, in
fact, the zero mode of A, are connected with the choice of
concrete Green’s functions of the Klein-Gordon equa-
tion.

Expression (6) is the Hamiltonian form of the path in-
tegral for the propagator of spinless particles. To go over
to the Lagrangian form one needs to integrate over the

momenta p. To this end we make the shift
—Pu—Put(x,/2A)+gA (x) and the replacement
e =2A. Thus we get
XZ e 2
T M —gxA(x)+meé |dr |, (11)
[
e=0. (17)

It is easy to understand why one cannot use a gauge con-
dition which fixes the variable e fully. Indeed, the gauge
condition is intended to fix the arbitrary function f(7) in
(14), taking into account two boundary conditions. It can
be done only if the gauge condition leads to the
differential equation of second order for the function
f (1), or, according to (14), to the differential equation of
first order for the variable e. The condition (17) is the
simplest gauge condition of such a kind. One can use the
gauge conditions of a more general form. In this case the
ghosts may become nonfree and the integration over
them can give nontrivial measure. Moreover, the expres-
sion (11) can depend on a gauge condition choice, but the
physical quantities (scattering amplitudes and so on), cal-
culated by means of the propagator, do not depend on
this choice.

The measure M (e) appearing in (11) plays an impor-
tant role. On the first view, it seems that this measure
gives a divergency to the path integral (11) on account of
the gauge ¢ =0. However, it is needed to compensate the
same divergency which goes from the path integral over
x. To comprehend the mechanism of this compensation,
it is useful to consider the simple case when an external
electromagnetic field is switched off. Taking into account
the origin of the path integrals over x and p, namely, the
existence of the one additional integration over p, we can
make the change of variables

X —xin_T(xout_xin)
Ve

where new trajectories x already have zero values at the

\/—6_}; —p,

—X ,
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end points, x (0)=x(1)=0. After integrating over 7 we
get

[4
D (xout’xin)

_ « de
——Cfo —e—zexp >

e

( out in)2
m+_H 18

where

_ i il 52 .2
C—EfDxdpexp 2fo(p x°) |dt

=1/227)* .

One can easily recognize the causal Green’s function of
the Klein-Gordon equation in expression (18).

III. SPINNING PARTICLE

In this section we are going to write the path-integral
representation for the propagator of the spinning particle
interacting with an external electromagnetic field. This
propagator is the causal Green’s function Sx,y) of the
Dirac equation

(P—m)Sx,y)=—8%x —y),
P=Py", (19)

[(vH,v¥]=29"".

For our purpose, it is convenient to deal with the

transformed by y°’=y%'y%? function S‘x,y)
=S%x,y)y°. The latter obeys the equation
(P—y°m)S8x,y)=8%x —y),
lr™r"l+=29"",
(20)

n™=diag(1,—1,—1,—1,—1) .

Then, as in Sec. II, we present S%x,y) as a matrix ele-
ment in coordinate space:

Sepx,)=(x[8ly) , 1)

where the spinor indices are written explicitly. For the
matrix operator S it follows, from (20), that

(NM—y°’m)S=I

or
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Se=(M—y°m)~" .

The operator (M—y°m) is already the pure Fermi one.
Nevertheless, there exists a possibility to present it by
means of integration of an exponential with an even ex-
ponent. To this end we use the general formula (see also

Ref. [15]). Namely, let 4 be an odd (Fermi) operator.
Then

AA1=fowd}\.fei[}"(A2+ie)+XA]dX , (22)

where A is an even variable and Y is an odd (Grassmann)
variable, anticommuting by definition with 4. The ex-
ponent in the integral (22) is already even. The represen-
tation (22) is an analog of the Schwinger proper-time rep-
resentation for an inverse operator convenient in the Fer-
mi case. The pair (A,Y) can be treated as a superproper
time. Using (22), we can write, for the operator S°, tak-
ing into account that (M —y°m ?=WN>—m?2,

§e=[Tanfe~Max, (23)
where

H=Mm>—N*)+(A—y°m)y
=A |m?—II*+ iig—Flwy“yv +(H#y"—y5m X -
Thus, the propagator (21) can be presented in the form

S*C(xom,xin):fowdkf<xout|e*”"|xm>dx. (24)

The next step is to present the matrix element entered in
(24) by means of an appropriate path integral. In spite of
the operator #f having the y-matrix structure, it can be
done, as usual, by dividing the interval [x;;,x., ] into N
parts and inserting (N —1) wunit decompositions
[ |x){x|dx. To gather then all the expressions belong-
ing to each interval [x;,x; ], i =1,...,N, it is necessary,
because of the noncommuting ¥ matrices, to attribute
formally to all the ¥ matrices their own time 7, according
to their disposition, and to introduce the T product of ¥
matrices, which allows us to deal with them similarly as
Grassmann variables. In addition, we transform the ordi-
nary integral over A into a path integral over trajectories
A(7) by means of inserting the corresponding 8 functions
[see (6)], and in the same manner, we transform the in-
tegral over a Grassmann variable y into a Grassmann
path integral over trajectories (7). [In this way we use
the representation for a one-dimensional 8 function of a
Grassmann variable, 8(y)=i f exp(ivy)dv, where v is
also a Grassmann variable.] So we get
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S o Xi )= Tfowd}»ofd)(ofDx Dp DADw Dy Dv

+(y°m —Py*)x+px +ah+vy ldTl

X exp [tf A '?’z—mz—%Fuvy“y"

=f0wdk0fdxofpx Dp DADw Dy Dv

8 &
1 2 2_ 18 1o
___.F —_
X exp [t fo [k [?D m 2 Fw 50, p,
+ m—al —P,— |x+px+mh+vy |dr Texp[flp (»r)y”a’*r‘ ]
8ps “op, o' p=0]"

(25)
where
x(0)=x;,, x(D)=xqy, AMO)=Ay, x(0)=xo,,

and five odd (Grassmann) sources p,(7), n =0,...,4 are introduced, anticommuting with ¢ matrices by the definition.
The quantity T exp [ f éo,,(r)'y"d 7] can be written with the help of a Grassmann path integral. To this end, we use the
formula, which is one version of the weak theorem (see, for example, Ref. [16]). Let $(7) be some operators and F(§)
some functional of them. Then

TF(®)=Symexp |— K(r,7)———d7dr, |F(p)

8() 8()

where

K (1) 7)) =T@(r)@(1,) —Sym@(7))@(7,) = 3e(1y — 1 )[@(1), P(13)] -,

e(r)=sgnr .
In the case under consideration, F($)= exp( fé{ﬁ(T)dT), @(r)=p,(T)y", and K(7},7,)= —€(T,—1,)p(71;)p(7,). Conse-
quently,
1 _ 1 1 1 u
T exp fop,,(f)y"drr]—exp —Effop(Tl)E(TI"TZ)P(TZ)dTldTZ exp fop,,('r)y d’r] , (26)

because of the concrete structure of the functional, the symbol Sym may be omitted.
The quadratic exponential can be presented by means of the Gaussian path integral over Grassmann variables:

exp —%ffolp(‘rl)e('rl—Tz)p(fz)drldrz =% ,
1 . 27)
Jp)= [ exp | [ [3E(én—ip(r)gir) ]dfpg]

where £"(7), n =0,...,4 are odd trajectories, anticommuting with ¥ matrices and obeying the boundary conditions

£(0)+£(1)=0. (28)

The latter are necessary to make the path integral invariant under the shifts of integration variables. In addition, we
present exp[ [ 4, (7)y"d 7] in the form

exp exXp

iy"

~i [lpnmerar|,_ | 29)

n( "d ]_
fp T)y"dT | = exp 89"

where 6", n =0,...,4 are odd variables anticommuting with y matrices. Gathering (25)-(29) and making the change of
variables

E(T)+0=29(7)

we get
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gc(xout7xin )= exp

86"

x(0)=x;,, x(1)=x

f dkofd)(ofexp f [ MPP—m?+2igF
+px +mAh+vyldr+4,(1)90)

XDx Dp DADw Dy Dv Dy
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W) —2i(m Y =P x —i, 4"

, (30)
6=0

oty MO)=Ag, X(0)=xo W(1)+(0)=6

This is the Hamiltonian path-integral representation for a spinning particle propagator. Integrating over momenta p,
we get the corresponding path integral in the Lagrangian form

SUX guesXin )= €xp |iy"

i[fol

fowdeofd)(of exp

!
00"

+1,(1)3%"(0) ]M(e)Dx De DrDy Dv Dy
0=

where the measure M (e) is defined in (12) and the bound-
ary conditions hold:

x(0)=x,, ,

x(D)=xqy ,

e(0)=¢,

X(O):XO >

PY(1)+4(0)=

The path integrals (30) and (31) can be interpreted in
the same manner as in the spinless case. So, the exponent
in the Lagrangian path integral (31) we treat as an action
of the relativistic spinning particle. Separating the
gauge-fixing term, we get the gauge-invariant
(reparametrization- and supergauge-invariant) action of
the relativistic spinning particle, proposed in Refs. [1,2]:

. 2
x m {
2 ¢ 2 gxA(x

2

)+iegF ., (x)yY*y"

¥ —my’ |x—iv,J"+mwé+vy |dr

e

, , 31)
0

X2 _e."_;~ —gXA(x)+iegF,,, (x )Yy

Thpm i (X ,9"

Thus, using the method under consideration, one can
exactly formulate the prescription for the path-integral
quantization of the relativistic particle and at the same
time to extract the explicit form for the corresponding
Lagrangians and for admissible gauge conditions. So, the
measure (12), the ranges of integration over zero modes,
which are, in fact, e, and y, the boundary terms
¥,(1)9"(0), and the antiperiodic conditions for the spin
variables 9,, some of which one was forced to introduce
in Refs. [5,7], here appear automatically and in a natural
way.
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