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An analysis of high-transverse-momentum electrons using data from the Collider Detector at Fermi-
lab (CDF) of pp collisions at Vs =1800 GeV yields values of the production cross section times branch-
ing ratio for W and Z° bosons of o(fp— WX —evX)=2.19+0.04(stat)+0.21(syst) nb and
o(pp—2Z°X —e*e” X)=0.209+0.013(stat) +0.017(syst) nb. Detailed descriptions of the CDF electron
identification, background, efficiency, and acceptance are included. Theoretical predictions of the cross
sections that include a mass for the top quark larger than the W mass, current values of the W and Z°
masses, and higher-order QCD corrections are in good agreement with these measured values.

I. INTRODUCTION

In this paper we present measurements of the produc-
tion of W bosons with subsequent decay to ev
[0 B(W —ev)], and the production of Z° bosons with de-
cay into e e~ [0B(Z%—ete )], in Vs =1800 GeV pp
collisions at the Collider Detector at Fermilab (CDF).
These quantities are tightly constrained in the standard
model of electroweak interactions [1]. We believe that W
and Z° bosons are produced in high-energy pp collisions
at lowest order through the Drell-Yan process [2]
lg +@— W (Z°)] as well as through radiative QCD pro-
cesses [q+§—W(Z%+g and q+g—WI(Z%+q).
Theoretical predictions of W and Z° production proper-
ties therefore depend on the parton momentum distribu-
tions in the proton, quark-boson couplings [3], and calcu-
lations of the higher-order strong-interaction corrections
to the zeroth-order process [4], as well as the W and Z°
masses. The decay widths of W and Z° bosons to leptons
depend on the lepton-boson couplings. The comparison
of the measured rates with the predicted rates thus tests
many aspects of QCD and the standard model.

Because of their large mass, two-body decay distribu-
tion, and relatively high production cross section, at
V's =1800 GeV the W and Z° bosons serve as a dom-
inant source of high-transverse-momentum electrons.
These electrons produce distinctive and easily recogniz-
able signatures in the detector. In this paper we describe
the identification of W and Z° bosons through their de-
cay into electrons, concentrating on electron identi-
fication, acceptance, and backgrounds in CDF.

Since electrons from W and Z° decays are expected to
be kinematically very similar, W and Z° candidate events
are first selected from a common sample of events which
contain at least one well-measured, isolated, high-
transverse-momentum electron. We then apply highly
efficient cuts in identifying the second lepton from the bo-
son decay. For W candidate events, there is a require-
ment on transverse-momentum imbalance in the calorim-
eter as a signal for the neutrino. For Z° candidate
events, there is a requirement of a second electromagnetic
cluster identified as an electron.

Section II describes the systems of the detector used in
the identification of electrons. Sections III and IV con-
tain descriptions of the trigger, electron identification re-
quirements, and the data sets used in the measurement.
The discussions of the electron kinematic and geometric
acceptance (Sec. V), electron selection efficiency (Sec. VI),
and background subtraction (Sec. VII) follow. Further

corrections and the calculation of the integrated luminos-
ity are detailed in Sec. VIII and IX, respectively. Section
X closes with a discussion of experimental results for the
product of the cross section times branching ratio
oB(W —ev) and 0B(Z°—>e*e™) in pp collisions at
Vs =1800 GeV and a comparison to theoretical predic-
tions.

II. DETECTOR DESCRIPTION

The CDF is an azimuthally and forward-backward-
symmetric detector designed to study the physics of pp
collisions at the Fermi National Accelerator Laboratory
(Fermilab) Tevatron. Event analysis is based on
charged-particle tracking, magnetic-momentum analysis,
and finely segmented calorimeters. Particles produced in
Pp interactions pass through a thin beryllium beam pipe,
charged-particle tracking chambers, sampling calorime-
ters, and muon chambers. Figure 1 shows a side view of
the CDF.

It is beyond the scope of this paper to describe in detail
all aspects of the CDF. Such a description can be found
in Ref. [5]. We will concentrate on the pertinent aspects
for the analysis and detection of W—ev and Z°—~ete ™~
events, specifically those concerning energy and momen-
tum measurement.

A. Calorimeters

The CDF calorimeter covers 27 in azimuth and from
2° to 178° in polar angle, segmented into projective towers
in azimuth and pseudorapidity [6]. The coverage consists
of three separate regions—central, plug, and forward.
For the measurement of electromagnetic energy, the cen-
tral region covers the range |y|<1.1, the plug region
covers 1.1<|n|<2.4, and the forward region covers
2.2<|n| <4.2. For the measurement of hadronic energy,
the central region covers the range |n| < 1.3, the plug re-
gion covers 1.3 < |n| <2.4, and the forward region covers
2.3<|n| <4.2. The electromagnetic calorimeter systems
are summarized in Table I—a description of the fiducial
regions of the electromagnetic calorimeter coverage is
given in Sec. V A.

1. Electromagnetic calorimeters

The central electromagnetic calorimeter [7] (CEM)
uses lead sheets interspersed with polystyrene scintillator
as the active medium and employs phototube readout.
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TABLE I. Summary of CDF calorimeter properties. The symbol & signifies that the constant term
is added in quadrature in the resolution. Thicknesses are given in radiation lengths.

System 7 range Energy resolution Position resolution Thickness
CEM Inl<1.1 (13.5%/VEr)®2% 0.2 cmX0.2 cm 18X,
PEM Li<|n|<2.4 (28%/V E )®2% 0.2 cmX0.2 cm 18-21X,
FEM 22< |y <4.2 (25%/V'E )®2% 0.1 cm-0.4 cm 25X,

The calorimeter is 18 radiation lengths (0.6 absorption
lengths) thick with a projective tower size of 0.1X15°
in nX¢. The CEM has an energy resolution of
(13.5% /v E;)®2% (the symbol & signifies that the
constant term is added in quadrature in the resolution)
and E; is in GeV) [8]. Located approximately 6 radia-
tion lengths into the calorimeter (shower maximum for
electromagnetic showers) is a proportional chamber [cen-
tral electromagnetic strip (CES)] with strip and wire
readout providing shower-position measurements in both
the Z and R ¢ views respectively. The position resolution
of this chamber is 0.2 cm by 0.2 cm. The CEM calorime-
ter is physically segmented into 15° sections in azimuth
and along the =0 plane in Z.

The plug electromagnetic calorimeter [9] (PEM) uses
lead absorber panels interspersed with gas proportional
chambers and cathode pad readout giving a total thick-
ness of 18-21 radiation lengths (0.6-0.7 absorption
lengths). The PEM has an energy resolution of
(28%/V'E )®2% (E in GeV) with a tower size of
0.09X5° in nX¢. Shower positions are measured using
information from the 6 and ¢ pads resulting in a resolu-
tion of 0.2 cm by 0.2 cm. The PEM calorimeter is divid-
ed into quadrants.

The forward electromagnetic calorimeter [10] (FEM)
uses lead absorber panels interspersed with gas propor-
tional chambers and cathode pad readout giving a total
thickness of 25 radiation lengths (0.8 absorption lengths).
The FEM has an energy resolution of (25%/V'E )®2%
with a tower size of 0.1X5° in 7 X¢. Shower positions
are measured using information from the 0 and ¢ pads
with a resolution of 0.1-0.4 cm depending upon the loca-
tion in the calorimeter.

2. Hadronic calorimeters

The central hadronic calorimeter [11] (CHA) uses steel
absorber interspersed with acrylic scintillator as the ac-
tive medium. It is 4.5 absorption lengths thick and has
an energy resolution of (75%/V E;)®3% for isolated
pions [5].

The plug (PHA) and forward hadronic calorimeters
[12, 13] (FHA) use steel absorber interspersed with gas
proportional chambers as the active medium. The PHA
is 5.7 absorption lengths thick and has an energy resolu-
tion of (90%/V'E )®4% for isolated pions [14]. The
FHA is 7.7 absorption lengths thick and has an energy
resolution of (130%/V E )®4% for isolated pions [5].

FIG. 1. A side view of one half of the CDF. It is symmetric about the 7=0 plane.
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B. Tracking

The CDF tracking system covers the angular range
~8° to ~172° in polar angle (|cosf| <0.99) and is con-
tained within a 1.412 T axial magnetic field. Three-
dimensional track reconstruction is available in the range
25° to 155° in polar angle (|cosf| <0.91). The tracking
detectors consist of two separate systems: an inner radius
system of eight small vertex time-projection chambers
(VTPC’s) used for charged-track position measurement
over a large angular range and at larger radii a central
tracking chamber (CTC) used for charged-particle mo-
menta and position measurements.

Immediately outside of the beam pipe, the VTPC [15]
measures charged-particle positions over the angular
range ~8° to ~172°. Sense wires provide measurements
of the track coordinates in RZ; pads and small angle
stereo wires provide measurements in R¢. Reconstruct-
ed track segments in the VTPC are used to measure the
location of the interaction vertex position Z,., with a
resolution of 1 mm in the Z direction.

The central tracking chamber [16] is a 3.2-m-long cy-
lindrical drift chamber with an outer radius of 1.3 m pro-
viding precise momentum determination and spatial po-
sition in the range ~25° to ~155° (|| <1.5). The
chamber consists of 84 layers of sense wires, grouped into
alternating axial and stereo superlayers. Axial super-
layers consist of 12 sense wires; stereo layers have 6 sense
wires (tilted at +3° relative to the beam direction). Wires
in each superlayer form a vector which makes a 45° angle
with respect to the radial direction in order to correct for
the Lorentz angle of the electron drift in the magnetic
field.

The momentum resolution of the CTC is 8pr/pr
=0.002p; for isolated tracks (where pr is in GeV/c).
Using the constraint that the track originates at the in-
teraction  vertex, the resolution improves to
8pr/pr=0.0011Xp; (in GeV/c) by extending the
effective track fitting region from 1 m to 1.3 m [17].

C. Luminosity monitors

CDF uses scintillator planes located 5.8 m from the
nominal interaction point as luminosity monitors.
Known as the beam-beam counters (BBC’s), these
counters cover the angular range 0.32° to 4.47° and
175.53° to 179.68° (3.24 < || <5.88). Coincident hits in
the BBC’s at opposite ends of the interaction region are
used to signal an inelastic collision for the trigger system.

III. TRIGGERING

The hardware trigger system is designed to use the pro-
jective nature of the calorimeter towers [18] along with a
fast two-dimensional hardware track finder, called the
central fast tracker (CFT) [19]. Trigger towers have a
width of 0.2 in pseudorapidity and 15° in azimuth, map-
ping the detector into an array of 42 (in 1) by 24 (in ¢) in
both electromagnetic and hadronic calorimeters.

The electron trigger makes use of both calorimeter and
tracking information. A hardware cluster finder searches
the electromagnetic tower array, forming clusters around

seed towers. The seed towers are required to have at least
4 GeV of transverse energy (E;), assuming the vertex po-
sition to be at Z =0. Each of the 4 nearest neighbors of
each seed tower (along the 7 and ¢ directions) are then
checked and included in the cluster if the tower has
E;>3.6 GeV. Again, each of the 4 nearest-neighbor
towers of each tower in the cluster are checked and in-
cluded in the cluster if the tower has E;> 3.6 GeV. This
algorithm repeats until the cluster can no longer be ex-
tended. The hadronic E; in towers included in the clus-
ter is added to the electromagnetic E; to give a total
cluster E;. These clusters are then matched in azimuth
with high-transverse-momentum tracks from the CFT.

The electron trigger requires that the cluster have
more than 12 GeV in electromagnetic E; (EM Er), that
the ratio of the total cluster E; to EM E; be less than
1.125, and that there be a track associated with the clus-
ter with transverse momentum (p;) greater than 6
GeV/c as measured by the CFT.

IV. EVENT SELECTION

The analysis for both W and Z° candidate events con-
centrates on the selection of an isolated, well-measured,
high-transverse-momentum electron in the central rapidi-
ty region (see Table I) where electron quantities are well
measured. For Z° candidate events, the second electron
candidate (which is not restricted to the central rapidity
region) requirements are much less stringent than the
first. For W candidate events, the neutrino missing ener-
gy signature is used.

In this section we describe the identification of elec-
trons in CDF. Since the different calorimeter elements
have different characteristics, the requirements and vari-
ables for the central, plug, and forward regions are
different. We first describe the variables used in the elec-
tron selection in the central, plug, and forward calorime-
ters. We then describe the selection requirements for the
central electron sample and the definitions of the W and
ZO samples.

A. Global electron variables

1. Offline clustering

The CDF electron-identification algorithms begin with
the formation of electromagnetic clusters using an array
of seed towers with transverse electromagnetic energy
(EM E;)>3.0 GeV. Neighboring towers are added to
the cluster until the maximum cluster size is reached [20].
The maximum cluster size is limited to 3 towers in pseu-
dorapidity (An=0.3) by 1 tower in azimuth (A¢=15°) in
the central region, 5 towers in pseudorapidity (An=0.5)
by 5 towers in azimuth (A¢=25°) in the plug region, and
7 towers in pseudorapidity (A7 =0.6) by 7 towers in az-
imuth (A¢=35°) in the forward region. The cluster size
used for the different calorimeters reflects the variation of
shower size and cell size with 7. For clustering purposes,
E=E sinf is defined using the energy E measured in the
calorimeter and the polar angle sinf given by the tower
center position in the detector and the event vertex.
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2. Electron cluster candidates

We require that the EM E; of the cluster be >5.0
GeV and that the ratio of hadronic E (for towers in the
EM cluster) to electromagnetic E (Had/Em) be less than
0.125 for the cluster to be considered as an electron can-
didate.

3. Isolation

For every cluster passing these cuts, the variable I is
defined as

cone __
cluster
Er

Ec]uster
L (1)

where E$°"¢ is the transverse energy in a cone centered on
the electron cluster. The cone includes all towers within
a radius in 7¢ space of R =V An>+A¢? <0.4. This vari-
able provides a measure of the presence of other energetic
particles near the electron candidate by quantifying the
relative amount of energy in the calorimeter near the
electron cluster.

B. Central electron variables

Both the central electromagnetic calorimeter and the
CTC cover the range |9| <1.1. We require that there be
a three-dimensional track (in which all three components
of momentum are reconstructed using the stereo informa-
tion in the CTC) associated with the calorimeter cluster.
The transverse energy of the central electron (Ej) is
defined using the direction of this track, as measured at
the beam line, and the corrected calorimeter energy
(defined in the following section) [21]. The ratio of the
corrected calorimeter energy to the track momentum
(E/p =Er/py) is also used for identification purposes.

1. Electron response corrections

The measured energy in the calorimeter is corrected
for the following known effects.

(a) Using the strip cluster position (described below),
we correct for the response of a tower as a function of the
azimuthal and Z position of the shower. This correction
has been taken from electron test beam data [22]. Figure
2 shows the relative response map as a function of shower
position for a typical tower in the CEM. The correction
from the response map is accurate to within 1.1% over
the CEM fiducial region (described in Sec. V A).

(b) We use a sample of ~ 17000 electrons with E; > 12
GeV to normalize the calorimeter tower-to-tower re-
sponse. Using distributions of E /p, the relative response
scale for each of the 478 calorimeter towers is deter-
mined.

(c) An overall scale is determined using the W electron
sample where we compare the energy of the tower (using
the above corrections) to the momentum of the track.
E /p distributions for this sample are compared to calcu-
lations from a radiative W Monte Carlo [23] and detector
simulation which includes both internal and external
bremsstrahlung [8] (see Fig. 3). A check on the uncer-
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FIG. 2. Relative response in a central calorimeter tower.
The Z' axis is in the beam direction and the X axis is in the az-
imuthal direction. The point labeled 1.0 is the point at which
the tower is calibrated; the vertical scale gives the relative
response.

tainty in the tracking chamber momentum scale is pro-
vided by the invariant-mass distributions of J /¢—pu ™t pu
and Y—putpu™ [8].

2. Strip chamber variables

As described in Sec. II, a gas proportional chamber
(CES) is located in the central EM calorimeter at shower
maximum. The electron position at shower maximum is
determined from a fit to the shower shapes (using a nomi-
nal test beam electron profile) as measured by the CES.
We define the strip-track position match in the Z view
(AZ) and the azimuthal view (AR¢) using this fitted
shower position and the extrapolated electron track. The
position resolution of the CES is 1.7 mm for 50-GeV elec-
trons at normal incidence. The shower shape is itself a
useful discriminator for electrons; we use )(gmp from this
position fit as an additional selection variable.

150 T T T T ]
I W - Decay
I MET Electrons
— 100 o —
=] L . Radiative MC
o L Simulation 4
~ L J
7))
o - |
o) 50 —
S~ o B
-
o ;
& N
O I v..‘ ........ I ........ ‘ ‘ I I
0.8 1 1.2 1.4
E/p

FIG. 3. E/p distributions from data and a radiative Monte
Carlo program. The overall response scale is set by a compar-
ison of these two distributions.
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3. Lateral shower profile

We also use a measure of the lateral shower profile L,
to identify electrons. The variable L compares the la-
teral shower profile to test beam data and is defined by

dj b
Eia j___E,prO

Ly =0.143 7= Ty )

Here, E?¥ is the measured energy in the tower adjacent
to the seed tower; EP™ is the expected energy in that
tower calculated from the seed energy of the cluster, the
impact point from the strip chamber, and the event ver-
tex using a shower profile parametrization from test beam
data; E is the EM energy in the cluster; and AE,Pmb is the
error in EP™® associated with a 1-cm error in the impact
point measurement [24]. All energies are in GeV. The
sum is over the two towers adjacent to the seed tower in
the same azimuthal wedge. Since L is a measure of the
lateral development of a shower, we expect large
differences in this variable when comparing electrons and
jets.

C. Plug electron variables

1. Electron response corrections

As described in Sec. IT A, the plug EM calorimeter is
divided into quadrants. The global energy scale and a
response map (taking into account tower-to-tower varia-
tions) for one quadrant is derived from test beam data.
The relative energy scale (quadrant to quadrant) is deter-
mined from comparing both the plug Z°—e Te ™ invari-
ant mass (where one electron is required to be in the
CEM and the second in the PEM) and W —ev
transverse-mass distributions for each quadrant to the
quadrant which was calibrated in the test beam. The
quadrant-to-quadrant corrections are found to vary be-
tween —4% and +12%. Transverse energy of electrons
in the plug calorimeter is determined using these energy
corrections along with the position of the cluster, as mea-
sured in the calorimeter, and the location of the event
vertex.

2. Additional plug electron variables

We also use a lateral shower distribution variable in
the plug region. This variable, denoted 3 X3 ¥? since it
uses a 3X3 array of calorimeter cells and mimics a y?
test, measures the deviation of the shower from the pre-
dicted shower shape (as seen in an electron test beam).
Since the full CTC tracking volume does not cover the
plus region (see Fig. 1), we are unable to use a CTC track
requirement in the plug electron identification. The
VTPC does give good position information in the 8 coor-
dinate, but does not give a momentum measurement be-
cause of poor resolution in ¢. We therefore use it to
determine the presence of a charged particle. Given the
cluster position and the event vertex, we define a road
where we would expect the electron to go through the
VTPC active region and look for hits on the wires along

this road. The fraction of actual hits to expected hits is
used to distinguish electrons from photons.

D. Forward electron variables

As described in Sec. II A, the forward EM calorimeter
is divided into quadrants. The global energy scale is
determined using data from an electron test beam with
one of these quadrants and a comparison of the
invariant-mass distribution of the forward Z%—e e~
(where one electron is in the CEM and the second in the
FEM) candidates to that of the central Z%—ete™
(where both electrons are in the CEM) candidates. The
relative energy scale is set by comparison of the forward
Z°e*e” invariant-mass distributions in the different
quadrants and by a study of neutron induced pulses in
each quadrant. This study assumes the flux of neutrons is
independent of azimuth, so that the differential rate of
neutrons above a threshold will be dependent only upon
the energy scale. Quadrant-to-quadrant corrections are
checked by looking at the normalization of these rates in
each quadrant. These corrections vary from —4% to
+4%. A nonlinearity correction taken from a study of
test-beam and Z° data is also applied [25]. Transverse
energy of electrons in the forward calorimeter is defined
using these energy corrections along with the angle from
the position of the cluster in the detector and the location
of the event vertex.

Electron identification in the forward region does not
use any additional requirements beyond the Had/Em ra-
tio and the I requirements.

E. Common central electron sample

We define a common central electron sample (with
common selection efficiencies and backgrounds) for both
W and Z° event candidates. We require that the candi-
date cluster have |9|<1.1, E;>20.0 GeV, I<0.1,
Had/Em <0.055+0.045X E /100 where E is the energy
of the cluster in GeV, thrip <15.0, and Ly, <0.2. In ad-
dition, we require a reconstructed 3-dimensional track as-
sociated with the cluster with E/p < 1.5, |AZ| <3.0 cm,
and |AR$| < 1.5 cm. We also require that the Z vertex
position as measured by the VTPC be within 60 cm of the
nominal position. These requirements are summarized in
Table II. The distributions of these variables, where we
applied all the cuts but the one being plotted, are shown
in Fig. 4. There are 5012 events which pass these re-
quirements.

TABLE II. Summary of common central electron selection
requirements.

E;+>20.0 GeV

1<0.1

Had/Em <0.055+0.045 X E /100
Xiwip <15.0

Ly, <0.2

E/p<1.5

|AZ]<3.0 cm

[AR¢| < 1.5 cm

|Z,eri| <60.0 cm
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In addition we require that the event pass the electron
trigger and that the central electron candidate be in a
good fiducial region of the central detector (see Sec. V A).
From this sample we select W and Z° candidate events
using the “other” lepton from the boson decay. For W
events, this lepton is a neutrino, so we look for a
transverse-energy imbalance. For Z° events, this lepton
is an electron, so we look for the presence of another elec-
tromagnetic cluster.

1. W Selection

The missing E(E) is defined to be the negative of the
vector sum of transverse energy in calorimeter towers
over the pseudorapidity range || < 3.6,

Fr== .1 z El ' ©
ni<3.6

The pseudorapidity range is restricted because the low-f3
quadrupoles of the Tevatron cover part of the azimuthal
regions for 3.6 <|n| <4.2. To be included in the sum,
the towers must pass an energy threshold requirement of
0.1 GeV in the CEM and CHA, 0.3 GeV in the PEM, 0.5
GeV in the PHA and FEM and 0.8 GeV in the FHA [26].
The distribution of £ for electron events passing the
trigger and fiducial requirements is shown in Fig. 5.
Overlaid on this distribution is the expected distribution
for the E; from Monte Carlo data (see Sec. VIC). We do
not apply any corrections to the calculation of E;. For
W events, we require that £+ >20 GeV. We also ask that
the event not be consistent with being a Z° event as
defined below. There are 2664 events which pass these
requirements.

2. Zselection

For the Z° event selection we require a second elec-
tromagnetic cluster located in a good fiducial region (de-
scribed below) of either the central, plug, or forward
detector with Er>10 GeV, I <0.1, and Had/Em <0. 1.
In the central region, we require the presence of a three-
dimensional track and that E/p <2.0. In the plug re-

&

300

N

200

Events/2 GeV

100

0 20 40 60 80
Missing E, (GeV)

FIG. 5. The Er distribution for events in the good central
electron sample. The curve is a Monte Carlo prediction for W
events with an electron with E > 20 GeV in the central fiducial
region. We require £ > 20 GeV for the W sample.

gion, we ask that the 3X3 x¥2<20.0 and the VTPC hit
fraction >0.5. Distributions of these variables are
shown in Fig. 6.

Once we have two selected clusters, we require that the
invariant mass of the clusters be between 70 and 110
GeV/c? (see Fig. 7). There are 243 events which pass
these requirements.

V. GEOMETRIC AND KINEMATIC ACCEPTANCE

The boson selection efficiency can be factored into two
terms: the geometric acceptance (a function of the elec-
tron fiducial and kinematic cuts) and the efficiency of the
electron and neutrino selection requirements (which de-
pends on the electron identification requirements and the
E resolution). In this section we describe the geometric
and kinematic acceptance beginning with the definition of
the fiducial regions.

A. Fiducial regions

As described in Sec. II, CDF is constructed to be both
azimuthally and forward-backward symmetric. A repre-
sentation in 7-¢ space of one quadrant of the CDF detec-
tor is shown in Fig. 8, with the good fiducial regions for
electrons marked. These regions are selected to avoid
calorimeter edges and thus ensure well-understood elec-
tron response. Note that our 7-¢ cuts refer to fixed re-
gions in the calorimeter. The actual 5 and ¢ for a given
electron is smeared by the production vertex distribution
and bending in the magnetic field.

In the 1 coordinate, we require that the electron be lo-
cated away from regions where the response of the
calorimeter is compromised by cracks or detector over-
lap. These regions are the 6=90° crack region where the
two halves of the central calorimeter come together
(]l <0.05), the boundary region of the central and plug
calorimeters (1.0 <|7n| <1.3), and the overlap region be-
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FIG. 7. Invariant mass distribution for events with two elec-
trons. In the Z° selection, we require the mass be in the win-
dow 70-110 GeV/c? The curve is from a Z°+y Monte Carlo
between 50—150 GeV/c? with resolution effects (but no radia-
tion effects) included.

tween the plug and forward calorimeters (2.2< Inl
<2.4). We therefore require that the electron be located
in the region 0.05<|q|/<1.0, 1.3<|n/<2.2, or
2.4<|n| <3.7.

For electrons within the central region, the selection is
made using the strip cluster Z position and require that
the strip cluster position be more than 9 cm and less than
217 cm from the 7=0 plane. (The strip chambers cover
the region 6.2 cm <Z <239.4 cm and the active region of
the calorimeter covers 4.2 cm < Z <246.0 cm [22].)

For electrons in the plug and forward calorimeters,
where towers are segmented into roughly 0.1 units of 7,
the selection is made using the location of the seed tower
in the cluster. In the plug region, we require that the
seed tower be more than two towers away from the
calorimeter n boundaries. In the forward region we re-
quire that the seed tower be more than 5 towers away

90—
75— R
~
L 60 —
s
>
E as —
S
<
30 —p
1S — R

Pseudorapidity

FIG. 8. One quadrant of the CDF detector in 7-¢ space. The
good fiducial regions for electrons are shaded.

from the large 1 boundary (closer to the beam line) but
make no requirement near the small n boundary.

In the ¢ coordinate, the selection also depends upon
the detector region. At the depth of the strip/wire
chamber in the central region, the wedge has a width of
48.5 cm, the strip chambers extend to within 1.7 cm of
the wedge boundary and the active region of the calorim-
eter extends to within 1.1 cm [22]. In this region, we re-
quire that the strip cluster position be more than 3.2 cm
from the wedge boundary. For the plug and forward re-
gions, we require that the seed tower of the cluster be
more than 5° from the quadrant boundaries in ¢. These
calorimeters are segmented into towers of 5° in ¢, so that
this requirement excludes the towers adjacent to the
boundary.

In addition to these symmetric boundary regions, we
have several small irregular regions which are excluded.
The region 0.77 <1< 1.0 and 75°<¢ <90° is not instru-
mented: it is the penetration for the cryogenic connec-
tions to the superconducting solenoid. In the plug
calorimeter, there were a small number of known regions
with dead channels (~2%) and we require that the seed
tower not be in one of these regions.

B. Monte Carlo generators

We use a zeroth-order Monte Carlo program which in-
cludes only the Drell-Yan diagram g +g— W (Z°) (Fig.
9) to generate four vectors of the leptons from the boson
decay. It includes polarization effects and the correct
matrix element for the decays W—ev and Z°—ete ™.
The bosons are generated from a relativistic Breit-Wigner
line shape truncated at +2 widths (the results are found
to be independent of this cut). We do not include the
photon diagrams in the Z° Monte Carlo program (see
Sec. VIII B below).

We take as input the structure-function parametriza-
tions by Martin et al. (MRS B and MRSE [27]), Duke
and Owens with Aqcp=0.2 GeV (DO1 [28]), and Eichten
et al., with Aqcp=0.2 GeV (EHLQ1 [29]). Since the bo-
sons from this Monte Carlo program are generated with
zero transverse momentum, the transverse-momentum
spectrum measured from Z° candidate events (where the
boson four-vector is reconstructed) is used as an input
distribution (Fig. 10). Systematic uncertainties due to in-

q

W(Z°)

q

FIG. 9. Feynman diagram used to generate W and Z° bosons
in the zeroth-order Monte Carlo program.
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FIG. 10. Py distribution input to the zeroth order Monte
Carlo simulation.

cluding only zeroth-order diagrams are discussed in the
following section.

We also use the ISAJET [30] and PAPAGENO [31] Monte
Carlo programs as event generators. These Monte Carlo
programs allow for the inclusion of higher-order dia-
grams such as ¢ +g—W(Z%+gq and g +§—>W(Z% +g
(Fig. 11) in the generation. Although these generators
are slower than the Monte Carlo program described
above, they provide a valuable check on the results.

C. Detector model

A simple detector model is used for the study of accep-
tances. This model uses only the lepton four-vectors
from the Monte Carlo programs described above. Since
the acceptance is defined by requiring the electrons from
the boson decays pass only certain geometric and kine-
J
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w(Ze)
q
q —>> W(Z)
q
q —P- 9

FIG. 11. Example Feynman diagrams used to generate W
and Z° bosons in the higher-order Monte Carlo.

matic requirements, it is not necessary to use a complete
detector simulation. The electron selection efficiencies
(which do not include kinematic and geometric accep-
tances) are determined using the data and are discussed
in Sec. VL.

In the model, an event vertex is chosen from a Gauss-
ian distribution with o =30 cm, truncated at 2o. The de-
cay electrons are propagated from the vertex through the
magnetic field to the calorimeters and position detectors.
Electron energies are smeared using Gaussians of the
nominal calorimeter resolutions (see Sec. II A). Fiducial
and kinematic cuts as described above are applied to each
electron, and efficiencies are determined as described

D. Acceptance results and systematics

We define the acceptances for W and Z° events as

__ No. of events with electron in good central fiducial region, E;>20 GeV

v No. of generated events
No. of events with 1 electron in good central fiducial region, E;>20 GeV
y and a second electron in any good fiducial region, E;> 10 GeV
Z =

No. of generated events

In addition, for Z° events we define the variables

__ No. of events with second electron in central fiducial region

F =
ce No. of accepted events

Foo= No. of events with second electron in plug fiducial region
cP—

No. of accepted events

Foo= No. of events with second electron in forward fiducial region
CF ™ .

No. of accepted events

These variables represent the fraction of accepted events
which have both electrons in the central region (Fcc
central-central events), one electron in the central region
and the second in the plug region (Ep central-plug
events), or one electron in the central region and the

f

second in the forward region (Fcg central-forward
events). They are used in the calculation of the overall
selection efficiency for Z° events.

In Table IIT we show the values for 4y, and 4, where
we have used our zeroth-order Monte Carlo simulation
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TABLE III. Acceptances for the W and Z° for various sets of parton structure functions (PSF). We
also include the fractions of central-central, central-plug, and central-forward events expected for Z 0

events.

PSF’s Ay (%) Az (%) Fcc Fep Fcr
MRSE 35.740.1 36.5+0.1 0.39 0.47 0.14
MRSB 35.2+0.1 37.1+0.1 0.40 0.47 0.13
DO1 34.0+0.1 37.0£0.1 0.40 0.46 0.14
EHLQ! 35.9+0.1 37.240.1 0.39 0.47 0.14

with p; taken from a smoothed py distribution of the Z°
candidates (see Fig. 10). The quoted errors in the table
are statistical only. One can see that Ay varies at the
1% level when changing structure functions, whereas 4,
is more stable. We take the uncertainties on 4, and 4,
due to the choice of structure functions to be +1.1% and
+0.3%, respectively.

The W acceptance is also a function of M, changing
by approximately 0.8% for a 1 GeV/c? change in M.
The assumed masses were M, =80.0 GeV/c? and
M;=91.1 GeV/c% We have used sin’8,, =0.229+0.007
[32] which implies a 360 MeV/c? uncertainty in My,
(given the fixed M,). We therefore assign an additional
+0.3% uncertainty to A4,.

The assumed p; distribution has little effect on the ac-
ceptances. Figure 12 shows 4y, and 4, as a function of
pr- Since scaling the p, distribution of Fig. 10 by £20%
changes the acceptances by less than 0.4%, we take
+0.4% as the systematic uncertainty due to the choice of
the p, distribution chosen.

Finally, higher-order QCD corrections are expected to
alter the rapidity distributions (see Ref. [33]) and there-
fore the acceptances. The acceptance as calculated using
ISAJET with only the lowest-order Drell-Yan diagram
(Fig. 9), where events from this process pick up trans-
verse momentum from initial-state radiaton, agrees with
our zeroth-order Monte Carlo simulation. However, us-
ing ISAJET with only higher-order diagrams (Fig. 11)
which are only part of the order-a; correction, we see an
increase in 4y, and A of 3% and 1.4%. We have also
studied the effect of higher-order corrections by running
PAPAGENO with zeroth- and first-order diagrams.
PAPAGENO with only the lowest-order Drell-Yan diagram
does not give transverse momentum to the bosons. If we
again use the p; distribution from our candidate Z°
events, we find that the acceptance is the same as from
our zeroth-order Monte Carlo simulation. Running
PAPAGENO with the next order diagrams only and a
lower cutoff on the parton p; of 8 GeV/c (again, these di-
agrams are only a part of the order-a, corrections), we
see an increase in Ay, and A5 of 1.3% and 0.8%.

Our Monte Carlo simulation reproduces the leading-
order calculations from ISAJET and PAPAGENO, but QCD
corrections alter the leading-order rapidity distributions.
The increases quoted above are from events generated
with only the higher-order diagrams, so we anticipate a
smaller change than those increases. We therefore

choose to assign a systematic uncertainty of £0.9% to
Ay and £0.4% to A4,.

Systematic uncertainties in the W and Z° acceptances
are summarized in Table IV.

E. Final values for the W and Z° geometric acceptances

We choose to use MRS B structure functions and the
results from our zeroth-order Monte Carlo simulation for
the values of Ay and A4,. For the W acceptance, the
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FIG. 12. The acceptance for W and Z° events as a function
of the boson pr. The majority of the data has pr <20.0 GeV/c.
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TABLE IV. Contributions to systematic uncertainties in the calculation of acceptances.

Source of systematic error

Uncertainty in 4y

Uncertainty in A,

Structure functions
Mass

Pr
Higher-order terms

Total

*1.1% +0.3%
+0.3%

+0.4% +0.4%
+0.9% +0.4%
*+1.5% +0.7%

prediction of this set of structure function falls in be-
tween the values of DO1 and EHLQ1. In the Z 0 case,
the acceptances are almost identical (see Table III). The
total geometric acceptance is a combination of kinematic
and geometric requirements.

(a) For the W events, the requirement that the electron
pass the kinematic requirement is ~81% efficient. Of the
electrons that satisfy this criterion, ~57% of them are in
the central region and, of these, ~76% are in a good
fiducial region for a total acceptance of ~35%.

(b) For the Z° events, the kinematic requirements for
the electrons are ~88% efficient. Of events satisfying
these criteria, ~80% have electrons in the central region.
Of these central electrons, ~83% are in a good fiducial
region. Requiring that the second electron be in a good
fiducial region anywhere in the detector is then ~64%
efficient for a total geometric acceptance of ~37%.

To summarize, we use the following for 4, and 4,:

Ay =(35.2+1.5)% (stat+syst)
A7z=(37.1£0.7)% (stat+syst) .

VI. SELECTION EFFICIENCIES

The efficiency studies can be broken down into three
pieces: electron-trigger efficiency, electron-selection effi-
ciencies, and E; selection efficiency. All are discussed
below.

A. Electron-trigger efficiency

The efficiency of the electron trigger for W and Z°
events is measured using a data sample which is selected
by requiring a large E, imbalance in the calorimeter.
This trigger (the E trigger) is independent of the elec-
tron trigger, and will pass some fraction of W events.
After identifying an electron in this £ sample, we mea-
sure the efficiency of the electron trigger to be
0.973+0.005.

B. Electron-selection efficiency

The efficiencies for the electron selection requirements
are determined directly from the data. To measure the
efficiencies properly one would like an unbiased, back-
ground free sample of W and Z° bosons decaying to elec-
trons. Unfortunately, cuts which are necessary to lower
the background may also bias the distributions. We will
therefore measure the efficiencies in a number of ways in

order to check the results for consistency.

The first method used is to select an independent sam-
ple of W events using global event quantities which are
independent of electron selection criteria, tagging the de-
cay of the W through the presence of the v (the E-
selected electron sample). For this sample we require
that |Z,.,] <60 cm, that there be a large transverse
momentum imbalance (Er>20 GeV), and that this im-
balance be significant in comparison to the total energy
flow in the event using the cut 8E;=E;/v 3 E;>2.7,
where 3 Ep is the scalar sum of all transverse energy over
the same 7 range as the £ sum. This cut is more than a
4.50 deviation in 8E; from azimuthally symmetric
events where the E; comes from measurement resolu-
tion. In addition, we require that there be one and only
one cluster of energy in the event with E;+>5 GeV and
Had/Em <0.125 in a good fiducial region as described
above. If the cluster is in the plug or forward regions, we
also require that the transverse mass [34] be >S50
GeV/c? The process W—>ev has all of these charac-
teristics. This selection gives us a sample of high p elec-
trons without the electron cuts applied.

As a second method, we use a sample of Z% sete
events (the Z° selected electron sample), where we re-
quire there be at least one good central electron candidate
as defined in Sec. IVE, a second cluster with E;>10
GeV in a good fiducial region, and an invariant mass of
the two clusters in the window 81-101 GeV/c2. By look-
ing at the characteristics of the second electron in the
event, we are able to measure the electron identification
efficiencies in a second unbiased fashion. This method is
used as a check on the efficiencies as determined from the
E sample.

From these samples, we measure the electron-
identification efficiencies. Tables V~VIII show the indi-
vidual efficiencies for each of the cuts in the event selec-
tion and the combined efficiency for the entire set of cuts
from both the E; selected and Z° selected samples. We
use the efficiency of the combined set of cuts (which is not
equal to the product of the efficiencies for the individual
cuts) to account for possible correlations. The efficiencies
for both samples are in reasonable agreement. The com-
bined efficiency from the E; (Z°) selected sample for the
common central electron selection (c;) is 0.84+0.03
(0.85%0.03), for the loose central electron selection (c,)
is 0.93%0.03 (0.93+0.03), for the plug electron selection
(p) is 0.90%£0.03 (0.92+0.03), and for the forward elec-
tron selection (f) is 0.91+0.04 (0.89+0.07). We take as

+
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TABLE V. The individual electron-selection efficiencies for
the E-selected sample and the Z° samples for the common cen-
tral electron selection ¢,. The efficiency for the combination of
all the cuts, including the trigger, is 0.8440.03.

E; sample Z° sample
Quantity (1187 events) (87 events)
I 0.96+0.01 0.97+0.01
Had/Em 0.99+0.01 0.99+0.01
Cirip 0.97+0.01 0.97-£0.01
L, 0.9740.01 0.994+0.01
E/p 0.93+0.01 0.93+0.02
AZ 0.98+0.01 0.99+0.01
AR¢ 0.97+0.01 0.97+0.01
Trigger 0.973%0.005 0.973£0.005
All 0.84+0.03 0.85+0.03

final values for these efficiencies the values from the £,
sample:

¢, =0.8440.03 ,
¢,=0.9340.03 ,
p=0.9040.03 ,
£=0.91£0.04 .

We estimate the residual non-electron backgrounds in the
E; sample to be <1% (central region), <1% (plug re-
gion), and < 3% (forward region) based on studies of the
isolation distribution. From this estimate we extract an
additional systematic uncertainty on the efficiencies of
the central, plug, and forward electron selection, which is
included in the numbers listed above.

C. Er selection efficiency

To measure the efficiency of the E; requirement, we
use the PAPAGENO event generator and a full detector
simulation. In other studies, the predictions of this
Monte Carlo simulation for kinematic properties of
W +jet events agree well with the distributions seen in
data [35].

The E; selection efficiency (e€,) is defined to be the
probability that £, >20 GeV, given that the electron has
E;>20 GeV. We study this probability as a function of

TABLE VI. The electron-selection efficiencies for the £ -
selected sample and the Z° samples for the loose central elec-
tron selection c¢,. Listed in the table are the individual
efficiencies for each cut. The combined efficiency is 0.93+0.03.

E; sample Z° sample
Quantity (1187 events) (87 events)
I 0.96+0.01 0.97+0.01
Had/Em 0.99+0.01 0.99+0.01
E/p 0.97%0.01 0.96+0.02
All 0.93+0.03 0.93+0.03

TABLE VII. The electron selection efficiencies for the E-
selected sample and the Z° samples for the plug electron selec-
tion p.

E; Z° sample
Quantity (500 events) (76 events)
I 0.961+0.01 0.93+0.03
Had/Em 0.99+0.01 0.99+0.01
3X3 y? 0.94+0.01 0.99+0.01
VTPC hit fraction 0.93+0.02 0.96+0.02
All 0.90+0.03 0.92+0.03

the number of energetic jets (excluding the electron can-
didate) with detected E> 10 GeV (see Ref. [36] for the
definition of a jet). We find that €, decreases with the
presence of additional energetic jets in the event. This
correlation is a result of both systematic mismeasurement
of the jet energy as the jet energy increases [36] and sta-
tistical fluctuations in the measurement of the jet energy
and hence a broadening of the £ resolution as a function
of the total energy in the event. Fluctuations that result
in a lower calculated E; will therefore lower the
efficiency.

Given €, as a function of the number of energetic jets,
we use the jet multiplicity found in the data to calculate
the final value of €,. (As an aside we find that the Monte
Carlo fraction of events with 0, 1, and =2 jets is in
reasonable agreement to the data.) Using the fraction of
events with O, 1, and =2 jets as seen in the data for the
weighting, the final value for the £, efficiency is
€,=0.9610.02. Table IX summarizes the results.

D. Final selection efficiencies

The total efficiency for the W selection is given by
€y =¢€,c,, accounting for both the E; and the central
electron selection efficiencies, and is found to be
€y, =0.8110.04.

The efficiency for the Z° selection is a combination of
the electron selection efficiencies and the fraction of
events with a second electron in various detector regions
(as defined in Sec. V). It is defined as

€7=Fcce(2¢,—c|)+Fepeyp+Fcgef 4)

TABLE VIII. The electron-selection efficiencies for the E,-
selected sample and the Z° samples for the forward electron
selection f.

E; sample Z° sample
Quantity (135 events) (19 events)
I 0.91+0.03 0.90+0.07
Had/Em 1.00+0.01 0.95+0.05
All 0.91+0.04 0.89+0.07
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TABLE IX. The Z7 efficiency as a function of the number of
jets with E;-> 10 GeV in the event and the fraction of events
with 0, 1, or 22 jets.

0 jets 1 jets 22 jets
€, 0.98+0.01 0.90+0.02 0.88+0.02
Fraction (data) 72% 20% 8%
Fraction (Monte Carlo) 74% 21% 5%

where Fc, Fep, and Fcp are the expected fractions of
events with the second electron in the central, plug, and
forward regions as determined from acceptance studies.
In Eq. (4), we have neglected the contribution to €, from
events where the second central electron has 10 GeV
< Er <20 GeV because the rate for this class of events is
negligible. The term 2c,—c, arises because Z° events
with both electrons in the central region can have either
electron satisfy the common central electron require-
ment. The final value for €, is 0.80%0.03 [37]. The
complete efficiencies are summarized in Table X.

VII. BACKGROUNDS

Although high-pr, isolated electrons come predom-
inantly from the decay of W and Z° bosons, there are
other processes that can have such a signal. In the fol-
lowing sections we calculate the contributions from other
processes as backgrounds in the selection of W and Z°
events.

A. W Backgrounds

Backgrounds to the W sample can come from physics
processes that contain a (real) high-p, electron and miss-
ing energy (e.g., heavy-quark production and semilepton-
ic decay) and from processes (QCD) that through fluctua-
tions in jet measurement and fragmentation cause a (fake)
high-p electron and missing energy.

W background from QCD and heavy quarks

Given the high rates for QCD processes (multijet
events and heavy quark production) in comparison to W
production at the Q2 scale of interest, topologies with
even small probabilities can contribute to the W sample
background. The background from QCD processes
comes from events where one of the produced partons
fragments into an electromagnetically rich jet (which
passes electron selection criteria) while the other parton
jet mimics a neutrino (and hence large £;) through fluc-
tuations in fragmentation and/or measurement. The
background from heavy quark decays come from the pro-
duction of real electrons through the semileptonic decay
of the quark.

We study these backgrounds with a sample of central
electrons where we have applied all the event selection
criteria outlined in Sec. IV E except the isolation require-
ment. We will break the sample into background samples
and a high E; sample. Since we want the background

TABLE X. The selection efficiencies for the W and Z° sam-
ples.

Efficiency
¢ 0.84+0.03
c, 0.93+0.03
P 0.911+0.03
f 0.914+0.04
€, 0.96+0.02
€w 0.81+0.04
€z 0.80+0.03

samples to contain little or no W event contamination, we
require that the £, for this sample be less than 10 GeV.
We use the distributions of electron isolation and E; to
quantify the background.

If the £+ and isolation are correlated, this requirement
could bias the background sample. To first order we ex-
pect no correlation between these variables to exist be-
cause the regions of the events that determine the isola-
tion and E; characteristics are physically separated from
each other. (In dijet events, one jet fluctuates to fake an
electron while fluctuations in the opposite jet dominate
the 4. In bb events, the c-quark jet associated with the
electron can affect both the £ and the isolation measure-
ments; however, since the electron is required to have a
high transverse momentum, the c-quark jet is expected to
be much softer than the opposite jet and not contribute as
much to the E;.) To test this hypothesis, we selected
events with a good electron (passing all the central elec-
tron cuts except the isolation requirement), and plot the
event E versus the isolation of the electron (see Fig. 13).
The region with E;>20 GeV and I <0.1 shows a clus-
tering in W signal region. In events with £,>20 GeV,

Isolation

o Z - ' 40 ‘ ] 60 80 100
Er (GeV)

FIG. 13. E; vs I for the common central electron sample,
where we have not used an I requirement. The clustering with
Er>20GeVand I <0.1 is the W sample.
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we see a tail in the isolation distribution stretching out to
high values of I, but there is no visible correlation be-
tween the two variables.

To estimate the background contribution we define
three samples from the nonisolated electron sample.

(a) Events with £ > 20 GeV (the £ > 20 sample).

(b) Events with £ <10 GeV and a jet with E+> 10
GeV (control sample 1).

(c) Events with ;<10 GeV and a jet with E;>20
GeV, which is a subset of control sample 1 (control sam-
ple 2).

In all of these samples, we reject events which pass the
Z° selection. Figure 14 shows the isolation distributions
for the three samples. We then estimate the background
using the equation

W background
No. with >0.3 in the E;>20 GeV sample

_ No. with I<0.1 in control sample 1 or 2
~ No. with I>0.3 in control sample 1 or 2

’

taking the average of the answers using the two control
samples. We find this background to be 100£50 events.

W background from Z°—ete™

We next consider the background to the W sample
from Z%—e™e™ decays where one electron is detected
but the other is not identified as an electron in the
calorimeter due to detector effects such as cracks or poor
EM response. We would then see an electron in conjunc-
tion with a large E;. In the region |9| <1.1 where we
have good (magnetic) tracking we can use the presence of
a high-p; track to reject such events. For events where
second electron from the Z° decay is outside of the cen-
tral tracking region, we use the ISAJET Monte Carlo with
a full detector simulation to estimate the background to
the W events, normalizing to the total number of Z°
events in our sample. From this study, we estimate a to-
tal background of 40+ 15 events from Z%—e *e ™ decays.

W background from Z°—tt 1~

We also consider the process Z°— 7777, where one

decays into an electron and two neutrinos, resulting in a
large amount of £, measured in the detector. We have
again used ISAJET with a full detector simulation to esti-
mate this background. Taking into account the branch-
ing fraction of 7— evv and normalizing to the number of
events in our Z%—e e~ sample, we estimate this back-
ground to be 8+4 events.

W background from a heavy top quark

We consider the decay of a heavy top quark into real
W’s as a background process. With the preliminary CDF
limit that the top mass is larger than 89 GeV/c? [38], we
take the background contribution to be 0, but with an er-
ror equal to the number of events in the W sample for a
90-GeV/c? top mass, assuming a 150 pb cross section
[39]. Using the ISAJET program and a full detector simu-
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FIG. 14. Isolation distributions for the samples used in es-
timating the W background. (a) is for the E;> 20 GeV sample,
(b) is for control sample 1, and (c) is for control sample 2.
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lation, we estimate a background of 30 events from the
decay

t—Wb, W-—ev,
f— Wb, W —anything .

If we also include the decay W-—7->e, we estimate a
background of 013! events from heavy top decays into
real W’s.

W background from W —1-—e

We expect a large background source from the decay
W —7v following by the decay r—evv, where the final
state is identical to that from the decay W-—ev. The
main difference between the two processes is that the
electron E; and E; spectra are much softer in W—71—e
decay. Since W -—7v has the same branching fraction as
W —ewv in the standard model, a determination of the rel-
ative acceptance of direct decays to the sequential decays
gives us the fraction of events in the sample which come
from W —7—e decays.

To estimate this background, we need to determine the
ratio, R(e/7), of the acceptance for the direct electron
from the W decay to the acceptance for the sequential
electron from the 7 decay. In this ratio, we include the
branching fraction of the decay r—evv. Using the ISA-
JET program to generate the process W—7v and 7—ewvv
and the detector model discussed in Sec. V, we find that
R(e/T)=27%3. To estimate the background contribu-
tion to our sample, we need to take into account the
effect of other backgrounds, since R (e /7) relates only the
W —ev and W — 17— e samples.

The total number of W candidate events (W,,4) can
be written

Wena=(W—ev)+ (W —-1—e)
+other background , (6)

where ‘““other background” is the background estimate
from other processes and

W -—ev
—_— 7
R(e/T) @

(W—osT1—e)=

Using our numbers for W, 4 (2664 events), other back-
ground (totaling 148+48), and R (e /7)=27%3, we esti-
mate the background from the sequential decay
W —71—e to be 9010 events.

Total W background

Combining all the backgrounds, we estimate the total
background in the W sample to be 2387% events. In
combination with the W sample of 2664 events, we find
the number of W candidate events to be 2426152

(stat) T S(syst).

B. Z° Backgrounds

Since for the Z° sample we require two high py, isolat-
ed electron candidates, we expect that the relative back-
grounds will not be as large as they are for the W sample.
However, we do expect backgrounds from QCD process-
es and from the sequential decay Z 0 _s+%77, where both
7’s decay into e’s. We will discuss the backgrounds in the
order of the size of their contributions.

Z background from QCD

The dominant background source is from QCD pro-
cesses, where partons fluctuate to look like electrons. We
use the isolation of the electron candidates in conjunction
with the invariant mass of the two candidates to estimate
the contribution of this background. We make use of the
sample of nonisolated electrons discussed above. In the
following, we refer to the central electron candidates in
this sample as the first electron. We first pick events
which have a second electron candidate which passes all
requirements outlined in Sec. IV E except for the isola-
tion requirement. The pair mass of this sample is re-
quired to be in the window 70-110 GeV/c? As can be
seen in Fig. 15, this sample is dominated by Z° events.
We define four categories of events.

(a) Events with first electron I <0.1, second electron
I<0.1 (the Z° sample).

(b) Events with first electron I <0.1, second electron
I>0.2 (the isol sample).

(c) Events with first electron I > 0.2, second electron
I <0.1 (the iso2 sample).

(d) Events with first electron I >0.2, second electron
I>0.2 (the noniso sample).

We compute the background to the Z° sample as an
average of two estimates. The first makes use of the

equation
30 — —
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FIG. 15. Invariant-mass distribution for events with two
electron candidates passing all but the I requirements.
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Z° background

No. of events in the isol sample " No. of events in noniso sample

Z° background

44
No. of events in iso2 sample
We also use the control samples 1 and 2 used in Sec. VII A for the W background and define the Z° background as
_ No. with I <0.1 in control sample 1 or 2 9)

No. with I>0.3 in the iso2 sample

By combining these estimates, we estimate the back-
ground in the Z° sample to be 5+3 events.

Z° background from Z°—1* 1~

We also consider the process Z 0 ,7%+7, where both
7’s look like electrons. Using ISAJET and a full detector
simulation, we find no events with an invariant mass
above 50 GeV/c? in a Monte Carlo sample corresponding
to roughly twice the size of the data sample. We consider
the background contribution from the process Z°
—7777 to be negligible.

Total Z° background

The total background estimate for the Z° sample is
513 events. In combination with the sample of 243 can-
didate events, we find the number of Z° candidates to be
238116 (stat)+3 (syst) events.

VIII. FURTHER CORRECTIONS

There are two additional (but small) corrections which
we need to apply to our calculation of the efficiencies de-
scribed in Sec. VI. The first applies to the central elec-
tron selection, so it is common to both the W and Z°
samples, while the second applies only to the Z° sample.

A. Vertex correction

In the calculation of the acceptances described in Sec.
V, we used a Gaussian vertex distribution, with o =30
cm, cut at 2o. This distribution and the cut are motivat-
ed by the vertex distribution we see in the data. Figure
16 shows the vertex distribution for events with an EM
cluster with E;>20 GeV. Superimposed on the data is a
Gaussian distribution which has a mean =0 and o =30
cm. When we fit the distribution, we find a good fit
(x*= 134 with 100 points and three parameters in the fit)
with a mean of —0.54+0.3 and 0=29.7£0.5 cm. We
now need to include the effect of the |Z,,,,| <60 cm cut
in our calculation of the efficiency. From Gaussian statis-
tics, we calculate the efficiency of the vertex cut to be
0.95940.005, where the error reflects the uncertainty in
the fitted o.

B. Drell-Yan and Z °-width corrections

The experimental signature we use to tag the presence
of Z° production is the presence of two high-p, isolated
electrons with an invariant mass near the Z° mass. The
process pp —v*—e Te ~ has this signature as well. Since
what we measure is the production of e te ™ pairs in the
mass range of 70-110 GeV/c?, we have contributions to

No. with 7>0.3 in control sample 1 or 2 °

I

the total rate from the y, Z° and interference terms.
However, theoretical calculations have traditionally in-
cluded only the Z° diagrams in calculating the total rate.
We thus “correct” our measurement in order to compare
with theory. In addition, since the Z° has a nonzero
width, there are e Te ™ events through the Z° resonance
which fall outside of the chosen mass range.

Integrating the contribution from the matrix element
|Z°+ |2 over the mass range 70-110 GeV/c? and the
contribution from the matrix element |Z°|? over the mass
range 50-150 GeV/c?, we find that the ratio of the full
Z° contribution to the limited Z°+y contribution is
1.01+0.01. We therefore apply a net multiplicative
correction of 1.01£0.01 to the e te ~ cross section.

IX. LUMINOSITY MEASUREMENT AND
’ NORMALIZATION

The luminosity in a collider can be measured either
through direct measurement of beam parameters or from
the measurement of a process with a known rate. CDF
has chosen to use a combination of these methods to
measure the integrated luminosity recorded during the
second data run.

The Tevatron was run at two different energies,
Vs =546 GeV and Vs =1800 GeV. The majority of
running was done at the higher energy, with an integrat-
ed luminosity of ~4.0 pb~ ! at Vs =1800 GeV and ~ 10
nb~! at Vs =546 GeV. All the data discussed in other
sections of this paper came with the Tevatron running at
the higher beam energy.

We have used the interaction rate as measured in the
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FIG. 16. The vertex distribution for central electron clusters.
The curve is a Gaussian with mean=0 and o =30 cm, normal-
ized to the same area.
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BBC’s at both energies, in conjunction with the beam pa-
rameters measured by the Fermilab Accelerator division
and the pp cross sections measured by UA4 at the SppS
collider at CERN [40], to calibrate our luminosity mea-
surement. The current method does not depend heavily
upon a Monte Carlo calculation since the Monte Carlo
simulation enters principally through computation of the
ratio of geometric acceptance in the two experiments.

A. Luminosity measurement

The beam-beam counters, scintillator planes located
5.8 m from the nominal interaction point along the beam
axis, serve as. the luminosity monitors for CDF. The
CDF trigger system required a coincidence of hits in the
east (proton direction) and west (antiproton direction)
BBC’s. By monitoring the rate of hits in these counters,
we have a process to which we can normalize all other
cross section measurements. To get an absolute normali-
zation of the BBC cross section (oggc), we use the rate
seen in these counters and the luminosity measured with
beam parameters. In previous work, CDF has used a
nominal value of o gg=4416.6 mb [36].

The transverse profile of the beam is measured with
flying wires—wires moved through the beam [41].
Current monitors measure both bunch intensities and the
longitudinal profile [42]. The luminosity at CDF is calcu-
lated with these parameters and knowledge of the ac-
celerator lattice function. Uncertainties in this calcula-
tion come from measurement errors, calibration uncer-
tainty, and uncertainties in the lattice function. The
overall uncertainty is estimated to be 10% [43]. This un-
certainty is energy independent.

At both Vs =546 GeV and Vs =1800 GeV, we mea-
sure the beam parameters and the rate in the BBC’s. We
are then able to measure how o g changes with V's, via
the ratio of the accelerator luminosity calculated from
beam parameters. This ratio has a systematic uncertainty
free from the overall normalization uncertainty. By nor-
malizing at Vs =546 GeV, where previous measure-
ments with similar geometry have been made, we can
measure the effective cross section seen by the BBC’s at
Vs =1800 GeV and extract the integrated luminosity
recorded.

B. Normalization

We have selected a series of accelerator fills where the
data are internally consistent. Many of the variables that
we are interested in have to be reconstructed from other
measurements (e.g., horizontal and vertical emittances of
the beam). To do this reconstruction accurately required
an understanding of the accelerator conditions and pro-
grams at the time the data were taken [44]. This selec-
tion is independent of the detector status at CDF.

In Fig. 17, we show a distribution of the rate as mea-
sured with the BBC’s (R gpc) compared to the luminosity
as measured with accelerator parameters (L, ) for both
V's =1800 GeV and V's =546 GeV. We then use the re-
lation
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FIG. 17. (a) Distribution of Rggc /L, for Vs =1800 GeV.
The curve is a fitted Gaussian with X=44.16 mb and 0 =1.28
mb. (b) Distribution of Rggc/L,.. for Vs =546 GeV. The
curve is a fitted Gaussian with X =33.17 mb and o =0.30 mb.

o5 _ Rypc(1800) L, (546)

o, Rppc(546) L, (1800)

to extrapolate the o g from 546 GeV to 1800 GeV. The
ratio Rgpc/L,.. at 1800 GeV has been corrected by
(—3%2)% for dynamic beam-beam interaction effects,
which change the focal properties of the Tevatron lattice
[45]. These effects predict a linear dependence of the ra-
tio with L, which is seen in the data (Fig. 18). The
correction is extrapolated to low luminosity where the
beam-beam effects are found to be negligible.

We use two methods to calculate ojis.. The first is to
use the luminosity as calculated from beam parameters
and the accelerator lattice. This method gives an
effective beam-beam-counter cross section of 32.8+3.6
mb. The second method is to use values reported by the
UA4 collaboration.

(10)
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FIG. 18. The ratio Rggc /L, as a function of Rppc. Data
from accelerator fills with Vs =546 GeV and V's =1800 GeV
are plotted, with the 546-GeV data the cluster at the lower left.

The UA4 experiment used trigger counters similar in
geometry to the BBC’s used by CDF. From their mea-
surements of p, o, and oy, and the double-arm fraction
(fpa) [46] of the UA4 trigger counters [40], we define
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1___
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obs —

A7 Tiotf DA - an

We calculate 03%5,=38.9+1.8 mb [47]. Using the MBR
Monte Carlo program [48], we then calculate the relative
acceptance of the CDF BBC’s in comparison to the UA4
trigger counters. This correction is necessary since the
UA4 trigger counters cover a different geometric area
(3.0< |7yl <5.6) than the BBC’s. The correction due to
different 7 coverage is (—2.5%£2.5) %. We also correct
for the inefficiencies in the BBC’s due to radiation dam-
age suffered during the course of the data taking. Radia-
tion damage and its effects at 1800 GeV are measured
from data triggered solely on beam crossings. The mag-
nitude of this correction at 1800 GeV is —0.7%. This
inefficiency is extrapolated to 546 GeV using the MBR

Monte Carlo program, giving an inefficiency of
(2.2£2.2) %. The value for o from this method is
37.14£2.1 mb.

To derive the final value of a%‘};ﬁc, we average the mea-
surements from the accelerator calculation and the UA4
normalization weighted by their respective errors. In
summary, opn-=36.0+1.8 mb, where the answer is
dominated by the UA4 normalization. We calculate

O =46.8+3.2 mb. We wish to stress that this normal-

ization is not a physical cross section, but a visible cross
section not directly related to underlying physics models
(because of secondary interactions, photon conversions,
etc.). This method depends upon the similarity of the
CDF luminosity monitors to the UA4 counters and the

ability to use the information from the accelerator mea-
surement of the luminosity.

C. Crosschecks

As the instantaneous luminosity grows, the rate of
bunch crossings with multiple interactions also grows.
Using Poisson statistics, we can estimate the probability
of having two or three interactions in a bunch crossing.
We find that the ratio of the probability of having two in-
teractions to the probability of having one interaction is
predicted to be 1.75X 107 X Rppc, where Rype is the
rate in the BBC’s in Hertz (this number is directly related
to the 3.5 usec between beam crossings). We use this pre-
diction to make a correction (on the order of 9% at 50
kHz) to the measured rate in the BCC’s to account for
multiple interactions.

The ratio of the number of events with two vertices to
those with one vertex as a function of the rate in the
BBC’s is a check on the BBC cross section. To do this
properly, we must first correct for inefficiencies in vertex
finding. The CDF vertex-finding algorithm has
inefficiencies in resolving multiple vertices if the separa-
tion of the vertices in Z is too small. We calculate the
efficiency for finding secondary vertices using the distri-
bution of the two vertex separation from multiple vertex
events in the inclusive central electron sample (described
in Sec. IV E), including the assumption that the vertex
distribution is Gaussian with 0 =30 cm. Figure 19 shows
the efficiency as a function of the vertex separation.

Figure 20 shows the ratio of the number of events with
two vertices to those with one vertex as a function of the
Rgpc- The number of two vertex events has been
corrected for the inefficiency in finding a second vertex.
A linear fit gives a slope of (1.91%0.08)X 10™¢, within
20 of the predicted value of 1.75X 107,

N
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50

Vertex Separation (cm)

FIG. 19. The secondary vertex finding efficiency as a function
of vertex separation.
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FIG. 20. The ratio of events with 2 vertices to events with 1
vertex as a function of Rggc. The number of events with 2 ver-
tices has been corrected for vertex finding inefficiencies.

X. RESULTS AND CONCLUSIONS
A. Cross sections

The expression for the cross section takes into account
the background, efficiencies, acceptances, and integrated
luminosity through the following formula

oB(W—sev)= candidates —background 12)

deteA

where € is the selection efficiency and A is the accep-
tance. For the measurement of the cross sections for
the production of W [oB(W—ev)] and Z°
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[0B(Z°—e™e™)] bosons, we use the number of candi-
dates, backgrounds, efficiencies, and acceptances as sum-
marized in Table XI. A straightforward application of
Eq. (12) leads to the following results.

The final cross section times branching ratio for W
production and subsequent decay to electron and neutri-
no is oB(W—ev)=2.19+0.04 (stat)£0.21 (syst) nb.
The dominant systematic error in the determination of
oB(W —ev) is the 6.8% error in the luminosity normali-
zation. The final cross section times branching ratio for
Z° production and subsequent decay into electrons is
0B(Z%—>ete™)=0.2091+0.013 (stat)+0.017 (syst) nb,
where the luminosity normalization uncertainty dom-
inates the systematic error.

Figure 21 shows a comparison of the CDF measured
values for 0B (W —ev) and 0 B(Z°—e "e ™) to theoreti-
cal predictions [49]. Included on this plot are recent
values for 0 B(W —ev) and 0 B(Z°—>ete ™) at Vs =630
GeV from the UA2 Collaboration [50] and o B(W —puv)
and oB(Z°>utu™) at Vs =630 GeV from the UA1
Collaboration [51]. The theoretical predictions used
M, =80 GeV/c? and M,=91.1 GeV/c? and assumed
that the decay channels into top were closed.

In a previous publication [52], a different assumption
on the W branching ratio into electrons was made (we as-
sumed a top mass of 45 GeV/c?). This assumption
affects the theoretical prediction more than the experi-
mental measurement, since the top mass effects the
branching ratio into electrons. Recent measurements by
CDF ([8,35] and UA2 [53] on both the W and top-quark
masses have helped reduce theoretical uncertainties in
the prediction of the product of the cross section and
branching ratio. The changed assumptions increase the

TABLE XI. Summary of results

W events Z events

Candidates 2664 243
Background

QCD 100£50 5+3
W—tv 90£10

Z0 sete™ 40+15

Z°—rtrm 8+4 <0.5
Top 0+31—0

Total 238+62—53 5+3
Signal 2426+52+53—62 238+16+3
Acceptance 0.352+0.015 0.371£0.007
Fee 0.40
Fep 0.47
Feg 0.13

¢, 0.8410.03 0.841+0.03
c, 0.93+0.03
P 0.91+0.03
f 0.91+0.04
€, 0.96+0.02

€w,€z 0.81+0.04 0.80+0.03
Drell-Yan correction 1.01+0.01
Z-vertex efficiency 0.959+0.005 0.959+0.005
Luminosity 4.05+0.28 pb~! 4.05+0.28 pb~!

Cross sections

2.191+0.04+0.21 nb

0.209+0.013+0.017 nb
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FIG. 21. Comparison of experimental measurements with
theoretical predictions [49]. The dashed lines indicate the lo
error limits for the theoretical curve. Recent measurements by
the UA2 Collaboration [50] and the UA1 Collaboration [51] are
also plotted (offset by =20 GeV, respectively). The CDF and
UA2 numbers are for boson decays into electrons, the UA1l
numbers are for boson decays into muons.

predicted cross section, bringing it closer into agreement
with previously measures values. The current theoretical
predictions agree quite well with the most recent experi-
mental measurements at both Vs =630 GeV and
V's =1800 GeV.

B. Theratio R =0B(W —ev)/0B(Z%°—>ete™)
and the W width

The ratio R of cB(W —ev) to 0B(Z°—e™e™) and
the individual cross sections themselves are interdepen-
dent quantities. However, from the perspective of experi-
mental measurement, they can be considered as three
separate quantities. In a previous publication [54], CDF
has presented a measurement of R =10.2+0. 8 (stat)+0.4
(syst). In that measurement, we applied event selection
criteria designed to minimize the systematic uncertainties
in the ratio. In order to lower backgrounds and minimize
systematic uncertainties, events with energy clusters (jets)
other than the electrons from W and Z° decays were re-
jected in the analysis.

Such a requirement is optimal for measuring the
cross-section ratio, where the numerator and denomina-
tor are affected almost equally, but is not adequate for the
independent measurements of the numerator and the
denominator, as events that contribute to the cross sec-
tion have been excluded by the “no jet” cut. Allowing
for the presence of energetic clusters in addition to
identified electrons has increased the size of the W and
Z° datasets (thus decreasing the statistical error) but has
also increased the levels of background in the samples.
Uncertainty in the level of the background also increases
significantly. Taking the individual cross sections report-
ed in Sec. X A and taking into account the correlated er-
rors in the two measurements we find a value of
R =10.5+0.7 (stat) 0.6 (syst). Because of the increased
systematic error in this new number, we believe that the
previous measurement R =10.2+0.8 (stat)£0.4 (syst) do-
cumented in reference [54] still contains our best

knowledge of the ratio of the cross sections and should be
the number used for R.
The ratio R can be expressed as [55]

g(W—ev)
0(Z%—>ete™)
_oppoWX) T(W—ev) I(Z°
o(pp—Z°X) T(Z°—sete™) T(W)

From R, either the ratio of total widths I'(Z°)/T(W) or
the branching ratio for W into electrons can be extracted
with the knowledge of the ratio of production cross sec-
tions [56], the partial and total widths of the Z° and the
partial widths of the W.

Using our value for R=10.2%0.8 (stat)+0.4 (syst),
predicted values of the production cross section ratio
a(pp—WX)/o(pp —Z°X)=3.23+0.03 [56] and T(W
—ev)/T(Z%°—>ete™)=2.704+0.02 [57], and the mea-
sured value of sin’6, =0.229+0.007 [32], we extract
T(W)/T(Z°)=0.85+0.08. Using the latest value for
I(Z%=2.4961+0.016 GeV [58], we extract (W)
=2.121+0.20. The standard-model prediction with
My, =80.0 GeV/c?, a,=0.13, and M, >My—M, is
'(W)=2.07 GeV. This value for I'(W) has changed
since reference [54] due to the new measurements of
I'(Z°) at CERN LEP.

Recent searches have set preliminary lower limits on
M,,, up to 89 GeV/c? assuming standard-model decays
[38, 35] and limits up to ~46 GeV/c? independent of de-
cay mode [58]. Figure 22 shows a prediction for the ratio
(W)/T(W —ev) as a function of the top mass. From
the values quoted above and I'(Z%—e e )=83.710.7
MeV [58], we find that T'(W)/T'(W —ev)=9.47%0.86.
This value excludes M,,, below 48 (43) GeV/c? at the
90% (95%) confidence level independent of the decay
modes of the top quark [59]. We use the inverse of the
branching ratio since it depends only weakly on the W
mass. Again, the limit has improved due to the new mea-
surements at LEP of I'(Z°) and T(Z%—e te ™).

R =
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FIG. 22. The predicted value for T(W)/I’(W —ev) as a
function of the top-quark mass for M, =80.0 GeV/c? and
a;=0.13. The value calculated from Eq. (13) with 90% and
95% C.L. limits is shown. We use this ratio since it depends
only weakly on the W mass.
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C. Final numbers

The final cross section times branching ratio for W
production and subsequent decay to electron and neutri-
no is oB(W —ev)=2.19140.04 (stat) +0.21 (syst) nb.
The dominant systematic error in the determination of
oB(W —ev) is the 6.8% error in the luminosity normali-
zation. The final cross section times branching ratio for
Z° production and subsequent decay into electrons is
0B(Z°—>e*e™)=0.209+0.013 (stat) £0.017 (syst) nb,
where the luminosity normalization uncertainty dom-
inates the systematic error.

Combining knowledge of the proton structure func-
tions, W and Z° couplings, and QCD corrections leads to
predictions of the cross section for production and decay
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of W and Z° bosons in pp collisions. We have shown that
the predictions are consistent with experimentally mea-
sured quantities.
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