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The method of ®B solar-neutrino measurement by means of the reaction v.e —v,e in the Kamiokande
IT detector is described in detail. A data sample of 1040 live detector days in the time period January
1987 through April 1990 yields a clear directional correlation of the solar-neutrino-induced electron
events with respect to the Sun and a measurement of the differential electron energy distribution. The
measured flux of ®B solar neutrinos from the subsamples of 450 days at electron energy threshold
E,>9.3 MeV, and 590 days at E, > 7.5 MeV relative to calculations of the B flux based on the standard
solar model are 0.46+0.05(stat)+0.06(syst) times the prediction of Bahcall and Ulrich, and
0.70+0.08(stat)+0.09(syst) times the prediction of Turck-Chieze et al. The shape of the recoil electron
energy distribution is consistent with that expected from the product of the known shape of the neutrino
flux from ®B B decay and the cross section for v,e —v,e scattering. Within the statistical error, there is
no evidence in the solar-neutrino signal for a significant time variation.

I. INTRODUCTION

The Sun is an intense source of low-energy (E, <15
MeV) electron neutrinos (v, ) that are products of the nu-
clear processes in its higher temperature central region
which provide the solar energy [1]. Solar neutrinos probe
the interior of the Sun, unlike the photons emitted from
its surface layer, and thereby provide a sensitive test of
solar models. But, also, of special importance to
elementary-particle physics, they provide a means of
searching for as yet undetected intrinsic properties of
neutrinos through the wide range of matter density [2],
the very long distance from the Sun to the Earth [3], and
the relatively high solar magnetic field traversed by low-
energy neutrinos in their passage from the core of the
Sun to a detector on Earth [4].

4

A. The standard solar model

Our knowledge of the Sun, which is formulated in a
quantitative description known as the standard solar
model (SSM), is based on laboratory measurements and
on theoretical models of the internal structure of the Sun.
The SSM makes the following assumptions concerning
stellar evolution: (1) the interior of the Sun is in hydro-
static equilibrium maintained by a balance of the gravita-
tional force against the radiative and particle pressures;
(2) the source of energy in the Sun is nuclear fusion; (3)
the energy transport in the Sun is by photons or convec-
tive currents; (4) the nuclear abundances change solely by
nuclear reactions. The coupled differential equations ex-
pressing these assumptions are subjected to constraints of
the present measured luminosity, radius, and mass of the
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Sun, and its approximate age. Important additional
empirical or semiempirical information such as the equa-
tion of state, nuclear cross sections at relatively low ener-
gies, and the radiative absorption coefficients (opacities)
need also to be specified quantitatively. The system of
equations and constraints is solved iteratively until agree-
ment with an accuracy of one part in 10° is achieved be-
tween the model and the observations of the solar lumi-
nosity and solar radius. The solution of the SSM yields
the primordial values for the mass fraction of hydrogen,
helium, and heavy elements, the present physical profiles
inside the Sun (e.g., mass, temperature, density, pressure,
and luminosity as a function of radius), the spectrum of
helioseismic oscillation frequencies at the solar surface, as
well as the fluxes and spectra of solar neutrinos [5].

The solar core is believed to be in the hydrogen-
burning phase, a sequence of nuclear reactions which
converts four hydrogen nuclei into a helium nucleus, two
positrons and two neutrinos with a release of 26.7 MeV of
which 3% is carried by neutrinos. The SSM predicts that
98.5% of the total solar energy is generated by a series of
reactions initiated by the reaction pp —de "v,, and the
other 1.5% is by the CNO cycle. The total neutrino flux
at Earth is (6.6X10°/cm?)/ sec, mostly (90%) due to
neutrinos from the pp reaction, for which the calculated
flux is almost independent of the input parameters with
an uncertainty of less that 2%. Neutrinos from the
8B—®Be* +e ™ +v, reaction are of particular interest by
virtue of their relatively high energies, up to 15 MeV, al-
though the neutrino flux is less than 10™* of the total
solar-neutrino flux. The calculated flux of ®B solar neu-
trinos is uncertain by 30-40 % largely because it depends
on the |uncertainty in the reaction rate of
"Be+p —®B+7y, which is extremely sensitive to the cen-
tral temperature of the Sun (~ T}, where Tg=T,,,. /10°
K), and to the value of the reaction cross section at low
proton kinetic energy.

The observation of solar neutrinos began in 1970 in the
pioneering radiochemical detector employing ¥C1 as the
target for the reaction v,+3Cl—3Ar+e”. The
corrected average rate of v, interactions in the detector
during a 20-year data-taking interval [6] is between 0.3
[7] and 0.4 [8] times the value predicted by the SSM. The
37C1 detector and the data obtained from it, including a
possible neutrino flux variation with time [9], are dis-
cussed more fully in later sections of this paper.

B. The Kamiokande II solar-neutrino
experiment

For 20 years no experiment either confirmed or extend-
ed the result of the *’Cl experiment. However, since the
beginning of 1986, Kamiokande II (Kamiokande II is an
acronym for the Kamioka Nucleon Decay Experiment in
its second version), an imaging water Cerenkov detector,
has been operating with an electron energy threshold
which makes it sensitive to part (roughly one-half) of the
8B solar-neutrino spectrum. Solar neutrinos are detected
in this detector through neutrino-electron elastic scatter-
ing, v,e —v,e, and measurement of the initial position
and vector momentum of the recoiling electron. The ki-
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nematics of the elastic scattering imposes an angular con-
straint on the recoiling electron:

1+m,/E,

cosf,=———- |
¢ (14+2m,/T,)"?

(1)

where 0, is the scattering angle, m, is the mass of elec-
tron, E, is the energy of the incident neutrino, and 7T, is
the kinetic energy of the recoil electron. The scattering
angle 6, is small (62 <2m, /T,), so that the incident neu-
trino direction is largely preserved in the recoiling elec-
tron direction. The detector has an angular resolution of
28° at 10 MeV, mainly limited by multiple scattering of
the electron in the water, and therefore makes it possible
to point the incident neutrinos back to the Sun, if indeed
that is their origin. In addition, the observed electrons
yield information on the energy spectrum of the incident
v,, and on the real time of each event, which is crucial
for studying possible time variations of the ®B solar-
neutrino flux and neutrino oscillations.

The solar-neutrino data from Kamiokande II yield a
clear directional correlation of the solar-neutrino-induced
electron events with respect to the Sun and a measure-
ment of the differential electron total energy distribution.
In this paper, we present a fuller explanation of the ex-
perimental method and of the solar-neutrino analysis
than published before [10] and the results of an analysis
based on 1040 days of data. In Sec. II we describe in de-
tail the properties of the Kamiokande II detector. Cali-
bration procedures are presented in Sec. III, and back-
grounds discussed in Sec. IV. Data analysis is described
in Sec. V, and results and comparison with the *’Cl re-
sults are given in Sec. VI. Section VII briefly states the
conclusions.

II. KAMIOKANDE II DETECTOR

A. Detector

Kamiokande II is an imaging water Cerenkov detector
located 1000 m underground [2700 m.w.e. (meters of wa-
ter equivalent)] in the Kamioka metal mine in the Gifu
prefecture of Japan, at 36.4° N, 137.3° E, and 25.8° N
geomagnetic latitude.

The Kamiokande II detector consists of an inner main
detector and an outer anticounter. A schematic view of
the detector is shown in Fig. 1. The inner main detector
is contained in a cylindrical steel tank and has a cylindri-
cal volume, 14.4 m in diameter X 13.1 m in height, con-
taining 2142 metric tons of water. A total of 948 pho-
tomultiplier tubes (PMT’s), each with 50-cm ¢ photosens-
itive area, cover 20% of the entire inner surface of the
water tank. The fiducial mass for the ®B solar-neutrino
measurement is 680 tons, with boundaries 2.0 m (3.14 m)
from the barrel and the bottom wall (the top wall).

B. Anticounter

A 4 solid-angle anticounter surrounding the main
detector is a water Cerenkov counter of total mass 1800
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FIG. 1. Schematic drawing of the Kamiokande II detector
showing the location of the water purification system, an-
ticounter, and electronics hut.

metric tons with 123 (50-cm ¢) PMT’s (21 on the bottom,
22 on the top, and 80 on the barrel) to detect any signals
outside the main detector volume and to shield against y
rays and neutrons from outside the detector. The entire
inner surface of the anticounter sections is covered by
aluminum sheets to obtain good light collection
efficiency. The mean thickness of water in the an-
ticounter is 1.2, 0.8, and 1.7 m for the bottom, top, and
barrel sections, respectively. The top and bottom regions
of the anticounter are within the main detector tank opti-
cally separated from the main detector by black plastic
sheets. The anticounter protecting the barrel of the main
detector was constructed by water-sealing the cavity
holding the main detector and filling it with water.

C. Water and air purification

There are several reasons for operating an elaborate
water purification system: (1) The water transparency
should be maintained at a high, constant value (attenua-
tion length X35 m) to minimize the loss of Cerenkov
photons. Since metal ions, such as Fett, Nit*, and
Co*™, and organic molecules such as bacteria decrease
water transparency because of their absorptivity, the wa-
ter must be continually circulated through a purification
system, even though the relatively low temperature
(~11°C) of the water helps to prevent proliferation of
bacteria. (2) At low energies the trigger rate is dominated
by radioisotopes present in the detector water. The re-
moval of radioactivity in the water is one of the most im-
portant functions of the purification system. Special
modifications were added to the water purification system
to remove heavy radioactive elements from the tank wa-
ter. The level of radioactivity has been low enough to al-
low solar-neutrino data to be taken since January 1987.
Furthermore, air-tightening of the detector itself and of
the water purification system, part of which was in place
by the spring of 1987, reduced the radioactive back-
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ground from radon in the air dissolving in the water of
the detector.

The water purification system consists of the following
elements as shown in Fig. 2 (the water flow direction is
denoted by arrows): (a) 5 membrane filters; (b) a
degasifier; (c) an ultraviolet sterilizer to destroy bacteria;
(d) ion-exchange columns for removing uranium (CR-55);
(e) a mixed-bed-type deionization system; and (f) pumps.
The water is circulated through the bottom anticounter,
the inner detector, the top anticounter, and the
purification system, and the flow rate is 4.5 tons/h.

This system has maintained the uranium and radium
content in the tank water at less than 103 pCi liter, and
reduced the equilibrium radon content of the water by a
factor of 103 relative to the water in the mine.

D. Electronics and data acquisition

The Kamiokande II electronics is designed to imple-
ment multihit time and charge measurement for all
PMT’s in the main detector and the anticounter, and to
allow new trigger configurations to be set for a variety of
physical events. The circuitry reduces the dead time of
the system to nearly the limits imposed by the PMT’s
recovery times (less than 50 nsec), and increases the abili-
ty of the detector to record a large number of burst
events without loss of information.

The electronics is illustrated in the block diagram in
Fig. 3. The electronics system is organized into 272
boards of front end cards, each of which processes four
channels of signals, with sixteen such boards to a crate.
Each crate for the main detector (total fifteen crates) con-
tains one trigger processing card and one control card.
Each crate for the anticounter (total two crates) contains
only a control card. The anticounter information is only
used off line. The control continuously cycles through
the channels in the crate searching for flags indicating the
presence of signals to be digitized. When a channel flag is
recognized, the time and charge are digitized and stored
along with the event number in a 512-word-deep first-
in—first-out (FIFO) memory on the control card. When
the event trigger (see next section) occurs, the time (20
nsec least count) and the event numbers are established
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FIG. 2. Block diagram of the Kamiokande II water
purification system.
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FIG. 3. Block diagram of the Kamiokande II electronics.

by a timing card. A PDP 11/73 computer reads the time,
and drains the FIFO memories in each control card of
the digitized PMT information until all of the memories
in the seventeen crates are empty. The PDP 11/73 sorts
the information into event buffers. A PDP 11/60 (re-
placed by a micro-Vax early in 1989) then reads the infor-
mation from the 11/73 and records the data on magnetic
tape.

E. Event trigger and trigger efficiency

The Kamiokande II trigger system is designed to col-
lect all events above approximately 6 MeV with almost
no dead time. If the PMT signal after passing through an
amplifier is above the threshold of approximately 0.35
photoelectron, which is controlled by the PDP 11/73, a
rectangular discriminator output of ~ 100 nsec width and
~35 mV height is produced and transmitted over the
backplane of a crate to the trigger card in the same crate.
The trigger card in each crate of the main detector sums
the 64 channels of discriminator outputs to make an ana-
log pulse, and the master trigger card finally sums the
outputs from the 15 trigger cards. An event trigger is
generated when the peak value of the final analog pulse is
above the trigger threshold which is adjustable and set to
112 mV, effectively corresponding to ~ 17 hit PMT at the
single photoelectron level. The trigger threshold was
lowered to 100 mV in October 1987 to take advantage of
low trigger rate; then it was changed again to 112 mV in
June 1988 when the PMT gain was doubled. It should be
noted that the anticounter information does not partici-
pate in the event trigger formation, but it is useful to veto
events coming from outside, e.g., cosmic-ray muons, ¥
rays, and neutrons, in the off-line data reduction and
analysis.

The trigger efficiency as a function of total energy is
obtained from Monte Carlo—generated electron events.
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The initial trigger accepted 7.6 MeV (10.0 MeV) electrons
with 50% (90%) efficiency over the 680-metric-ton fidu-
cial volume of the detector with a trigger threshold of
112 mV. After October 1987 and before the PMT gain
change in June 1988, the trigger accepted 6.7 (9.2)MeV
electrons with 50(90%) efficiency over the fiducial volume
with 100-mV trigger threshold. After the PMT gain in-
crease the efficiencies became 50% for 6.1-MeV electrons
and 90% for 9.0-MeV electrons over the fiducial volume.
(After the end of May, 1989, an additional trigger which
was lower than the immediately earlier one by 15% was
also employed. But the present analysis was performed
only for the data taken with the 6.1-MeV threshold.) The
trigger efficiency as a function of energy is shown in Fig.
4. The time dependence of the trigger threshold (50%
efficiency) is shown in Fig. 5. The total rate of triggers in
the detector was, for example since May 1989, ~5 Hz at
5.2 MeV and ~1 Hz at 6.1 MeV threshold, of which 0.37
Hz is due to cosmic-ray muons. The remaining trigger
rate is presumably due to radioactivity in the water of the
inner counter and in the detector materials. One of the
possible radioactive sources is the B8 decay of 214 (B
spectrum end-point energy 3.26 MeV), a daughter of
wp,

III. CALIBRATION

To observe solar neutrinos in a detector such as
Kamiokande 1II, it is important to calculate accurately
the true energy, interaction position, and direction of an
event. The PMT timing information and the Cerenkov
pattern of an event are vital for reconstruction of the in-
teraction (vertex) position and direction of low-energy
electrons. The energy of low-energy electrons is estimat-
ed using the number of hit PMT’s. Accordingly, accu-
rate calibrations of individual channels and of the overall
response are necessary.

A. Energy measurement and calibration

Single low-energy electrons scattered by neutrinos in-
cident on the detector cause the emission of Cerenkov
light with a total intensity nearly proportional to the to-
tal energy of the charged particles. In the energy range
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FIG. 4. Plot of trigger efficiency against total electron energy
before and after the gain change. The fiducial mass for the
solar-neutrino measurement is 680 tons.
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FIG. 5. Dependence of the electron energy threshold on time
during the period January, 1987 through April, 1990, indicating
the improvement in sensitivity in that period. After May 1989,
two different energy thresholds are shown (see text).

of the events discussed here ( <15 MeV), a typical PMT
response corresponds to the detection of one photoelec-
tron. Thus, the energy of low-energy electrons can be es-
timated by an appropriate sum of the number of PMT’s
which respond to the signal. .

The actual response of the detector to the Cerenkov
light depends on attenuation of the Cerenkov light by ab-
sorption in the water and the geometrical effects arising
from event location and the location of the responding
PMT’s. The number of hit PMT’s corrected for these
effects is expressed by the effective number of hit PMT’s
(N ), which is described in detail in Appendix A.

An electron of 10-MeV total energy gives an average
26 and 30 N4 before and after gain doubling, respective-
ly. Thus, the total electron energy, E, in MeV, of each
event is estimated simply by dividing N by 2.6 (3.0) for
the data before (after) gain doubling.

The energy calibration of the detector is performed us-
ing three independent methods. The first method uses ¥
rays from a Ni thermal neutron capture reaction
[Ni(n,y)Ni*]. The second method makes use of the con-
tinuous energy distribution of decay electrons from stop-
ping cosmic-ray muons. The third method makes use of
the B spectra of radioactive nuclei (end-point energies of
10-17 MeV) which are produced by spallation induced
by cosmic-ray muons.

1. Cf-Ni 9-MeV y-ray source

v rays of energies about 9 MeV are emitted from the
thermal neutron capture reaction by nickel, Ni(n,y )Ni*.
The y rays are produced in transitions with total emitted
energies 9.0, 7.8, and 6.8 MeV, and relative intensities of
0.71, 0.16, and 0.13, respectively, where these values are
the products of the mass fraction and cross section for
thermal neutron capture for each nickel isotope [11].
The calibration system utilizes 252Cf as a neutron source,
which is enclosed by a water-filled nickel can with dimen-
sions of 9.5 cm in diameter, 16 cm in height, and 1 mm in
thickness. The amount of 2*2Cf is 97 uCi in activity and
it emits 4.6X10° neutrons/sec at ~2 MeV which are
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slowed by interactions with the water in the nickel can.

Since 252Cf itself emits v rays, two sets of data were
taken: one with 2°2Cf only (without a nickel can) and the
other with 2°2Cf and Ni. The measured N4 distributions
of y rays for both data sets are shown in Fig. 6. The N4
spectrum of y rays from the neutron capture reaction in
Ni is obtained by subtraction, and is shown in Fig. 7.
The Monte Carlo simulation was tuned to reproduce the
peak of the N4 distribution of the »>Cf/Ni calibration
data within +1%.

The shape of the observed spectrum in Fig. 7, especial-
ly the width which represents the energy resolution, is
well reproduced by the Monte Carlo simulation. The
calibration was also performed by placing the source at
various places in the detector fiducial volume other than
the center. The Monte Carlo simulation reproduces the
peak position of the spectrum within 2% for these addi-
tional calibration data. The stability of the gain of the
detector was monitored using the y-ray source. The rela-
tive gain of the detector monitored with the Ni(n,y )Ni*
source is shown in Fig. 8. The gain is stable within £2%
over four years of operation from 1987 to 1990.

2. Stopping-muon decays

Electrons from stopping-muon decays are sampled and
compared with a Monte Carlo simulation of the well-
known muon decay (Michel) spectrum. Comparison of
the N4 distribution is shown in Fig. 9 and yields

Monte Carlo simulation
Data

=1.011%0.003 . (2)

3. Spallation events

B decays from cosmic-ray muon-induced spallation
products were obtained in conjunction with the informa-
tion of the preceding muons.
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FIG. 6. The measured y-ray spectra from the Cf + Ni (data
points) and Cf (solid histogram) sources.
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trum in Fig. 6. The solid histogram is the Monte Carlo calculat-
ed spectrum from Ni(n,y )Ni*.

Monte Carlo events were generated to simulate the 8
decay of the short-lived isotopes, B (7, ,,=20.3 msec,
E .x=13.37 MeV) and "N (7r,,=11.0 msec,
E_..=16.38 MeV) in the ratio B to '’N, 0.85:0.15,
which accounted for an observed half-life of 18.410.8
msec shown in Fig. 10. Comparison of the observed N 4
distribution of B rays from the short-lived isotopes and
the adjusted Monte Carlo simulation, shown in Fig. 11,
gives

Monte Carlo simulation
Data

=0.981+0.01 . (3)

4. Energy calibration, energy resolution,
and angular resolution

Combining the results of the three independent energy

110 T | 1
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FIG. 8. Plot of the gain stability, i.e., the relative value of the
Ni(#n,y)Ni* calibration source in the interval between October,
1986 and April, 1990, showing less than 2% change in that time
period.

(data points) compared with that of the Monte Carlo simulation
(histogram) which includes energy resolution.

calibrations, one obtains

Monte Carlo simulation
Data

=1.00£0.03 . 4)

From the consistency of the three calibration results, the
uncertainty in the absolute energy calibration is estimat-
ed to be less than 3%. The energy resolution for low-
energy electrons is shown in Fig. 12 before and after the
gain change. Typical values of o(E,)/E, after the gain
change are 21% at 8.5 MeV, 20% at 10.0 MeV, and 18%
at 15.0 MeV. The energy resolution after the gain change
is approximated by the following empirical formula (this
approximation is correct below E, <12 MeV):

o(E,)/E,=0.63/VE, , (5)

where E, is the electron total energy in MeV.

The angular resolution of the detector was calibrated
using a collimator with the Ni(n,y )Ni* source placed at
the top of the detector. The observed data are compared
with the Monte Carlo simulation in Fig. 13. The angular
resolution of the detector is limited by multiple Coulomb

., 050r . ! r I .
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FIG. 10. Plot of event rate against time interval AT from the
preceding muon event. The solid curve is the lifetime obtained
from a mixture of short-lived spallation B decaying products ?B
and >N. Spallation products with energy threshold of 10 MeV
accompanied by preceding muons with pulse height above
20000 p.e. were selected.
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Monte Carlo-simulated spectrum of 8 decays from a mixture of
2B and "”N with a relative ratio of 0.85 to 0.15 for E, > 10 MeV
consistent with the lifetime plot in Fig. 10. Data and energy
calibration taken before and after the gain change.

scattering of electrons. Therefore, this calibration tests
the validity of the simulation of the propagation of elec-
trons and y’s in water, for which we adopted EGS version
4 [12]. The dependence of the electron angular resolution
on electron energy is shown in Fig. 14 before and after
the gain change.

B. Timing calibration

The timing calibration corrects for the variation of
time response as a function of pulse amplitude, for the
time delay due to the different high voltage applied to the
PMT, and for the different cable lengths for the individu-
al channels so that overall time synchronization may be
achieved. The synchronization is described by calibra-
tion constants associated with the electronics and other
constants associated with the remainder of the detector.

The timing calibration is achieved by a laser system
which utilizes a nitrogen gas laser as a light source.
Upon receiving a trigger, the laser emits a light pulse
with a wavelength of 337 nm for less than 3-nsec dura-
tion. A quartz plate splits the light pulse into two: one
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FIG. 12. Energy resolution plotted vs total electron energy
obtained by the Monte Carlo calculations before (dashed) and
after (solid) gain change.

FIG. 13. Measured distribution in cosé of collimated y rays
compared with that of the Monte Carlo simulation. The angle 9
is the angle between the reconstructed electron direction and
the downward direction (see text).

goes to PIN diodes for the electronics trigger, and the
other goes through a 6-bit attenuator. A combination of
six attenuator components changes the intensity of light
from a few tenths of a single photoelectron to a few hun-
dreds of photoelectrons in the tank PMT. The laser light
is guided along a long optical fiber to a diffusing ball
which makes the light reasonably isotropic. Timing cali-
bration data are taken with the diffusing ball at the center
of the detector to synchronize all PMT channels. Data to
calibrate the electronics alone are taken by activating the
discriminator of each channel with a test pulse from the
timing card, and by stopping the activation with a de-
layed global trigger.

The time response as a function of pulse height is ob-
tained from the calibration data for each individual PMT
channel. Timing calibration constants are calculated by
determining the characteristic function for each obtained
time response as a function of pulse height.

@

[¢3]

g

5

S 50 . [

5 40 < =
5 30f =
| E 1
B 20F =
Ll o 7
T ok .
o r 3
f[_l O: 1 L 7
5 5 10 15 20
(&)

2 Ee (MeV)

FIG. 14. Angular resolution as a function of total electron
energy before (dashed) and after (solid) gain change.
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C. Calibration of vertex position resolution

The track length of a 10-MeV electron is about 5 cm,
and therefore it is almost pointlike in the detector. The
origin of an electron event is determined by reconstruct-
ing the vertex of the Cerenkov cone utilizing the relative
timing and pulse-height information from each struck
PMT.

From the best estimated vertex position, the time resid-
ual of each responding PMT was calculated by subtract-
ing the time of flight from the measured time. Figure
15(a) shows the time residual distribution of an event,
sharply peaked at zero when a correct vertex position is
found. On the other hand, an incorrect vertex position
leads to a broad time residual distribution as shown in
Fig. 15(b).

The vertex position resolution was calibrated by y rays
from the Ni(n,y )Ni* source. The data were taken with
the calibration source at the center of the water tank and
at other positions in the fiducial volume which gave the
same results. The position of the source was well repro-
duced by the mean of the reconstructed vertex positions
within 10 cm in each coordinate and the lo deviation
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FIG. 15. (a) Distribution of the number of PMT’s per unit of
time residual against the residual time for a typical well recon-
structed event. If all the measured times of the PMT’s in an
event are properly corrected for the time of flight from a correct
vertex position, the distribution should peak sharply at the
mean time residual as shown. (b) Same as (a) but for an event
with an incorrect vertex position.
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was identical in each coordinate as well as consistent with
a Monte Carlo simulation. No systematic bias was found
in the vertex reconstruction.

The vertex position resolution was obtained from the
lo deviation of the reconstructed vertex positions rela-
tive to the location of the source. The measured vertex
position resolution of y rays is shown in Fig. 16(a) as a
function of energy, and is compared with that of the
Monte Carlo simulation. However, the vertex position
resolution in Fig. 16(a) is for ¥ rays, and thus it is worse
than the one for electrons because of the conversion
length of y rays in water (~40 cm). The Monte Carlo
simulation using EGS4 [12] tuned for the y-ray calibration
data was used to estimate the vertex resolution of elec-
trons. The vertex position resolution shown in Fig.
16(b), thus obtained, is 1.2 and 1.0 m for 10-MeV elec-
trons for the data before and after the gain change, re-
spectively.

D. Expected signature

The neutrino energy spectrum of ®B decay is precisely
determined [13], and precise measurements of elec-
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FIG. 16. (a) The points show the measured vertex position
resolution (10') of ¥ rays from the Ni source against total ener-
gy before and after the gain change compared with the Monte
Carlo—simulated resolutions. In plotting resolution against en-
ergy in MeV, the N distributions corresponding to given ener-
gies in MeV were taken into account. (b) Vertex position reso-
lution of electrons from the Monte Carlo simulation before
(dashed) and after (solid) the gain change.
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troweak parameters provide the cross section of ve —ve
scattering accurately. Thus, the shape of the energy dis-
tribution of the final-state electrons may be calculated
precisely. The energy distribution is shown in Fig. 17(a).
The response of the detector is obtained from a Monte
Carlo simulation, in which the detailed detector structure
is taken into account. The resultant expected energy dis-
tribution, in which the detector response is convoluted, is
shown in Fig. 17(b) for the data after the gain change.
The difference in expected energy distribution between
the data before and after the gain change is small, and is
taken into account in the data analysis. The expected
event rate is 0.86 (events/day)/680 tons for E,=>7.5
MeV, and 0.28(0.29) (events/day)/680 tons for E, =10
MeV after (before) gain doubling, when the calculation of
Bahcall and Ulrich [7] is used, and 35% lower for the cal-
culation of Turck-Chieze et al. [8]. The slight decrease
(<3%) in the event rate after the gain change is due to
the improvement in the energy resolution and the reduc-
tion of background.

IV. BACKGROUND

The main backgrounds in the solar-neutrino measure-
ment in Kamiokande II are from natural radioactivity in
the detector water, from ¥ rays and neutrons emanating
from the rock surrounding the detector, and from the S
decays of the muon-induced spallation nuclei in the wa-
ter.

(a)

(b)

EVENT RATELEVENTS/DAY)MeV)]

11 1 1 \1\\4.
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ELECTRON ENERGY (MeV)

FIG. 17. (a) Total energy spectrum of electrons from
v,e—v,e based on the laboratory measured flux ¢,(°B) and the
cross section for v.e —wv,e. (b) Monte Carlo simulation of the
expected total electron energy spectrum in the Kamiokande II
detector after the gain change (solid line). The difference in ex-
pected energy distribution between before and after the gain
change is small, and is taken into account in the data analysis.
The dashed line is same as (a), but for the corresponding energy
region.
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A. Radioactivity in the tank water

At low energies ( S7 MeV) most of the trigger rate is
due to the B decay of 2'*Bi [B spectrum end point 3.26
MeV, a daughter of *’Rn (7,,,=3.8d)]. Although the
maximum energy of the B spectrum is below the trigger
threshold, the detection of low-energy electrons from
214Bj decay results from the convolution of the energy
resolution of the detector with a fractional event accep-
tance between 107 ° and 10”4,

The origins of the *>Rn are known. (1) It is primarily
contained in the water of the mine (estimated radon con-
tent: 200~300 pCi/liter). The presence of the **2Rn is
confirmed by the observation of a sudden rise in the
trigger rate when fresh water is added to the tank, fol-
lowed by a reduction of the trigger rate consistent with
the 3.8-d half-life. (2) It is dissolved in the detector water
from the air. The concentration of radon in the air inside
the Kamioka mine is ~ 50 pCi/liter, which is at least 100
times higher than that of the air outside the mine. (3) It
is also produced from the decay of *?Ra in the detector
water.

Special modifications were added to the water
purification system to remove heavy radioactive elements
from the tank water. In April 1986, an ion-exchange
column was installed to remove the uranium selectively
by utilizing a chelate resin. The uranium content in the
circulating water was 0.17 pCi/liter initially, and became
less than 1072 pCi/liter by December 1986. To remove
226Ra as well as other metal ions, another ion-exchange
column was installed. The *?Ra content in the primary
water is 1.5X 1072 pCi/liter and the content in the circu-
lating water was reduced to less than 1073 pCi/liter. The
top of the water tank was sealed in the spring of 1987,
and the water circulation/purification system was made
airtight to prevent radon in the air in the cavity from
entering the water. In addition, radon-free gas has been
supplied to both the main tank and the buffer tanks in the
purification system since the middle of 1987, with the aim
of having the pressure of this gas balance the pressure of
the outside air and thereby compensate for air leaks in
the system. A degasification system was also installed to
remove air (radon) from the circulating water.

The trigger rate due to the 8 decay of 2'*Bi has been
substantially reduced by the above efforts to eliminate ra-
dioactivity in the water. As a result, the trigger threshold
has been lowered several times, to be finally set at 5.2
MeV. The final event rate in the 680-ton fiducial volume
is ~5 events/day for E, = 7.5 MeV, as can be seen in Fig.
19. A sharp rise of the background below 7 MeV is not
completely understood, although the prime suspect. is
222Rn probably from incomplete air tightening.

v rays from spontaneous fission of uranium is one
source of radioactive background. Uranium in the inner
detector water was further reduced, using the chelate
resin, to the level $2.4X10™* pCi/liter, which corre-
sponds to <0.05 (events/day)/680 tons for E,6>7.5
MeV.

B. ¥ rays from the rock

The flux of external ¥ rays from the surrounding rock
was measured to be ~3X10° per day per all surface of
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the detector for E,=7.5 MeV. The anticounter layer
reduces the flux by ~3 orders of magnitude, and the
remaining external y rays convert in the inner detector.
Most remaining ¥ rays have vertex positions near the
surface of the detector. They are reduced by an addition-
al factor of ~400 by limiting events to the fiducial
volume and by the y-ray cut (see Sec. VE). The resultant
background of external y rays is 1~2 (events/day)/680
tons (E, = 7.5 MeV) in the solar-neutrino analysis.

C. Spallation products of cosmic-ray muons

Cosmic-ray muons produce radioactive nuclides in the
detector water leading to 8 decays with lifetimes of a few
tens of milliseconds to several seconds by the following
processes: (1) direct fragmentation of target oxygen nu-
clei; (2) capture by oxygen of 7~ (arising from inelastic
interactions of the muons with water) can contribute to
the production of radioactive nuclides, e.g.,
7 +1%0—-2B+a, 77 +1°0—12N+4n, and so on; (3)
nuclear capture of stopping pu~ in oxygen nuclei oc-
casionally leads to !N which is radioactive:
p~+%0—-N+v,, “N-YO+B7+v, (r,,=7.13
sec). The event rate of these processes is observed to be
~20 (events/day)/680 tons (E,=7.5 MeV) at the in-
cident cosmic-ray muon rate of 0.37 Hz. Most of the nu-
clei are produced along the track of muons. Further-
more, the preceding muons are usually accompanied by
an energetic nuclear or electromagnetic cascade shower.
Using these characteristics, this background can be re-
duced by a factor of 10-20, as will be described in Sec.
VD.

Process (3) can be determined precisely as giving rise
to ~0.3 (events/day)/680 tons with E,>7.5 MeV. The
decay of N produces a 8 ray and vy ray, which deposit
an energy of ~10 MeV total. This background is re-
duced by a factor of ~10 using the timing and spatial
correlation between stopping u~ and low-energy events.
Therefore, the contribution to the solar-neutrino back-
ground is negligible.

In addition to the relatively long-lived B decaying spal-
lation products, low-energy electron events are observed
with a decay time structure of 7=2.2710.03 usec; the
energy spectrum of these events is consistent with the
muon decay (Michel) spectrum and the decay time struc-
ture is consistent with the decay lifetime of u* in water.
These fast followers are another result of 7 production
by inelastic muon interactions in water; essentially all 7~
are captured by oxygen nuclei leading to S-decaying nu-
clei, while most 7" decay into u*. The #° contribute to
the shower attending the incident muon.

The ¥, flux from nuclear reactors was calculated by
Lagage [14] in 1985 to be ~(1.6X10%, /cm?)/sec at
Kamioka. The ¥, is absorbed by a free proton in the
detector with emission of a positron. The total produc-
tion rate of positrons 1is calculated to be 1.5
(events/day)/680 tons. Because of the soft energy spec-
trum of the ¥,, the expected event rate above 7.5 MeV is
only 0.02 to 0.03 (events/day)/680 tons.

Finally, note that all the backgrounds described above
have isotropic angular distributions with respect to the
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direction of the Sun. Taking into account the directional
information, the background rate can be further reduced
by a factor ~10.

V. DATA ANALYSIS

The Kamiokande II detector began operating at the
beginning of 1986. However, the radioactive background
was too high and too variable to permit observation of so-
lar neutrinos until December 1986. Measurement of ®B
solar neutrinos was carried out on 1040 detector live days
of data with low radioactivity background, taken from
January 1987 through April 1990.

Two independent off-line analyses were performed on
the data. Each analysis obtained a final sample using in-
dependent programs for event reconstruction and apply-
ing different event-selection criteria.

A. Event selection

The selection of events was done in several steps: (i)
data reduction, (ii) vertex reconstruction and fiducial
volume cut, (iii) elimination of muon-induced back-
ground, and (iv) remaining y-ray cut. The data reduction
step rejects cosmic rays and selects events contained in
the inner detector. The vertex positions of the reduced
data are reconstructed and most external y rays are re-
jected by the fiducial volume cut. Most of the remaining
high-energy ( X 8 MeV) events are the 8 decays of spalla-
tion products. These events are rejected using spatial and
time information. A fraction of the external y rays
remain even after the fiducial volume cut. The fourth
step therefore imposes a tighter criterion to reduce the
remaining y rays. The details of each step are described
in this section.

B. Data reduction

Data which satisfy the following criteria are selected:
(1) an anticounter total pulse height <30 p.e. (photoelec-
trons); (2) a time difference from the previous event = 100
p sec; (3) main detector total pulse height <100 p.e.
(corresponds to E,S30 MeV). Criterion (1) rejects
cosmic-ray muons. The probability that an event con-
tained in the inner detector will have an anticounter sig-
nal greater than 30 p.e. due to accidental noise is much
less than 107 3. Criterion (2) rejects decay electrons from
stopping muons. The loss of the ®B solar-neutrino signal
by this criterion is (100X107%) sec X(1-5) Hz
=10"*-5X10"*, where the second factor is the typical
trigger rate. Criterion (3) limits the energy range for
events accepted as solar neutrinos.

C. Vertex reconstruction and fiducial volume cut

The vertex position of each event is determined using
the timing information and Cerenkov pattern of fired
PMT’s. The principle of vertex reconstruction is to find
the position where the width of the histogram of residual
time (¢; minus time of flight from vertex to PMT;, where
t; is the measured time in PMT;) is minimal and the spa-
tial distribution of the fired PMT’s fits well to the expect-
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ed Cerenkov pattern. Particle direction is also deter-
mined from the Cerenkov pattern information. The ver-
tex position distribution of the reduced events is shown in
Fig. 18, where the horizontal axis, R?, is the square of the
radial coordinate and the vertical axis is the vertical coor-
dinate Z. This distribution shows that events accumulate
at the periphery of the detector, especially near the top.
The physical boundary of the cylindrical main detector is
defined by —5.94m <Z =<7.14 m and R <7.22 m. The
different event rates near the top, barrel, and bottom
walls are due to different thicknesses of the anticounter
on those regions: top, 0.8 m; barrel, 1.7 m; bottom, 1.2
m, and therefore different levels of y-ray absorption.
Most of these ¥ rays were rejected by limiting the fiducial
volume for the solar-neutrino measurement to 680 tons,
which was chosen to be 3.14 m below the top PMT layer,
and 2 m inside the barrel and bottom PMT layers, i.e.,
|Z| <4.0 m and R <5.22 m, as shown in Fig. 18. The
energy spectra of events in the total detector volume and
in the fiducial volume are shown by open and closed cir-
cles, respectively, in Fig. 19. The fiducial volume cut
reduces the number of events by a factor of ~ 10, where
the ratio of fiducial to detector volume (2140 tons) is 0.32.
Most of events with E, R 17 meV in the total detector
volume are due to p—>e decay electrons whose preceding
muons stop near the wall without emitting Cerenkov
light in the detector. They are also rejected through the
fiducial volume cut.

The integral event rate after the fiducial volume cut
was, for example, 14 (20) events/day for E, > 8.5 MeV
and 6 (7) events/day for E, 2 10.0 MeV after (before) the
gain change. The low-energy event rate in the fiducial
volume was reduced after the gain change for the follow-
ing reasons: (1) improvement of the energy resolution
suppressed the contribution of radioactive nuclei; (2) the
increase of the number hit PMT in an event led to im-
provement in vertex reconstruction, which eliminated
many less well reconstructed events at the edge of the
fiducial volume. The same fiducial volume cut was im-
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FIG. 18. Distribution in Z (vertical dimension) vs R? (radial
dimension squared) of reconstructed event vertices showing
excesses of events at the top and the periphery of the barrel.
The solid inner boundary is the outline of the fiducial volume.

posed in the two independent analyses based on indepen-
dent programs for event reconstruction and independent-
ly obtained calibration constants.

D. Elimination of muon-induced background

A major background remaining after the fiducial
volume cut is 3 decays from spallation products (see Sec.
IV C). To determine the criteria for removing this back-
ground, the characteristics of these events were studied in
detail. The time interval AT distribution between low-
energy events and the preceding muon for events with
E,>10 MeV was shown in Fig. 10 which exhibited a
half-life of 18.4+0.8 msec. As noted earlier, the preced-
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ing muons usually create energetic nuclear or electromag-
netic showers. Consequently, the total pulse-height dis-
tribution of the preceding muons is much larger than that
of typical through-going muons, as shown in Fig. 20.
The spatial correlation, AR, between the vertex position
of low-energy events and the track of the preceding
muons is shown in Fig. 21, (a) for events with
E,>9 MeV, 0.1 <AT <100 msec, (b) for events with
AT <100 psec. These figures indicate that the back-
ground induced by spallation is correlated in time and
space with relatively high pulse-height muons. Nuclei
with longer lifetimes are also observed. Figure 22 shows
the AT distribution of low-energy events (E, = 10 MeV)
with AR =<3 m relative to muon tracks with pulse height
240000 p.e. An admixture of the B decays of

®Li(,,,=0.84 sec), ®B(r,,=0.77 sec), and '‘N(r,,
=7.13 sec) seems to be observed.

To eliminate most 3 decays two types of criteria were
utilized in the two independent analyses. In the first,
events were rejected if they had a small time gap (AT)
from and spatial correlation (AR ) with preceding muons
accompanied by energetic showers. Figure 23 illustrates
the criteria using the plot of pulse height of preceding
muon vs AT. Low-energy events in region 1 are rejected
without any restriction on AR. Events in regions 2 and 3
are rejected if they have spatial correlation AR <3 m and
AR =2 m, respectively. These criteria were determined
to maximize a figure of merit defined by (1—¢) J/V'N R
where € is the dead time of the cut, and N is the number
of events remaining after the cut. The dead time of the
above criteria is 15.3%. With a probability of ~14% rel-
ative to single spallation low-energy events, multiple
low-energy events can also be induced by a single muon
as shown in Fig. 24. For multiple spallation events, the
following criterion is applied: if a muon is marked by the
above criteria as causing at least one spallation event,
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FIG. 20. Muon event rate per observed pulse-height interval
against pulse height in total photoelectrons. The cross-hatched
area shows the pulse-height distribution of the initiators of spal-
lation events, which satisfy the requirement of the time interval
to the spallation events (E, = 10 MeV) to be less than 50 msec.
The right arrow shows that the last bin is the sum of all events
above 10° p.e. The histogram gives the shape of the distribution
for all muons traversing the Kamiokande II detector. The num-
ber of events contained in the histogram is scaled to the number
of events in the cross-hatched area.
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then events in the time interval 50 sec directly after the
muon are vetoed. The dead time of this additional cri-
terion is 1.5%.

The background of !'®N induced by stopping cosmic-
ray muons is removed using the spatial (AR ) and timing
(AT) correlation with stopping muons, where AR is the
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distance between the vertex position of a low-energy
event and the final position of the preceding stopping
muon. The AR distribution of events with AT <20 sec is
compared with that of chance coincidence in Fig. 25. A
clear spatial correlation is seen at small AR, and events
which correlate as AR <3 m and AT <20 sec are reject-
ed. The dead time of this criterion is 0.14%.

The energy spectrum after the elimination of muon-
induced background is shown by open diamonds in Fig.
19. These cuts reduced the event rate above 10 MeV by a
factor of ~5. The total dead time was 16.9%. The rejec-
tion efficiency for the selection criteria shown in Fig. 23
was estimated by the detailed study of the timing and dis-
tance correlation with preceding muons and pulse-height
information on the muons. The rejection efficiency of the
muon-induced background is estimated to be ~95%.

In the second type of criteria, an effort was made to
utilize only event times and thereby lessen to some extent
reliance on the Monte Carlo simulation. The require-
ments imposed were that (a) the time of any low-energy
event relative to the time of the previous cosmic-ray
muon event with pulse height greater than 10* p.e.
(4X10* p.e.) be greater than 100 msec (20 sec), and (b)
low-energy events in the fiducial volume were removed
which occurred within 40 sec of each other without refer-
ence to a preceding muon. Requirement (b) is based on
the data in Fig. 26, and is effective because multiple pions
are produced in the cascade attending an inelastic muon
interaction, frequently leading to more than one low-
energy decay event (a cluster) within the 40-sec interval.
These criteria of the second type reduced the low-energy
(E, =210 MeV) event sample by a factor of 4.4, and intro-
duced a dead time of 16.7%. The rejection efficiency was
approximately 90%.

The resultant energy spectrum of low-energy events
after applying the fiducial volume cut and the spallation
event criteria of the second type is similar in all respects
to the corresponding spectrum in Fig. 19. That spectrum
mostly consists of the remnants of the two original com-
ponents. The soft component is due to the residual ra-
dioactivity, and the hard component is due to spallation
products and external y rays which are not completely el-
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FIG. 25. Plot showing the correlation in space of the 8 de-
cays (E,=9.3 MeV) from the long-lived (~7-sec) '*N isotope
with the incident muon track (AT <20 sec). The histogram is
for a randomly chosen sample of low-energy events.
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iminated by the event-selection criteria described above.
To reduce the contribution of the soft component to the
background in the solar-neutrino analysis, we used only
the data sample with E,>9.3 MeV before the gain
change described above, and with E, 27.5 MeV after the
gain change.

E. Remaining ¥ -ray cut

One background remaining after the rejection of the
muon-induced background is due to external y rays
which reconstructed poorly at the boundary of the fidu-
cial volume. These may be identified using position and
direction information. Figure 27(a) shows a two-
dimensional plot of the Z coordinate of the reconstructed
vertex position versus cosine of zenith angle. One can see
an excess of events directed inwards, i.e., upward
(downward)-going events near the bottom (top) of the
detector. An excess is also observed in a plot of R? vs
cosO,,; as shown in Fig. 27(b), where cosf,,,; is the
cosine of the angle between the electron direction and the
normal to the nearest wall. To reduce this background,
events were rejected which had vertex positions near the
edge of the fiducial volume (outer 1-m layer) and
c0sB0y,;>0.67. This cut further reduced the event rate
by ~40%, and introduced additional dead time of 13%
estimated by the Monte Carlo simulation. The resultant
event rate as a function of electron energy after this cut is
shown as the solid diamonds in Fig. 19.

To test whether the y-ray cut was biased by the direc-
tional criteria, the event-selection process was repeated
with various smaller fiducial volumes without the y-ray
cut. Within statistical errors, the observed solar-neutrino
signals were the same as the corresponding result for the
larger (680-ton) fiducial region with y-ray cut. The dead
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FIG. 26. Distributions of the time interval between two adja-
cent low-energy events (E, > 8.5 MeV) in the 680-ton fiducial
volume: (a) before cluster cut, (b) after cluster cut (see text).
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time of the y-ray cut is independently confirmed by using
spallation event sample. In addition, final results for the
solar-neutrino flux and electron energy distribution were
also obtained without the remaining y-ray cut. Results
with and without the remaining y-ray cut were complete-
ly consistent.

To extract the ®B solar-neutrino signal, the final event
sample was tested for a directional correlation with
respect to the Sun. The test provides an additional order
of magnitude discrimination against the isotropic back-
ground, which is described in the next section.

VI. RESULTS

A. Directional correlation with the Sun and
electron energy distribution

Any correlation of the direction of observed low-
energy events with the direction from the Sun to Earth is
made possible by the preservation of the incident v,
direction in the reaction v,e —v,e, the moderate angle of
multiple scattering of the recoiling electrons, and the ob-
servation in real time of each low-energy event, which
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show the remaining ¥ cut.



44 REAL-TIME, DIRECTIONAL MEASUREMENT OF ®B SOLAR ...

permits the correlation of the Sun’s position in the sky
relative to the detector coordinates at a given instant.

Figure 28(a) shows the distribution in cosfg for
E,=9.3 MeV for the entire 1040-day data sample.
(cosfp=1 corresponds to the direction from the Sun to
Earth.) The distributions for the data samples before and
after the gain doubling are separately shown in Figs.
28(b) and 28(c). Figure 28(d) shows the distribution for
E,27.5 MeV after the gain change. The solid histo-
grams in the figures give the shape of the signal expected
from a Monte Carlo simulation based on the angular and
energy resolution of the detector. For simplicity, we
have made the area under the solid histograms in Fig. 28
equal to the prediction of the SSM calculation of Bahcall
and Ulrich [7], and have also done this in certain subse-
quent figures. Where the numerical value of the SSM
prediction is not a basis for comparison we use the sym-
bol "SSM." All angular distributions show enhancement
in the direction from the Sun above the isotropic back-
ground. However, the amount of the enhancement is less
than that expected from calculations [7,8] based on the
SSM.

The intensity of the signal relative to the SSM was ob-
tained by the ¥ method and by a maximum-likelihood
method with results differing by only a few percent. The
likelihood function was defined by

L(x)=H {%[ 1 _a(Ee,i )x ]+fsolar(cose®,i )a(Ee,i )x }

(6)
with
a(Ee,i )ZNSSM(Ee,i )/Ndata(Ee,i ) ’

where N4, (E,) and Ngg(E, ) are energy distributions of
the final data sample and expected signal from SSM.
Ssonar(c0sBp) is a normalized function which represents
an expected angular distribution of the signal. The pa-
rameter x gives the intensity of the signal relative to the
SSM prediction. The first term in L(x) represents the
isotropic background.

The energy spectrum of the final-state electrons in-
duced by the solar v, was obtained by performing a
maximum-likelihood fit using events in each energy bin,
and also by a direct subtraction method in which the en-
ergy distribution of the isotropic background
(cosfg <0.8) was subtracted from the energy distribution
of the events with cos6g=0.90. The resultant spectrum
was essentially identical for both methods, and is shown
in Fig. 29 relative to the simulated spectrum based on
o(v,e—v,e), the known shape of the v, spectrum from
8B decay, and the energy resolution of the detector. The
best-fit spectrum (dashed histogram) yields 0.46 SSM [7]
with reduced y? of 1.05. The shapes of the data and the
histogram in Fig. 29 are independent of the total flux pre-
diction of the SSM.

We note that the shape of the background (events with
cosf <0.8) electron energy distribution was compared
with the shape of the background subtracted signal distri-
bution in Fig. 29(a) by means of a x? test. The test yield-
ed a confidence level <1% on the probability that the
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FIG. 28. (a) Plot of the cosine of the angle between the elec-
tron direction and a radius vector from the Sun showing the sig-
nal from the Sun plus an isotropic background. This plot is for
E,>29.3 MeV, and the time period January, 1987 through
April, 1990, a total of 1040 live-detector days. (b) Same as (a)
but for the period January, 1987 through May, 1988, a total 450
live-detector days. (c) Same as (a) but for the period June, 1988
through April, 1990, a total 590 live-detector days. (d) Same as
(c) but for E, 2 7.5 MeV. The solid histograms give the shape of
the signal expected from a Monte Carlo simulation (see text).
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signal and background spectral shapes are the same.

The data samples of the two analyses were carefully
compared in many ways after each step in the analyses.
Based on the sample after the fiducial volume cut, the
correlations in event reconstruction and energy estima-
tion between the two analyses were tested and showed ex-
cellent agreement. The distributions in cosf and in elec-
tron energy obtained from the two analyses are essential-
ly the same, as are the resultant values of the solar-
neutrino flux. This is shown in Fig. 30 which gives the
cosfg and electron energy distributions for the final data
samples from the independent analysis to be compared
with the distributions in Figs. 28(a) and 29(a).

B. Solar-neutrino flux measurement

Measurement of the solar-neutrino signal was carried
out based on 1040 days of data sample, consisting of sub-
samples of 450 days (January 1987 through May 1988) at
E,=9.3 MeV and 590 days (June 1988 through April
1990) at E, = 7.5 MeV. The flux value for the combined
450-day and 590-day data sample is
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FIG. 29. (a) Differential electron total energy distribution of
the events produced by ®B solar neutrinos. The point in the in-
terval above 14 MeV is the sum of all events above 14 MeV.
The dashed histogram is the best fit to the data of a Monte Car-
lo calculation based on o(v,e—v.e), the known shape of the
neutrino flux from ®B decay, and the energy resolution of the
detector. The solid histogram has the area predicted by the
SSM of Bahcall and Ulrich [7]. (b) The flux value relative to the
SSM [7] as a function of E,. This plot shows the stability of the
solar-neutrino signal with electron energy, and is not dependent
on the total flux prediction of the SSM, which is consequently
indicated by “SSM.”

K. S. HIRATA et al.

I

Data/SSM =0.46+0.05(stat)+0.06(syst. )
(SSM from [7]),
and
Data / SSM =0.7010.08(stat)+0.09(syst)
(SSM from [8]) .

There is no significant difference between the relative
flux values of the 450- and 590-day samples, which are
0.4810.09(stat)+0.08(syst)[ 0. 7310. 14(stat)+0. 12(syst)]
(E,=9.3 MeV), January 1987 through May 1988; and
0.4510.06(stat)£0.06(syst) [0.6810.09(stat)0.09 (syst)]
(E,=7.5 MeV), June 1988 through April 1990, respec-
tively.

Moreover, the ®B solar-neutrino signal in Kamiokande
II is observed in the cosOg distribution with only a fidu-
cial volume cut on the reduced data. This is shown in
Fig. 31 which compares the values of Data/*“SSM” after
the application of each cut on the data. The statistical er-
ror becomes smaller as the successive cuts are applied but
the central value is essentially constant in Fig. 31.
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The possible sources of systematic error in the flux
determination are uncertainties in absolute energy cali-
bration, in angular resolution, and in the calculated dead
time of various cuts. The uncertainty in the absolute en-
ergy calibration is estimated to be 3%, as described in
Sec. II, which corresponds to 12% of the obtained flux.
The uncertainty in the measurement of the angular reso-
lution is less that 20%, which corresponds to 7% of the
obtained flux. The dead time and uncertainty introduced
by the various event-selection criteria are estimated using
a Monte Carlo simulation based on real data of known
physical processes, such as spallation products. The es-
timated uncertainty is 4% of the measured flux. The
quadratic sum of the above uncertainties is 14% of the
obtained flux, which corresponds to 0.06XSSM if we
adopt the SSM in [7].

We remark that the value of the ®B solar-neutrino flux,
relative to the prediction of the SSM, can be obtained
straightforwardly, if less precisely, from the cosOg distri-
bution in Fig. 28(a), without resorting to the maximum-
likelihood analysis. A direct, but imprecise, way is to
sum the data points (signal) in, say, the five bins nearest
cosfp=1, and also the SSM prediction for those bins; the
ratio Data/SSM for the specified electron energy thresh-
old follows immediately after subtraction of the summed
isotropic background in those bins. The procedure is
refined and made more precise by considering each data
point in a given interval of cosfOg with its statistical error
as an independent measurement relative to the SSM pre-
diction for that cosf interval and extracting the weight-
ed average of Data/SSM and the resultant error on the
weighted average. The error found in the more precise
method is approximately one-half that from the summing
procedure, the reduction coming from the high signal
rate in the two bins above cosf;=0.9. Both methods
utilize the semiempirical knowledge of the shape of the
expected cosfy distribution dominated principally by
multiple scattering along the recoiling electron trajectory
and the corresponding measured angular resolution of
the detector (Sec. III A 4). The events generated in the
Monte Carlo simulation according to that angular
prescription are then subjected to the identical event-
selection criteria as the data, so that the ratio Data/SSM
is largely independent of systematic uncertainties. How-
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ever, the uncertainty in the measured angular resolution
is included in the estimated systematic error (Sec. VI A).
In practice, the value of Data/SSM and its statistical er-
ror are calculated as described in Sec. VI A, and given
immediately above.

Note also that the absolute total number of signal
events can also be obtained by extrapolating the number
of events in the last five bins along the predicted shape of
the cosfg distribution to include all of the expected sig-
nal. This extrapolation amounts to an increase of ap-
proximately 20% over the signal observed in the last five
bins of the cosfg distribution, the uncertainty of which is
included in the quoted statistical and systematic errors.
The correction for dead time is also necessary to find the
correct absolute total number of events, and is included
in the Monte Carlo simulation.

C. Time variation

The flux of solar neutrinos is predicted to be stable
over several million years, because the neutrinos are pro-
duced in the deep interior of the Sun. Consequently, if a
time variation were to be observed on a time scale of
several years, it could be ascribed to neutrino properties,
such as a neutrino magnetic moment or neutrino mass
and mixing. The Kamiokande II data are of particular
interest in this connection because the data-taking time
extends over a period in which sunspot activity, reflecting
the solar magnetic cycle, rose steeply from a minimum
value at the end of solar magnetic cycle 21 to maximum
value approximately 15 times larger at the peak of solar
cycle 22, as shown in Fig. 32.

Accordingly, it is possible to test for a correlation of
the ®B solar-neutrino yield with the sunspot activity by
comparing the relative flux values obtained when the to-
tal data sample is divided into shorter time intervals. The
time variation of the ®B solar-neutrino flux is shown in
Fig. 33(a) in which the data are separated into five time
intervals, each of approximately 200 live detector days,
where the electron energy threshold is 9.3 and 7.5 MeV
for the data before and after the gain change (June 1988),
respectively. To avoid a possible energy threshold depen-
dence of the flux, the time variation with a common ener-
gy threshold (9.3 MeV) is also shown in Fig. 33(b). The
source of the point-to-point systematic error is the possi-
ble time variation of the detector gain. As shown in Fig.
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FIG. 32. Plot of sunspot number vs time in the period
1987-1990 (April).
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8 the gain of the detector was stable within £2%, which
corresponds to 8% in the measured flux value. Thus,
the systematic error is smaller than the statistical error
on each point in Fig. 33. The reduced x? calculated un-
der the assumption of constant flux with respect to time
is 0.25 and 0.40 for the mixed [Fig. 33(a)] and common
[Fig. 33(b)] energy thresholds, respectively, which corre-
spond to 90% and 81% C.L.

Other possible short-time variations of the neutrino
flux, such as day-night, seasonal, and semiannual varia-
tions, are also of interest because they might be indica-
tions of neutrino oscillations or of a solar magnetic field
effect. The negative results of searches for these varia-
tions in the Kamiokande II data are described in detail
elsewhere [15], as are the negative results of searches for
a neutrino burst in a short time interval correlated with a
solar flare [16].

D. Flux comparison with 3’Cl detector

The observation of solar neutrinos was initiated in
about 1970, in a detector utilizing *’Cl as the neutrino
target for the reaction, v, +3'Cl—3’Ar+e ~, with a neu-
trino energy threshold of 0.814 MeV [6]. The detector,
which is still taking data, is located 1480-m-deep under-
ground in the Homestake Gold Mine in South Dakota,
and consists of 610 tons of perchloroethylene (C,Cl,)
containing 133 tons of *’Cl. The produced *’Ar, with
half-life of 35 days, is removed from the target vessel with
better than 90% efficiency by flushing the per-
chloroethylene with helium gas approximately 5 or 6
times per year. The 3’Ar is then separated from the heli-
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FIG. 33. (a) Plot of the solar neutrino flux in five time inter-
vals each of approximately 200 days from January, 1987
through April, 1990. The earliest two points are with E, > 9.3
MeV, and the latest three points are with E, >7.5 MeV (after
the gain change). (b) Same as (a) but all points are with E, >9.3
MeV. The horizontal lines are the best fits assuming no time
variation with reduced y?’s of 0.25 and 0.40 for (a) and (b), re-
spectively.
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um in a series of traps, and counted in a proportional ion-
ization counter in which the 2.8-keV Auger electrons ac-
companying 3’Ar electron capture decay are detected
with 40—45 % efficiency. The 3’Cl experiment is especial-
ly sensitive to the 0.86-MeV monoenergetic v, from the
electron capture reaction of 'Be (e +'Be—'Li+v,),
and to the 0—15-MeV neutrino spectrum from the decay
of 8B (®3B—®Be*+e*+v,) in the Sun. The average
corrected total rate of v, interactions in the detector
from 1970 to 1988 was 2.310.3 solar-neutrino units
(SNU) (or 0.43+0.05 *’Ar atoms/day), where a solar-
neutrino unit is 1073¢ interactions per target atom per
second [6]. The discrepancy between the value of
2.340.3 SNU from the 3’Cl experiment and the values of
7.942.6(30) SNU [7] and 5.8+1.3(10) SNU [8] predict-
ed by the SSM has persisted for more than a decade, and
is often referred to as the solar-neutrino problem. The
suggestion in the *’Cl data that the count rate might be
anticorrelated with solar activity has added further in-
terest to the problem [9].

The capture rate in the *’Cl detector averaged over the
data from 1970 through 1990 is reported to be 2.3%0.3
SNU [6], which corresponds to 0.291+0.04 relative to the
SSM calculation of [7] (7.9 SNU), and 0.40+0.05 relative
to the calculation of [8] (5.8 SNU). During the period
January, 1987 through April, 1990, the weighted average
of the *’Cl data is 2.1240.34 SNU. The SSM predicts
that 6.1 SNU (4.0 SNU) is contributed by *B neutrinos in
each of those calculations. The other important source of
solar neutrinos in the 3’Cl detector is from "Be produc-
tion: 1.1 SNU at 0.861 MeV energy in both calculations,
with relatively small uncertainty.

Consequently, using the Kamiokande II result which
indicates (0.46X6.1 [7] = 0.70X 4.0 [8] ) = 2.8 SNU for
the ®B contribution in the capture rate, and assuming the
"Be contribution, the capture rate in the 3’Cl experiment
during the period January, 1987 through April, 1990,
should be at least 3.9 SNU from ®B and "Be sources
alone. (An additional 0.6 SNU is expected from other
sources of low-energy neutrinos: °N, 130, and the pep re-
action.) Thus, it is difficult to explain the results of both
the Kamiokande II and 3’Cl detectors (assuming both are
correct) by manipulating the solar model. This, in turn,
suggests that some as yet undetected intrinsic property of
neutrinos might be playing a role in the solar-neutrino
deficit.

E. Time variation comparison with 3'Cl detector

During the period January, 1987 through April, 1990,
both detectors were taking data, and it is possible to com-
pare the flux measurements of each as a function of time
in that interval. This involves some ambiguity, since the
SSM predicts that 0.23 [7] (0.31 [8]) of the flux to which
the ¥’Cl detector is sensitive is due to other sources than
8B, i.e., 'Be and pep neutrinos, and the neutrinos from
CNO cycle. These energies are below the energy thresh-
old for observation by the Kamiokande II detector.
However, it seems simplest at present to compare ob-
served rates in the two detectors directly without at-
tempts at correction or normalization. This is done in
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Fig. 34, where are shown the 3’Cl results for each indivi-
dual extraction during the period January, 1987 through
April, 1990, and the Kamiokande II data in that time in-
terval. The plotted *’Cl values of Data/SSM are the mea-
sured values in SNU divided by 7.9 SNU [7]. To facili-
tate comparison between the two data sets, several of the
3Cl runs corresponding in time with the appropriate
Kamiokande II data point have been averaged
[3:(S;/02)/3:(1/0?), where S; is the value for the ith
run], and the averages shown as the cross-hatched boxes
in Fig. 34. No significant disagreement exists between
the two data sets shown in Fig. 34, other than the
difference between the points in the last half of 1988, and
no compelling evidence for a time variation in the time
period plotted is presented in either data set [17].

VII. CONCLUSIONS

The totality of the ®B solar-neutrino data from
Kamiokande II provides clear two-part evidence for a
neutrino signal from ®B production and decay in the Sun:
namely, the directional correlation of the neutrino signal
with the Sun, and the consistency of the differential elec-
tron energy distribution of the signal in shape and energy
scale with that expected from ®B decay. Accordingly, the
mechanism of energy generation in the Sun, based on the
fusion reactions which give rise to !B as a by-product,
would appear to be unequivocally confirmed by the detec-
tion of neutrinos which could only have originated in the
core of the Sun.

The measured solar-neutrino flux based on 1040 days
of data sample, consisting of subsamples of 450 days
(January 1987 through May 1988) at E, >9.3 MeV and
590 days (June 1988 through April 1990) at E,>7.5
MeV, is

Data/SSM =0.46=%0.05(stat)*0.06(syst)
(SSM from [7]),
and
Data / SSM =0.70£0.08(stat )£0.09(syst)
(SSM from [8]) .

During the relatively brief period from January, 1987
through April, 1990, no evidence is present in the
Kamiokande II data for a time variation of the ®B solar-
neutrino flux.
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FIG. 34. Comparison of the time variation data of the 3’Cl
and Kamiokande II detectors during the period January, 1987
through April, 1990, after Ref. [17]. The square points are the
Kamiokande II data from Fig. 33(a); the round points are *’Cl
data for runs 92-110, except for run 93 which was restricted to
a 17-day exposure in the search for neutrinos from SN 1987A.
The cross-hatched boxes are the weighted averages of the
several ’Cl runs corresponding in time to the time interval of a
given Kamiokande II data point. The solid rectangles are the
values of the later three Kamiokande II data points from Fig.
33(b).

APPENDIX A: DEFINITION OF
EFFECTIVE NUMBER OF HIT PMT’s

The effective number of hit PMT’s (N .¢) is defined by

948 — N geaa(to) _'j_
l

cosb;
f( 61' ) Pwall »

Xexp

abs

where r; is the distance between PMT; and the vertex po-
sition of an event, /,, is the observed absorption length of
the water, 6; is the angle of the incident light with respect
to the PMT,; axis, and f(6;) specifies the acceptance of
PMT,;. py.n is the relative density of PMT’s on the par-
tlcular wall where the PMT is located; p,,;=1 for the
barrel, and py,;=1.06 for the top and bottom planes.
R(=7.22 m) and L, (=35m) are constants which indi-
cate the dimension of the detector and an arbitrarily
chosen standard of water transparency. The summation
is performed for the PMT’s with residual time (z; minus
time of flight from vertex to PMT) within £20 nsec,
where #; is the measured time in PMT,;. This time width
was determined by the time response of the PMT at the
single photoelectron level [13 nsec full width at half max-
imum (FWHM)]. The first factor in the equation is to
correct for the number of dead PMT’s [Ng.q(2,%0)],
where ¢ and ¢, are the time when the event was detected
and a chosen standard time (June 1988).
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