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The energy spectrum of p rays produced in proton-antiproton annihilation at rest in hydrogen and
deuterium has been measured with good energy resolution and high statistics. The data were taken
using the PS183 magnetic pair spectrometer at CERN's Low Energy Antiproton Ring. A detailed
search of the p spectrum yielded no evidence of p transitions to narrow states with widths consistent
with the spectrometer resolution. In hydrogen, upper limits (95% C.L.) are obtained for the yield
of narrow states of (2—5) x10 for states below 1700 MeV/c, and (5—10)x 1Q for states between
1700 and 1800 MeV/c . In deuterium, the corresponding upper limits are (1—7) x10 for masses
between 700 and 1730 MeV/c, and (1—2)xlQ for masses between 1750 and 1835 MeV/c . These
results contradict reports of the observation of narrow lines made by previous experiments.

I. INTRODUCTION

This paper presents the results of a search for narrow
states produced in antiproton-proton and antiproton-
deuteron annihilations at rest in liquid hydrogen and
deuterium targets. Evidence for such states, produced
in the reaction pp ~ pX, would appear in the inclusive
p-ray energy spectrum as narrow peaks superimposed on
a large but smooth background resulting from 7r decays.
A search of this type was conducted in CERN experiment
PS183, on which this report is based.

Depending on the theoretical model employed, the ob-
servation of such narrow lines could be interpreted as ei-
ther evidence for radiative transitions to narrow "quasi-
nuclear bound states" of a nucleon-antinucleon pair [1],or
as evidence for the existence of four-quark bound states,
or "baryonium" [2]. Calculations based on nucleon-
antinucleon potentials [3] as well as on "bag models" [4]
predict rich spectra of states in both the isospin 0 and 1
NN systems.

Evidence for the existence of such states has been re-

ported, based on experimental observations of narrow
lines in the inclusive y-ray spectrum from pp annihi-
lations at rest [5]. Although the number of reported
structures is rather large, and some correspondences ex-
ist among the lines reported in diferent experiments, the
statistical significance of most of the lines is low. The
low yield of these narrow lines places them at the limit
of the experimental sensitivities.

Central to the success of the PS183 experiment was the
unique antiproton storage and deceleration facility avail-
able at CERN's Low Energy Antiproton Ring (LEAR).
The high intensity and duty factor of the LEAR antipro-
ton beam meant that high-statistics experiments could
be done in a fairly short time. The well-defined mo-
mentum of the pencil-thin beam made the analysis of
in-flight events, and the determination of the stopping
point, much easier than in the case of conventional sec-
ondary antiproton beams. The problems due to cont, ami-
nation of the beam from other particles, normally associ-
ated with traditional secondary beams, are entirely elimi-
nated. The very low energies attainable for the extracted
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beams also means that energy degraders are unnecessary,
resulting in much narrower stopping distributions.

The PS183 magnetic pair spectrometer with its intrin-
sically good resolution, coupled with the clean, high-rate,
low-momentum antiproton beam from the LEAR facil-
ity at CERN, formed an ideal experimental environment
to perform a high-statistics, high-resolution experimental
measurement of the inclusive y-ray spectrum and resolve
some of the experimental uncertainties.

The hydrogen data discussed in this paper were col-
lected during two separate runs. The first run occurred
with a liquid-hydrogen target, incident beam momenta of
450 and 330 MeV/c and a field setting of 3.5 kG. The sec-
ond data collection run took place with beam momenta
of 430 and 350 MeV/c at, a field setting of 7.5 kG. The
deuterium data were accumulated during a single run, at
7.5 kG with incident antiprotons at 350 MeV/c. Results
of an analysis of the first-run hydrogen gamma ray data
can be found in Ref. [6] and further details of the analy-
sis can be found in Refs. [8]—[10]. Further details of the
analysis of both the second-run hydrogen dat a and the
deuterium data are found in Ref. [7]. Analyses of the
charged-meson spectra collected by PS183 can be found
in Ref. [11].

This paper is organized as follows: Section II describes
the experimental setup and the components of the de-
tector. The trigger logic and data-acquisition system are
presented in Sec. III. A Monte Carlo analysis used to
simulate the p-ray spectrum from annihilations and the
detector response function are described in Sec. IV. Sec-
tion V discusses the event-reconstruction procedures and
the methods used to calibrate the spectrometer. Sec-
tions VI and VII give the final spectra obtained and the
statistical procedures used to search for narrow states;
final results, consisting of limits on yields, are presented.
Section VIII gives our conclusions.
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between the beam snout (0.01 cm beryllium membrane)
and the target. These chambers were identical in con-
struction and each contained a V and Z plane of wires

(20 pm gold-plated tungsten) with 1-mm wire spacing.
The cathode planes consisted of 0.0025 cm aluminized
Mylar sheets. A 69% argon, 29.5% isobutane, and 1.5%
Freon gas mixture was bubbled through isopropyl alcohol
at 8' and sent to the beam chamber and the cylindrical
multiwire proportional chamber surrounding the target.
The alcohol was needed to cure the chambers of aging
eAects and also to limit the space charge in the high-
rate chambers. A total of 32 wires were instrumented in
each plane and the respective planes of the two chambers
were separated by 20 cm, allowing the direction of the in-
coming antiproton to be reconstructed. The beam then
passed through a small (2.0 x 2.5 cm2), 0.08-cm-thick Bi-
cron 400 plastic scintillation counter (S2). A pulse in the

II. THE EXPERIMENTAL SETUP

The experimental setup as it existed during the second
hydrogen run is shown in Figs. 1 and 2. The PS183 de-
tector consisted of scintillation counters (S, Halo, Al-A6,
Q, V, Dl, D2, El, E2, Pl-P5, T, Nl-N4), multiwire pro-
portional chambers (2 beam chambers, CWC, B, Cl, C2,
Dl, D2, El, E2) and planar drift chambers (N1, 2, R1,2,
P1,2). The counters were used in forming the trigger
and also for time-of-fl. ight calculations for particle identi-
fication. The wire chambers were used to determine the
trajectories of charged particles in order to determine the
annihilation vertex and also to measure the momentum
of those particles entering the spectrometer.

A. Target instrumentation
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The front-end of the detector consisted of the target as-
sembly and the detectors used to determine the incoming
antiproton beam and the annihilation vertices. Although
very well focused (o.be m 0.3 cm), the beam needed to
be fine-tuned to correct for changes in the polarity of the
magnetic field setting of the spectrometer. Therefore,
two small multiwire proportional chambers were placed

N3

N4

FIG. 1. Plan viem of the PS183 experiment. Antiprotons
entered the detector from the left.
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NDC RDC PDC

Magnet Yok

FIG. 2. An elevation view of the PS183 experiment, look-
ing; upstream.

provided six measurements of a charged particle's trajec-
tory, enabling a full reconstruction of the track. These
tracks, combined with the beam chamber track of the
incoming antiproton, enabled an accurate reconstruction
of the annihilation vertex. In order to be able to calcu-
late annihilation vertex positions on line, the drift cham-
bers Nl, 2 were modified by the addition of another set of
sense wires placed next to the existing sense wires. This
double-wiring removed the left-right, ambiguity inherent
in drift chamber hits and enabled a fast on-line recon-
struction of the particle's trajectory, thus allowing the
annihilation vertex to be constantly monitored.

B. The spectrometer

S2 counter signaled the entrance of an antiproton into
the target and was used to start the trigger logic as well
as all timing circuits for the data-acquisition system. A
halo counter was installed around the S2 counter to en-
sure that events with antiprotons missing the S2 counter
but still entering the target could be vetoed.

The target vessel was a 0.0125-cm-thick Mylar cylin-
der 7 cm in diameter and roughly 70 cm in length. This
was insulated by vacuum and centered by Rohacell spac-
ers in an outer cylinder (84.0 crn in length and 12.5 cm
in diameter) of 0.25-cm-thick Dallite. It was mounted
in such a fashion that it could be moved along the beam
axis to ensure that the antiprotons would range and come
to rest at the centerline of the spectrometer. Because of
the very high momentum resolution of the LEAR beam
(bp/p 10 ), the stopping position was very well de-
fined and could be accurately calculated. The beam
ranged 56 cm in the target for an incident antiproton
momentum of 430 MeV/c and 24 cm for 350 MeV/c
antiprotons.

During the second hydrogen run the target assembly
was surrounded by a cylindrical multiwire proportional
chamber (CWC) to measure the charged multiplicity of
the annihilations and assist in the annihilation vertex
reconstruction. The CWC consisted of two cylindrical
layers of sense wires with 3-mm-wire spacing. The inner
layer had a radius of 7.8 cm and contained 160 wires
(2.25' separation), whereas the outer layer contained 224
wires at a radius of 10.9 cm (1.60'); in both cases the
wire spacing was approximately 3 mm. Each cathode
consisted of a thin layer of graphite applied to the four
concentric Dallite cylinders separating the G-10 end caps.
The cathode-anode separation was 0.8 cm. The active
area of the chamber was 70 cm long and the CWC was
centered on the stopping point of the beam.

Flanking the target assembly on both sides were two
arrays of planar drift chambers, R1,2 between the tar-
get and spectrometer, and N1, 2 opposite. Each of the
drift chambers consisted of identical pairs of z, u, and
v planes containing 39 drift cells oriented at 0', +30',
and —30' to the vertical. The chambers were operated
with a 75%—25% mix of argon-isobutane at NTP. The
active area of each of the chambers was 130 cm by 53
cm, All charged annihilation products entering the spec-
trometer thus passed through R1,2. Each drift chamber

The spectrometer itself was centered on the 120 ton
MEP-21-2 electromagnet. The aperture of the magnet
was 154 x 50 x 176 cm, with the actual pole-face dimen-
sions of 112 cm x 151 cm in X and Z, respectively. The
magnetic field was mapped both within and around the
magnet at several field settings (3.5, 7.5, and 15 kG) and
a parametrization of the field to better than 0.5% was
obtained. The central value of the field during the first
hydrogen run was 3.5 kG; that of the second hydrogen
and the deuterium run was 7.5 kG. The polarity of the
field was reversed during the running to obtain roughly
equal amounts of data at the two settings. The magni-
tude of the field was constantly monitored with a Hall
probe mounted within the magnet aperture and main-
tained to within +0.2%.

Shadowing the spectrometer was the A-counter ho-
doscope. This consisted of six identical NE102A double-
ended plastic scintillators with dimensions 21.7 x 40.0 x
0.5 cm . Located at the entrance of the spectrometer
was a pair of identical scintillation counters (Q and V)
sandwiching the B chamber and a thin lead foil. The
arrangement of the counters allowed differentiation of a
charged particle and y ray. The double-ended counters
were made of 80.0 x 14.0 x 0.5 cm pieces of NE102A
plastic. The entrance of a charged particle into the spec-
trometer was signaled by a pulse in the V counter. The
0.06 cm ( 10% of a radiation length) thick lead foil was
used to convert incident y rays into e+e pairs. The
80.0 x 14.0 cm~ foil located 71 cm from the target center
subtended 1.53% of 4ir steradians and defined the geo-
metric acceptance for the p rays produced in the annihi-
lations. A pulse in the Q counter without a concomitant
pulse in the V counter signaled the creation of an e+e
pair. Delayed hits in the V counter were tolerated for the
R-track topology, since the returning electron sometimes
hits the V counter.

The aperture of the magnet was instrumented with
seven multiwire proportional chambers. The sense wire
planes consisted of 20-pm gold-plated tungsten wires
strung at a tension of 50 g and positioned 3 mm apart.
The cathode planes consisted of 50-pm beryllium-copper
wires tensioned to 200 g and positioned at 1 mm inter-
vals. The anode-cathode separation was 0.8 cm and the
chambers were operated with a 70% argon, 30% isobu-
tane, 0.15% Freon gas mixture bubbled through isopropyl
alcohol at 12'. Vertical (X plane), horizontal (Y plane),
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and oblique (U plane, 45 for limited stereo resolution)
wires were instrumented. The X planes contained 416
sense wires covering an active area of 124.5 x 26.7 cm2.
The B chamber consisted of only an X plane, the D1
and El chambers contained X and Y planes, and the
remaining chambers were fully instrumented.

The side counters (D and E) were each composed of
two nearly identical NE110 plastic scintillators [127.0 x
13.1 x 0.5 cm for the Dl (El) and 127.0 x 15.0 x 0.5 cm
for the D2 (E2)]. Because of spatial restrictions, these
counters were only read out at one end. To the rear
of the magnet was another pair of drift-chamber triplets
P1,2 identical to R1,2, followed by the P counter ho-
doscope. The five double-ended P counters consisted of
32.0 x 60.0 x 0.5 cm pieces of NE102A plastic scintillator.
Additionally, a bank of four identical NE110 plastic neu-
tron counters (100 x 20 x 10 cm ) was placed on the far
side of the drift chambers N1,2. These counters were dou-
ble ended and calibrated with a Co source. Shadowing
this assembly was the T counter, providing time-of-flight
information as well as fast charged-particle vetoing.

III. THE DATA-ACQUISITION SY'STEM

During the data runs, the p-ray data-acquisition sys-
tem was configured to accept four distinct types of y ray
events. Typical electron and positron tracks for these
event topologies are shown in Fig. 3. Depending upon
the momentum of the individual particle, three distinct
topologies are allowed: the particle may be reflected
by the magnetic field of the spectrometer giving rise to
an "R" (for returning) track; it may be deflected by

approximately 90' and be stopped in the yoke of the
magnet leading to a "T" (for trapped) track; or, if the
momentum is sufFiciently high, the particle may sufFer
only a small deflection from its original path and pass
completely through the spectrometer, resulting in a "P"
(for penetrating) track. Differing combinations of ini-
tial p-ray energy and the energy sharing between the
electron-positron pair lead to the four topologies shown
in Fig. 3, namely RR, It'T, TT, and PT. The low accep-
tance for other possible combinations led to the decision
not to trigger on such events. Returning tracks were
distinguished from incident charged particles by compar-
ing the timing of the Q counter hit and the hit in the
A hodoscope using a sub-nanosecond time discriminator
system [12]. If the hit in the A hodoscope was later than
that of the Q counter it was labeled a "late A" hit and
was considered a returning track.

A. The experirneut trigger

In order to accommodate the high rates experienced
at the LEAR facility (on the order of 10 incident an-
tiprotons per second), it was necessary to implement a
multi-level trigger. The trigger was formed in two dis-
tinct stages; a hardware pretrigger based on conventional
Nuclear Instrument Module (NIM) standard logic and
a, computer-controlled second st, age employing CA MAC
programmable logic units (PLU's) and was based on scin-
tilla, tor hit patterns.

B. The NIM pretrigger logic

The experiment pretrigger was designed to identify
an incoming antiproton, generate necessary coincidence
gates to identify further activity in the spectrometer and
strobe the next stages of the trigger. This pretrigger
was based on fast NIM logic using the signals from the
scintillation counters. A schematic logic diagram for this
pretrigger is shown in Fig. 4. The pretrigger was formed
in a series of stages, each initiating an appropriate hold-
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FIG. 3. Shown are the four allowed p ray topologies in the
hydrogen (second run) and deuterium data set; (a) returning-
returning (RR), (b) returning-trapped (RT), (c) trapped-
trapped (TT), (d) penetrating-trapped (I T)
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FIG. 4. Schematic of the NIM-based experiment pretrig-
ger logic circuit.
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MWPC wire hits, the drift-chamber wire hits and TDC
information, and the scintillation counter TDC and ADC
data, The raw data was then buAered into event data
packets and written to magnetic tape. The principal
data streams in the data acquisition system are shown
ln Fig. 5.

The data collection rate was optimized by utilizing four
computers in the data acquisition system. Each of the
computers used was uniquely suited to its task: the
event readout and buA'ering was accomplished by high-
speed low-level microprocessors, the data logging and on-
line numerical analysis by an eKcient high-speed PDP-11
computer, and on-line diagnostics and overall control of
the experiment was accomplished by an intelligent and
user-friendly (but, relatively slow) HP9826 desk top com-
puter. By distributing the data acquisition tasks in such
a way as to take advantage of the strengths of the individ-
ual processors, the data acquisition rate was practically
limited only by the rate at which data could be written
to magnetic tape.

Central to the data-acquisition system were two high-

speed microprocessors resident in a CAMAC environ-
ment. The LeCroy 4805 (BG') CAMAC Booster (CAB)
was used to read in the raw data from the M&PC and
drift chamber data buA'ers and the scintillator ADC's and
TDC's. The MWPC and drift chamber data were trans-
ferred directly from the two Model 4299 data buA'ers in a

oK to allow the results necessary for the next stage to be
analyzed. To reduce the front-end electronic dead time,
analog-to-digital converters (ADC's) and time-to-digital
converters (TDC's) were not strobed until the pretrig-
ger was formed. The entrance of an antiproton into the
liquid-hydrogen target was signaled by a pulse in the 82
counter. The arrival of this signal was used to start all
clocks used in the experiment and constituted a stage 0
trigger. A coincidence between this signal and a, pulse
from the Q counter (located at the entrance to the spec-
trometer) indicated that an annihilation had taken place
and that at least one of the decay products had entered
the spectrometer. This stage l pretrigger was used to
strobe the PLU's, ensuring that the delayed scintilla-
tor signals arrived in coincidence with the PLU gates.
Further activity within the spectrometer was signaled by
pulses from any of the remaining counters: a "late A"
(A') hit indicates a returning track, a D or E counter hit
signals a trapped track, and a hit in the P hodoscope
indicates that a particle has exited through the back of
the spectrometer. The final stage of the pretrigger was
formed by a coincidence of any combination of these scin-
tillator hits (labeled PDEA' in the figure) and the stage
1 signal. At this point scintillator ADC gates are formed.
The stage 1 output was clocked by a delayed S2 pulse and
was used to start the scintillator TDC clocks. The sys-
tem was held oA until a trigger decision from the PLU's
was made. If the next stage did not issue a trigger, a fast
clear was sent to the ADC and TDC modules.

C. The CAMAC trigger
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entered the target and annihilation products had entered
and exited the spectrometer. Because of the large num-
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Once triggered, the data-acquisition system had to ob-
tain the event information from three major systems: the

FIG. 5. The principal data streams for the PS183 spec-
trometer.
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compact, formatted form. In order to keep the size of the
event data packets to a minimum, the scintillator TDC
and ADC was read only for those counters which actu-
ally fired. The scintillator hit code was available from
the latched inputs to the PLU's in the trigger logic. The
full event data packet was then transferred to another
CAB (I.eCroy Model 4804 (CG") which served to buffer
the events according to their topology type. A clear sig-
nal was sent to the NIM pretrigger logic system, which
cleared the ADC and TDC modules and initiated a 3ps
holdoff, allowing the TDC modules to clock down. After
this holdout had expired the system was again "live" for
another event.

Full data buffers were then sent to a DEC PDP 11/60
computer which wrote the data to magnetic tape. Ad-
ditionally, the PDP served to provide on-line diagnostic
information. Raw data such as wire hit profiles in the
various chambers, as well as scintillation counter ADC
and TDC spectra were histogrammed. Information from
the beam chamber and N1, 2 (which, as indicated above,
was double wired to eliminate the left-right ambiguity of
drift chamber hits and speed up the track-reconstruction
calculat, ion) was also used to reconstruct annihilation ver-
tices, assuring that the antiprotons were stopping in the
target.

The data acquisition system as a whole was controlled
by a Hewlett-Packard 9826 minicomputer. During the
data-taking periods, the HP9826 was used to start and
stop runs, and provided on-line graphic snapshots of the
detector performance. Trigger configurations could also
be quickly changed between spills. The goal of the data-
acquisition system was to writ, e as many high-quality
data events to tape as possible. Typically, the system
wrote about 300 events/sec to tape Duri.ng the second
run data run, over 600 1600 bpi tapes were written.

IV. MONTE CARLO SIMULATION

Since the goal of experiment PS183 was to search for
monochromatic gamma rays with yields on the order of
10 per pp annihilation, it was essential that the back-
ground spectrum and the spectrometer characteristics be
well understood. Fundamental to the search for narrow
lines in the spectra. was a full understanding of the energy
resolution and acceptance of the spectrometer.

The predominant source of background y rays in this
experiment was the decay of neutral pions produced in
the annihilation of antiprotons at rest. On average, 1.8
7r 's are produced per pp annihilation at rest. These 7r 's

then decay into pairs of photons. In order to simulate
this y-ray background, published data on exclusive fi-
nal state production from pp annihilations at rest were
used to generate an inclusive p-ray spectrum (see F'ig.

6). Since the y rays result, ing from the decays of neutral
pions are by far the predominant source of background,
only these channels were used in simulating the spec-
tra. Differences between the simulated and experimental
spectra would then reveal alternate sources of p rays,
which would be of interest. Table I contains a list of the
annihilation channels, along with the intermediate res-
onances and branching ratios, used in the Monte Carlo

( )= [( — )" '+( o-
+Pse ' .],

where

TABLE I. pp branching ra. tios used in the p Monte Carlo
simulation. Branching ratios used for the first-run hydrogen
analysis are slightly different [8].

Ch a.nnel Final state

x'2p
2x'p
4x
3x'
47r
57r'

Intermediate state
x'9'

x'9'

Yield

0.32
0.25
0.26
1.70
0.16
1.07

7
8
9
10

12
13
14
15
16

7r+ 7r

x+ x x'
7r 7r 7r'
7r+x-7ro

7r 7r'
x+ x 2x'
x+x 2x'
7r+7r 2x'

3x
x+ x-47r'

x f
7l P

7l P

x'7l'

0.32
0.84
0.24
3.87
1.94
7.01
2.10
0.19

23.30
2.80

17
18
19
20
21
22
23
24
25
26
27
28
29

27r+ 27r

27r+ 27r

2 x 2 7r ~
+

27r+ 2x'
27r+ 27r
27r+27r-xo
27r+ 2x x'
2x+27r x'
27r+ 27r 7r'

27r+ 27r 7r

2x+ 2x-x'
2x+2x 2x'
2x+ 2x 3x'

x+a,
r'f'

7i P

p p
X'X 7l'

7r 7r p
2 7l 7i p

Of 0

p
7l

2.38
2.00
0.90
1.50
0.12
0.35
7.30
6.40
1.66
2.02
2.23

16.60
4.20

30
31
32
33

37r+ 3x
37r+ 3x-x'
37r+ 37r x'

3~+3x-2x'

27r+2x 9'
27r+ 27r

1.90
0.72
1.30
0.30

Tota.l 98.25

simulation of the inclusive y-ray spectrum resulting from
pp annihilations at rest. A comprehensive compilation
of published annihilation channels can be found in Ref.
[»]

Antiproton annihilations at rest in deuterium were first
studied by Chinowsky and I&ojoian [14]; because of the
paucity of data on specific annihilation channels, how-
ever, a separate Monte Carlo y spectrum resulting from
antiproton annihilations in deuterium was not generated.
The spectrum was fit to the following funct, ional form,
similar to that found in Ref. [15]:
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This procedure was then repeated for various input en-
ergies and final-state topologies, since the resolution of
the spectrometer depended not only on the momentum
but also on the topology type. It was therefore necessary
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FIG. 6. The inclusive Monte Carlo p spectrum.

A. Simulating the detector

Ep ——938.28 MeV, N&
——3.84,

n g
—4.4481, Pg ———34.8344,

n2 = 1.5471, p2
——17.9968,

ns = —0.03517 MeV ', Ps ——0.01532 .

In the fit, Ep and N~ were fixed parameters and a y2
degree of freedom of 1.1 was obtained. This expression is
normalized to give N& photons per annihilation. There
are many estimates for N~, including one direct experi-
mental determination which gave N~ = 3.78 + 0.08 [16].
Using the average number of x 's produced at rest in pp
annihilations from Ref. [17] ((n 0) = 1.96 + 0.23), one
obtains a value of N& ——3.92. The value used in t, he fit
is an average of the number of' p rays produced by the
channels used in the Monte Carlo simulation. An indirect
measurement by I&alogeropoulos ef al. [18] of the aver-
age number of photons produced in the annihilations of
antiprotons at rest in deuterium yielded 3.77 + 0.08 in
apparent disagreement with the number expected from
isospin invariance. However, an experiment by Amsler et
al. [19] measured a mean p-ray multiplicity of 2.6 + 0.3
for antiproton annihilations at rest in liquid deuterium,
consistent with the number expected (3.04). This Monte
Carlo —generated sample was then used to simulate the
experimental spectr a.

where A=O for E ) p(E'). This functional parametriza-
tion accounts for the low-energy tail due to bremsstrahl-
ung and Landau energy loss with the skewness parameter
A. The Gaussian nature of the momentum reconstruction
routine is included by setting A to zero above the peak of
the spectrum. More sophisticated functions could have
been used, but this particular form was chosen for its rela-
tively small number of parameters and its ability to fit the
spectra over the whole range of momenta and topologies
(Z /NDF were typically less than 1.2). Figure 7 shows
an example of the fit to a TT response function to a 250
MeV input p ray line. The four parameters h, p, A, and
o were then plotted as functions of the input y-ray en-
ergy and fit with low-order polynomials. This provided
a smooth interpolation of the parameters for those mo-
menta not explicitly input to the Monte Carlo program.
The most probable energy lost [E —p(E)] was roughly
constant at 3 MeV an. d the skewness parameter A was
approximately 0.3 over the entire range of energies and
topologies. Figure 8 shows the full width at half maxi-
mum (FWHM) resolution for the various detector event
topologies. The resolution claimed by other recent ex-
periments is shown for comparison. Figure 9 shows the
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The PS183 detector was modeled using the GEANT 3.10
detector simulation code developed at CERN. To deter-
mine the response of the PS183 detector to p rays pro-
duced in antiproton annihilations, monochromatic p rays
were generated in the target and randomly populated the
lead converter. At the end of each event in which the
photon converted, the scintillator hit pattern was sent
to a triggering subroutine which used the same criteria
for a valid y event as the experiment hardware trigger
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I"IG. 7. The response function of the PS183 spectrometer
to an input p ray with incident energy of 250 MeV.
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I'IG. 8. Shown are the Monte Carlo detector resolutions

(FWHM) for the RT, TT, and PT event topologies for 3.5 kG
field strengths. The BKSST [15], PS182 [22], and KEK-E68
[21] resolutions are shown for comparison.

Gaussian resolution (tT) for the various topologies and
field strengths of the spectrometer at the 7.5-kG field
setting. In addition to providing the resolution of the
spectrometer, the response functions were also used to
generate Monte Carlo simulations of the various spectra.

B. Simulating the experimental spectra

Simulating the spectra involved convoluting the intrin-
sic p-ray spectrum G(E) with the response functions of
the detector R(E, E') The expe. rimental spectrum S(E)
was then calculated via

V. EVENT RECQNSTjR. UCTION

Associated with the data for each event written to tape
by the data acquisition system was an event code based
on the pattern of scintillation counters which were hit.
The first requirement that the analysis program made
on the data was that the pattern and number of hits
in the wire chambers agree with the topology type de-
termined by the pattern of hits in the scintillators. If
the raw data did not pass the multiplicity filter, the hits
were "reclustered. " One-wire gaps between hit clusters
were filled in the B, Cl, and C2 chambers since the front
chambers must properly discriminate between multiple
closely spaced tracks, whereas the D and E chambers
were allowed gaps of up to three wires, since only one
track would ever cross any one side chamber, but often
at a rather oblique angle. A new centroid and width for
the cluster was calculated; if the event failed the multi-
plicity filter after reclusterization of the M&PC hits, i.t
was discarded. Most of these discarded events were ei-
ther real p events accompanied by a charged pion or the
result of electronic noise which caused too many wires to
fire in a chamber. Because of the looseness of the hard-
ware late-A trigger requirement in identifying returning
tracks, the RR and BT sample suA'ered the greatest re-
duction at this stage: roughly 90% of the RR p-triggered
events were rejected.

A. Momentum reconstruction
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Having now a sample of plausible e+e events, the
next step was to determine the momentum of each of the
charged particles and thereby reconstruct the momen-
tum of the incident y ray. Two diA'erent algorithms were
used to calculate momenta. For R and T tracks a three-
point circle fit to the MWPC hits plus a momentum-
and position-dependent correction factor to account for
the inhomogeneities in the magnetic field was used. For
P tracks a cubic spline fit reconstruction of the path of
the particle, and thus a direct determination of the mo-
mentum, was used.

A scintillator timing cut was then applied to the data,
requiring that the particle time of Bight be consistent
with an electron of the reconstructed momentum. A loose
opening angle cut was then applied, to ensure that the
electron and positron originated from the same point.
The summed momenta of the two tracks were then his-
togrammed. To ensure that the momentum reconstruc-
tion was correct, several calibration lines were checked.

B. Momentum calibration
FIG. 9. Shown are the Monte Carlo detector resolutions

(a) for the RR, BT, TT, and PT event topologies for 7.5 kG
field strengths.

Several processes producing monochromatic particles
in the final state are present in the annihilation of an-
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tiprotons at rest in the liquid-hydrogen target. An anal-
ysis of the peaks produced by these particles allowed the
spectrometer to be calibrated, checking the momentum
reconstruction as well as the spectrometer resolution.

In the p-ray spectra the only significant monoenergetic
p ray is the so-called Panofsky p at 129 MeV, resulting
from the reaction vr, t. & p —+ n p. This line was seen in the
raw 3.5-kG RT and TT spectra and could be enhanced by
requiring a Q counter hit 0.9 ns after the prompt signal.
This signal enhancement is due to the delay associated
with the negative pion ranging out in the target. A fit
to this late Q spectrum with a Gaussian plus a smooth
polynomial resulted in a peak centered at 125.5 MeV with
a width of 3 MeV FWHM (Fig. 10). The energy loss,
as well as the peak width were well in agreement with
the Monte Carlo calculation. Unfortunately, during the
second run at 7.5 kG, this calibration line fell into an
acceptance gap between the RR and RT spectra. (It
was seen, however, during a short calibration run at 3.5
kG. )

The monochromatic lines resulting from pp
++a, I~+K, in the charged particle spectra provided
additional calibration lines at higher momenta. The lines
are found in the charged-meson P track topologies at 3.5
kG, and in the P and T topologies at 7.5 kG (Fig. 11).
Again, the widths and positions are in agreement with
the resolution and energy loss expected in the spectrom-
eter.

The decay of positive kaons, K+ —+ p, + v&, &+&,
which are produced in the initial annihilation and
come t;o rest in the target provided another source of
monochromatic particles. The muons and charged pions
appear in the charged T and P track topologies, pro-
viding a calibration point at intermediate energies. A
complete analysis of this data can be found in Ref. [20].

In addition to peaks in the spectra due to monochro-
matic particles, kinematic edges from various neutral
two-body processes will result in shoulders in the exper-
imental spectra. For neutral two-body reactions pp —+

z A ~ yyX, the "box-end" energies of the p energy
distribution seen in the inclusive p-ray spectrum will be
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FIG. 11. The momentum spectrum of charged two-body
annihilations of the pp system, pp ~ 7r x, and pp
Ii+ Ii

given by

E~ „(,„———,
' E(l .+ P),

where E is the total energy of the decaying particle (a
in this case), and P is its velocity. The edges of this
uniform distribution will be smeared by the spectrom-
eter resolution and the intrinsic widths of the decaying
particles. One of the more prominent reactions of this
sort is pP ~ 7r u. Figure 12 shows the Monte Carlo—
generated intrinsic p-ray spectrum resulting from the re-
a,ction pp ~ ~ ~. The sharp falloff at 770 MeV is quite
apparent. Figure 13(a) shows a fit to the high-energy end
of the Monte Carlo —generated TT spectrum, excluding
the process pp ~ m ~. This fit is shown superimposed
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FIG. 10. The Panofsky gamma, as it appears in the late
Q, combined RT plus TT y spectrum, at 3.5 kG.

FIG. 12. The Monte Carlo —generated intrinsic p-ray spec-
trum resulting from the reaction pp ~ x u.
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FIG. 14. The X-axis projection of the annihilation vertex,
showing the preponderance of stopped annihilations over in-
fiight interactions.

FIG. 13. A fit to the high energy end of the Monte Carlo—
generated TT spectrum, excluding the process pp ~ m u, is
shown in (a). This fit is shown superimposed on the actual
TT spectrum in (b).

on the actual TT spectrum in Fig. 13(b). The break in
the spectrum occurs at 768 MeV and provides us with an-
other calibration point for the high-energy gamma spec-
tra. A calculation of the branching ratio for m w gives
(0.76+ 0.11)%. This value for the branching ratio is close
to the value of (0.52 + 0.05)% reported by Chiba ef al
[21], but differs somewhat substantially from the mea-
surement of Adiels e$ al. [22] of (2.38 + 0.65)%.

C. Annihilation vertex

A determination of the annihilation vertex was nec-
essary to ensure that the annihilations were occurring
in the liquid-hydrogen target and taking place at rest.
For events containing charged particles in the final state
which passed through either R1,2 or N1, 2, a vertex could
be reconstructed using the drift chamber track(s) and the
beam-chamber track of the incident antiproton. How-
ever, in order not to bias the data sample against chan-
nels which contained only neutral particles in the final
state, no explicit vertex cut was used in the analysis.
Careful monitoring of the on-line vertex and a reconstruc-
tion of the vertices of events with charged particle tracks
in the drift chambers ensured that the vast majority of
the annihilations had indeed occurred within the target.

Even without an explicit determination of the annihi-
lation vertex, those annihilations that took place at rest
could be selected. The time required for the antipro-
tons to range in the target and come to rest is constant.
Therefore, events which occur significantly earlier than
normal are expected to have resulted from in-Bight inter-
actions (see Fig. 14). A plot of the predicted Q-counter
time versus the projection onto the A axis of the target of
the reconstructed annihilation vertex is shown in Fig. 15.
A cut on early Q times enabled one to distinguish be-
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-20
N

~ ' ~', , J 0

I, ~

\ ~

I ' ~

-2 0

Q TIME (ns)

FIG. 15. The mean TDC spectrum for the Q-scintillation
counter versus the vertex position along the target axis.

tween in-Bight and at-rest annihilations, even for events
with an all-neutral final state. Most of those events hav-
ing a correct Q time and an upstream annihilation vertex
proved to be pions and were removed at a later stage of
the analysis. Figure 16 shows a plot of the diH'erence in
the predicted and measured Q-counter time for the three
data sets of the second data run (430 MeV/c antiprotons
incident on a liquid-hydrogen target, 350 MeV/c P's in-
cident on a liquid-deuterium target and 350 MeV/c p's
incident, on a liquid-hydrogen target). The differences in
the plots reBect the diAerent incident beam momenta as
well as the diA'erent target, compositions. The range, and
hence the time required to come to rest, of the 430 MeV/c
p's was longer than that of the 350 MeV/c p's. The num-
ber of events with very early Q times in Fig. 16(a) is sim-

ply a reflection of this longer path length. The roughly
2:1 ratio of in-flight interactions in Figs. 16(b) and 16(c)
is a ref1ection of the 2:1 ratio of the densities of liquid
deuterium and liquid hydrogen and, hence, the greater
number of in-Bight interactions.

In addition to the Q counter timing cut, several other
event geometry and timing cuts were applied to the data
to insure a clean data sample. Details regarding these
cuts are reported in Refs. [7] and [8]
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FIG. 18. Hydrogen 3.5-kG TT spectrum and fit.

VI. FINAL SPECTRA AND THE SEARCH
FOR NARROW STATES

Figures 17—19 show the final y-ray spectra. resulting
from the annihilation of antiprotons a, t, rest in liquid hy-

drogen taken with a 3.5-kG fielcl setting. Data, taken at
the higher field setting of 7.5 kG are presented in I"ig-
ures 20—22. Figures 23—25 show the final p-ray spectra
resulting from the annihilation of antiprotons at rest in
liquid deuterium. No clear evidence for narrow lines is
seen in these spectra. Therefore, search procedures were
developed that would allow one to conduct a search for
narrow states and also to calculate the yield of any states
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FIG. 17. Hydrogen 3.5-kG AT spectrum and fit. FIG. 19. Hydrogen 3.5-kG PT spectrum and fit.



1956

1000

800—)
CD

600—
03
I—

400—
0
C3

200—

N. A. GRAF et al.

8700

6960—

5220—

)
cD 3480

1740
O
D

(a)

CO

Z'.

0

0

80
40—

0 ——--
"lllV! I

-40

0 40 80
E & (Me V/c)

I

120

(b)

160

200—

((Vt 't tt&)~

-200 '

400 600 800
(MeV/c)

(b)

1000

FIG. 20. Hydrogen 7.5-kG AA spectrum and fit. FIG. 2 . Hyclrogen 7.5-kG TT spectrum and fit,

r limits for the yieldfound. In the absence of states, upper imit
of narrow baryonium states were calculated.

A. The fitting routines

Althou h the Monte Carlo —generated spectra were
qualitatively in good agreement wit.. t p
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FIG. 25. Deuterium TT spectrum and fit.

spectral maximum, the other above. Low-order polyno-
mials were then independently fit to the two regions, with
the constraint that they be continuous with continuous
first derivative at t, heir junction. The quality of the fits
was quite high, with y //NDr, typically in the 0.98—1.3
range. The polynomial coe%cients were then fixed, and
the spectra, were refit with the polynomial plus a Gaus-
sian distribution. This fitting procedure was conducted
on a bin-by-bin basis. The position of the Gaussian was
constrained to the center of the bin and the widt, h of
the Gaussian (o) was set by the resolution of the spec-
trometer for the momentum (of the bin) and topology
type under consideration. Because of the Fermi motion
of the nucleons in deuterium, there would be an intrinsic
broadening of any monochromatic p rays produced. This

FIG. 26. Fake PT p spectrum with a Gaussian peak in-
serted at the strength and location of a previously reported
line. No structures of this significance exist in our spectra, .

broadening was estimated using the Hulthen wave func-
tion and the Gaussian widths for the search of the deu-
terium data were correspondingly broadened by —4%.
During the fit only the Gaussian peak height was allowed
to vary. The fitting routine returned the peak height h

along with its associated error Lh. The number of events
in any peaks thus found is then simply related to the peak
height by the formula N = g2x o.h, with an associated
error of AN = +2+O'Ah. This error in the signal can
be attributed to both the statistical error resulting from
the number of events in the peak and the errors result-
ing from the background under t, he signal region. Since
the search was for narrow, signals over large regions of
background, the error is primarily due to the statistical
error from the number of events in the peak. Indeed,
the ratio of the error returned by the search routine to
the statistical error in the number of events in the peak
was found to be very close to one over the entire search
region and for all the spectra. The smooth background
is well approximated by the low-order polynomials as re-
fiected by the small values of the y2 of the fit. In the
absence of any real peaks in the data one would expect
that the fitting routine should also find an equal amount
of positive excess and negative deficit, due simply to the
statistical nature of the variations in bin contents. The
average residual, as well as the average of the absolute
value, was in all cases found to be quite small. The yield
of any peaks found (expressed in units of o) was also
found to be small, in accord with expectations.

B. Determining the yield

Normally, one relates the number of signal events,
N„„ i, to the yield per pp annihilation via the relation:
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signal( y)
&p-~A(&~)

'

where Nzz is the total number of antiprotons for which
the experiment was sensitive and A(E~) is the acceptance
of the spectrometer for an incident y ray of energy E&. In
addition to the geometrical acceptance of the spectrom-
eter (well modeled by GEANT), triggering eKciencies for
the separate event topologies and the number of antipro-
tons for which the spectrometer was live would have to be
folded into the calculation. Comparing yield calculations
in those regions where the spectra overlap would then be
rather sensitive to errors in the determination of these
factors. Therefore, a procedure which did not rely on an
explicit expression for the spectrometer acceptance was
utilized. The very good agreement of the Monte Carlo
spectra with the data indicates that not only is the ge-
ometric acceptance of the spectrometer well understood,
but the shape of the intrinsic background spectrum is also
well described, This allows one to employ a procedure in
which one relates the number of events in the fitted back-
ground (Nb~gg„d) to the number of events in the intrinsic
y ray spectrum at, each moment, um bin. Since the in-
trinsic p ray spectrum [F(E&)], has been normalized to
one pp annihilation, the ratio is simply the number of an-
tiprotons for which the system was live at that particular
momentum. The yield is then simply
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FIG. 27. Results of the hydrogen 3.5-kG spectrum search
for AT, TT, and PT p s, showing the statistical significance
of structures found in the spectra,

j'(E )&~a(E~) = ~. g ~(E~)
+bckgnd

The statistical error in the yield is dominated by the sta-
tistical error associated with the signal. The branching
ratios for the various exclusive channels of the pd annihi-
lation are not as well known as those of pp . Therefore,
the intrinsic p ray spectrum resulting from pd annihila-
tions could not be modeled well. However, a comparison
of the data spectra showed that the deuterium annihila-
tion spectra are very similar to the hydrogen data spec-
tra. The yield calculations for the deuterium data were
therefore calculated assuming the same intrinsic spectral
distribution as for the hydrogen data. The normaliza-
tion of the spectrum was adjusted to reQect the average
p-ray multiplicity of 3.04 expected from annihilations in
deuterium as opposed to 3.84 for hydrogen. From charge
independence, the average number of charged pions pro-
duced in the deuterium annihilations is equal to twice the
number of neutral pions produced. Therefore, the aver-
age y-ray multiplicity is equal to the average charged
multiplicity, which was taken from Ref. [18]. Several
tests were carried out to ensure that the search proce-
dure could not only detect narrow structures but also
correctly calculate their yield. In one test, the size of the
signal expected for the narrow line at E& ——550 MeV
reported by a previous experiment (Richter et at. [5])
was checked. Based on the yield of the reported line
(0.9 x 10 ), a peak of 1628 events is expected. When
a peak of this magnitude is inserted into an artificial PT
gamma spectrum, it stands out quite clearly as a 10o ef-
fect, as seen in Fig. 26. The search procedure found the
peak to contain 1820 + 175 events.
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FIG. 28. Results of the hydrogen 7.5-kG spectrum search
for AA, AT, and TT p's, showing the statistical significance
of structures found in the spectra.
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C. Results of the search for narrow states 0.004

Once the eKcacy of the search procedure had been
demonstrated, the search for narrow structures in the
spectra could be undertaken. Figures 27—29 show the
results of the search of the data spectra. The plots
show the statistical significance (in units of cr) of any
structures found by the fitting program. The spectra
are seen to be almost devoid of structure. The (1—
2)o fiuctuations are consistent with that expected for
data samples with purely statistical fluctuations. Also,
in the region where the spectra overlap, any struc-
ture due to narrow states should be seen in both spec-
tra, providing a consistency check. This allows one to
rule out the apparent 3.7o structure seen in the RT
spectrum at 170 MeV/c, since no evidence is seen
for it in the TT spectrum. Rather than quote yields
for every one to three o bump found by the search
procedure, we instead calculate an upper limit on the
yield of narrow lines found in the spectrum at the 95%
confidence-level. The technique involves translating the
significance of a particular peak (in units of sigma) into
a corresponding 95% confidence level upper limit on the
significance of the peak. For example, one can be 95%
confident that a lo peak found in the experimental spec-
trum is in fact no larger than about, 2.5o. On the other
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FIG. 30. Shown are the 95% confidence level upper limits
on the yield for the reaction pp ~ pX, for states narrower
than the spectrometer resolution (3.5-kG field setting). Also
shown are the most prominent lines reported in Ref. [15].

hand, a lo dip found in the experimental spectrum can be
assigned a 95% confidence upper limit of approximately
1.2o. . This assumes that the bumps and dips found in
the spectra are statistical in nature, so that a statistical
fluctuation below background serves to enhance sensitiv-
ity and thus gives a better yield limit. Details of the
procedure for determining the yield limits can be found
in Ref. [8]. Figure 30 shows the 95% confidence level up-
per limits on the yield of narrow structures in the p-ray
spectra resulting from the annihilation of antiprotons in
liquid hydrogen at rest. The yields for the most promi-
nent states reported by Richter et al. [5] are included
for comparison. These yield limits were obtained from
the 3.5-kG data, no attempt being made to combine the
limits from those obtained at the higher field setting.
In Fig. 31 are shown the corresponding 95% confidence
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FIG. 29. Results of the deuterium spectrum search for
AA, RT, and TT p's, showing the statistical significance of
structures found in the spectra.

FIG. 3I. Shown are the 9570 confidence level upper limits
on the yield for the reaction fry ~ pX, for states narrower
than the spectrometer resolution (7.5-kG field setting).
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FIG. 32. Shown are the 95%%uo confidence level upper limits
on the yield for the reaction pd ~ pX, for states narrower
than the spectrometer resolution.

level upper limits on the yield of narrow structures in
the data accumulated at 7.5 kG. The relatively poorer
limits are simply due to the smaller number of events in
the second-run data sample. Figure 32 shows the corre-
sponding limits in the p-ray spectra resulting from the
annihilation of antiprotons in liquid deuterium at rest.

D. Conclusions

A detailed search of the p spectra resulting from an-
tiproton annihilations at rest in liquid hydrogen and deu-
terium has yielded no convincing evidence of radiative
transitions to narrow states with widths consistent with
the spectrometer resolution (bE/E 1%). In liquid hy-
drogen, we obtain upper limits at the 95% confidence
level on the yield of narrow states produced in proton-
antiproton annihilations at rest of (2—5) x 10 /p for
states between 1000 and 1700 MeV, and (5—10)x10 /p
for states between 1700 and 1800 MeV. For annihilations
in liquid deuterium the upper limits are (1—7)xl0 /p
for masses between 400 and 1730 Me V/c, and (1—
2)x10 s/p for masses between 1750 and 1835 MeV/c .

IIl addition to our experiment, two other recent exper-

TABLE II. Comparision of the current limits on narrow lines resulting from antiproton annihi-
lations at rest. Included are the previously published results on the existence of such lines.

Experiment

Gray et al.

Ref.

[24]

Reaction Mass
(MeV)

1794.5 + 1.4

Yield
(1o-')
4+0.6

Confidence
(a or %%uo C.L.)

Pavlopoulos et al. [5] 1684 + 8
1646 + 9
1394 + 23

7+2
6+2
9+2

2.6
2.2
2.4

Richter et al. [5] 1771 + 1

1691 + 2
1642 + 6
1555+ 3
1504+ 4
1208 + 4

1.6 + 0.4
1.6 + 0.5
3.0 + 1.1
1.2 + 0.5
1.1 + 0.5
0.9 + 0.5

3.6
3.1
2.7
2.7
2.2
3.0

Adiels et al.

Brando et al.

Ahmad et al.

[5]

[25)

p He ~ pX3n

SJ

Pp ~+X~

1687+ 5
1640 + 12

1768 + 3

1100 —1670

9.3 + 1.8
8.9 + 1.9

( 2.0

5.5
5.2

3.3

Angelopoulos et al.
[23]
[23]
[6, 8]
[6, 3]

1510 —1660
350 —1516
629 —1175
1000 —1700
1700 —1800

( 0.2 —0.6
& 0.3 —0.6( 0.15( 0.2 —0.5( 0.5 —1.0

90%
90%
90%

95%

Chiba et al. [21] 1086 —1787 ( O. l —0.5 90%

Adiels et al. [22] 1040 —1770 & 0.1 —0.3 95%
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iments have also examined the inclusive p spectrum from

pp annihilations at rest. The first of these was experiment
E68 performed at IZEK using a traditional secondary
beam [21]. Antiprotons of 580 MeV momentum were
stopped in a large (14x23 cm) liquid-hydrogen target af-
ter moderation in a graphite degrader. The y rays were
detected using a large 96 crystal NaI(Tl) spectrometer
with good solid angle coverage (22Fo of 4m'). Their energy
resolution is quoted as AE&/E& ——6.2%/[E& (GeV)] /

FWH M . Aside from a prominent Panofsky p signal, they
noticed no structure greater than 2o in significance in
the energy range 87 & E& ( 624 MeV, corresponding to
recoil masses between 1086 and 1787 MeV. They place a
4o. upper limit on the existence of narrow structures of
between 1.2 x 10 and 6 x 10

The second experiment, PS 182 at LEAR, was per-
formed during the same period as our experiment [22].
Here 320 MeV/c antiprotons were stopped in a liquid-
hydrogen target of 20 cm length and 5 cm diameter. They
measured the p rays produced in the annihilation with
a set of 2 BGO crystal arrays consisting of 7 hexago-
nal prisms each and covering an ejective solid angle of
about 0.1% of 4z. . Their energy resolution is stated as
&E~/E~ = 4.0%/[E~ (GeV)]t/ FWHM. They place a
limit or& the yield of narrow structures of between 10
and 10 for states with masses between 1040 and 1770
MeV/c2.

In comparison with the crystal arrays used in these
other experiments the magnetic spectrometer used in
our experiment has better resolution throughout the en-

ergy spectrum. On the other hand the crystal spectrom-
eters have the advantage of flat geometrical acceptance

functions, enabling them to see clearly the shape of the
inclusive y spectrum. They are also able to see a clear
Panofsky signal in their uncut inclusive y spectrum. Our
Panofsky line appears in relatively low acceptance regions
of the 3.5-kG RT and TT p spectra and can only be ex-
tracted with a Q counter timing cut. Nevertheless, the
superior energy resolution enables us to set a good limit
on the existence of narrow lines over a fairly large mass
region .

The results of this experiment along with the results of
the two independent experiments discussed above, clearly
contradict earlier results claiming the existence of y tran-
sitions to narrow quasinuclear or baryonium states below
threshold.

It should also be noted that, using the magnetic spec-
trometer as a charged particle spectrometer, we have
also set limits on the production of narrow states via
the emission of a charged pion or kaon. Upper limits of
(2—6) x10 4/p were set on the yield of a narow state in
the case of pion emission [11]. In the case of emission
of a charged kaon, upper limits of (3—6)x 10 4 were set
in the mass range between 350 and 1516 MeV [23]. The
results of the various searches are shown in Table II, as
well as the results from the previous experiments.
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