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Multiple hadronic production is usually visualized as a two-step process: the formation of some
well-defined intermediate objects such as strings or fireballs and their subsequent hadronization (de-
cays). It is shown how information theory provides us with a model-independent tool in dealing
with the hadronization step for which the most plausible distributions of hadrons are formed.

I. INTRODUCTION

Multiple hadronic production processes are usually
visualized as proceeding in two main steps. At first a
number of more or less well-defined intermediate objects
such as strings! ™3 or fireballs*~® is formed. Next follows
their hadronization: usually one says that strings ““frag-
ment” and fireballs “decay” into finally observed had-
rons. That terminology reflects the essential dynamical
difference between them: strings are supposed to be essen-
tially one-dimensional whereas fireballs are three-
dimensional objects. However, confrontation with exper-
imental data has washed out this difference substantially:
strings are now allowed to “bend” in phase space before
fragmentation (so they can produce more hadrons than
before)” whereas fireballs are usually forced to decay an-
isotropically (therefore reducing their hadronic multipli-
cities).* In both cases the agreement with data is claimed
as satisfactory, their apparently very different dynamic
origins notwithstanding.

For somebody not interested in the hadronization part
of the process it causes the problem of how to tell the
difference between “fat” strings and “lean” fireballs; i.e.,
which description more accurately depicts the hadroniza-
tion stage to follow? Dynamical origins aside, in both
cases we are faced with apparently similar objects of
well-defined invariant energies (masses) M which decay
into N =N (M) secondaries with obviously limited trans-
verse momenta Py ;. A possible way out is to look for ex-
periments in which the first step of the process can be ar-
gued to be trivial, i.e., in which only one object is sup-
posed to be produced (ete” —hadrons and
I + N —hadrons are the usual choices here), and just use
the corresponding data, either directly or via their “best”
parametrization, as an input for the hadronization
stage.l'3

In this work we would like to quantify such an ap-
proach by providing least-biased (or most plausible)
model-independent distributions of hadrons from objects,
which we shall for definiteness call fireballs and of which
we only know their masses M, the number of secondaries
they produce, N, and that suitably defined transverse mo-
menta of these secondaries are strongly damped. Implicit
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here is the assumption that the distribution of the num-
ber and masses of those fireballs should be provided by
some other dynamical considerations (cf. for example,
Ref. 5). Also the limitation of the transverse momenta of
secondaries has to be regarded as a dynamical input
which we shall only make use of but which we are not go-
ing to explain in what follows.

We shall argue that the only way to achieve this goal is
to make use of the information-theory approach (already
explored along similar lines in other branches of sci-
ence®). That is because only this mathematical theory
tells us how to produce model-independent distributions
of quantities of interest. By this we understand that for
given values of some external dynamical parameters
(such as M, N, etc.) there is only one possible outcome
which does not depend further on the dynamics of the
hadronization process. Therefore such a distribution
should have a status comparable to that of the phase
space of reaction and should facilitate the subsequent in-
vestigations of different dynamical models of hadronic
collisions.

II. INFORMATION THEORY IN HADRONIC PHYSICS

Let us first briefly summarize the essence of the
information-theory approach from the perspective of
multihadron production. The reasoning goes as follows:
the proliferation of phenomenological models, which
more or less satisfactorily describe experimental data in
quite different (if not contradictory) dynamical terms, in-
dicates that these data contain in fact only a rather limit-
ed amount of information. It is then quite possible that
precisely this information, reflecting some important
features of strong interactions or just conservation laws,
is always used in formulating the basic assumptions of
otherwise apparently different models. This would ex-
plain the common feature of these models—their phe-
nomenological success.

To check this hypothesis one has to be able to answer,
in a model-independent way, the following question:
given some physical assumptions of a model (plus phase
space and conservation law), what are then their most
trivial consequences regardless of other details of the
model?
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In order to answer this question one has to define what
“triviality” means and how to treat it quantitatively (i.e.,
how it can be measured). The most natural thing is to ac-
cept that triviality corresponds to the lack of information
(i.e., the less informative, the more trivial). Thus, again,
the information appears in a natural way as a useful con-
cept in characterizing the hadronic production processes.
One is then led to the information theory for definitions
and measures of information and for the methods of in-
terference of distributions of interest, which would corre-
spond to imposed constraints and which were both least
biased and unique. In what follows we shall provide for
completeness a brief review of the necessary concepts,
definitions, and formulas from the information
theory.” !

Suppose that from some experiment we have obtained
a set of data which can be represented by the probability
assignment P°={p? (i=1,2,...,n)}={probabilities of
occurrence of dif ferent events in this set}. This assign-
ment represents our original state of knowledge about the
outcome of this experiment. Let there be now a new set
of data from the same experiment, which changes our

state of knowledge to P ={p; (i=1,2,...,n)}. Then the
quantity
h
I(pP;P%= S piIn(p; /p?) (1)

i=1

represents a unique measure for the information provided
by the new data. It is called relative information or just
information.® It can be readily generalized to the con-
tinuous probability spaces [where probability density p(x)
replaces p;]:

px)

I(p;po):fa”p(x)m po(();) dx . (2)

O(x)=const= L,

Notice that I(p;p°) is invariant under a monotone one-
to-one transformation x —y=g(x). This ensures that
the information in the probability assignment p, relative
to po, does not depend on the variable(s) chosen to de-
scribe the sample space (i.e., the space of events of our ex-
periment, which in our case will aways be a phase space
of reaction). Notice also that we obtain information only
when we learn something new, i.e., whenever the final
state of knowledge P differs from the initial one P°.

The prior probabilities P° settle then, in a sense, the
level from which we measure our information. We say
that they represent the state of zero information, i.e., the
state corresponding to the knowledge of only the space of
events, in our case the phase space. In Eq. (1) it would
mean P’=1/n, in Eq. (2) p°(x)=const=1/(b —a), in
general p%(x)=const=1/T" where I" = {phase space}.

In what follows the quantity important to us will be the
so-called missing information (or uncertainty) in the prob-
ability assignment P defined as

UP)=U(P;P™PY)=1(P™P°)—I(P;P°) . (3)

Here P and P° are defined as before and the probability
assignment P™={p/" (i=1,2,...,n)} corresponds to
the maximum knowledge which can be obtained from the
outcome of our experiment.

In most cases of interest one deals with

1
0— Ozv ] = R S
P°={p, n(l 1,2, n)j
P"={8,; (i=1,2,...,n; k=fixed)} ,
which leads to
UPP)=U({p;})=— 3 p/Inp; . (4)

i=1

Correspondingly, in the continuous case,

p T I' = {phase space} ,

L~! for x CL, L being a small cell in a phase space I,
p(x)= .

0 otherwise

which leads to

U(P)=U[p(x)]=—fp(x)ln[Lp(x)]a’x .

The U (P) of Eq. (4) is identical to the so-called Shan-
non information measure (or Shannon’s information en-
tropy).'° In the continuous case U (P) is similar (but not
identical) to Shannon’s information entropy, which is
defined simply as

S;(p)=— [ p(x)In[p(x)]dx . (6)

This formula is the one most used and the choice of P°
leading to it is sometimes called!! “the first principle of
statistical mechanics”: equal “a priori probability” is as-
signed to equal volumes of phase space. (Its quantum

(5)

[

version assigns it instead to all quantum states of a com-
plete orthogonal set.)

The last element we need is to specify the way to
choose distributions {p;} or p(x) once the limited amount
of information about our experiment is given. The fact
that {p;} or p(x) is a probability assignment implies that
they are non-negative and normalized, i.e.,

S p=1 or [dlp(T)=1. (7)

i=1

Let the known information be of the form of the expecta-
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(Fk>:fk’

tion values of k dynamical
k=1,...,m<n:

quantities

(F)=3 Filx)p, or (F,)=[dT F(D)p(T) .  (8)

i=1

We are looking for {p;} or p(x) which tells us “the truth,
the whole truth” about our experiment, i.e., reproduces
known information. It still leaves, however, a great deal
of freedom so we demand also that our distributions tell
us ““nothing but the truth,” which means that they should
convey the least information, i.e., to be those with the
maximum missing information. This leads to our
“second (and final) principle”: we are going to assign to
our system such a distribution {p;} [or p(x)] which repro-
duces all available information and has the maximum
missing information.!!

We have to determine then the maximum of U (P) (or
S;) as given by Egs. (4) and (6) subject to conditions (7)
and (8). We can take them into account by introducing

Lagrange multipliers —(14+Q) and A;, i =1,...,k, and
by varying U with respect to p; or p we find as a solution
{Pl} m
R= p(x) =exp Q-‘kgl A Fy 9)

The R is thus expressed in terms of Lagrange multi-
pliers, which in turn are to be determined from the con-
straints. Thus, in the discrete case we have

Q=—In ¥ exp |— 3 M Fi(x;) |=—InZ, (10)
i=1 k=1
1 n m
fk“(Fk):'Z E Fk(x, )eXp - 2 kka(x[)
i=1 k=1
OUA,, ..., A,,)
—— it ) (11)
OA
and similar expressions (with obvious replacement
Stoi— de) for the continuous case.
This is the answer to our question. The result

represented by Eq. (9) provides the most trivial and
model-independent estimate of a distribution function of
interest which is consistent with imposed constraints (i.e.,
which uses only the available information and nothing
more). It now should be confronted with experimental
data. A good agreement means that there is no more in-
formation left in the data. Otherwise there is still some
unexplored information left. It thus can be used to deter-
mine new additional constraints (i.e., assumptions of the
model) and, by repeating the whole procedure again, to
obtain a new, more refined distribution (to be again con-
fronted with experimental data).

Notice that although Eq. (9) resembles closely formulas
used extensively in all thermodynamical-statistical mod-
els,* the resulting picture (when applied to multiple ha-
dronic production phenomenology) differs substantially
in that information (or information entropy), being a gen-
eral mathematical quantity, can be used without referring
to any kind of thermodynamical equilibrium. It applies
thus to essentially all experimental situations without

limitations on energies or multiplicities as we shall see
later on. This is one of the examples of the model in-
dependence of our results mentioned before in Sec. I.

The information-theory (or specifically information en-
tropy) approach has been used in multiple hadronic pro-
duction only sporadically (although from the very begin-
ning!?) and without much reverberation. Nevertheless, it
was this method which showed!’ that the minimal
dynamical input sufficient for a highly successful descrip-
tion of virtually all relevant inclusive data (in the CERN
ISR energy range of this period) consists of (i) limitation
of the transverse momenta of secondaries, and (ii) limita-
tion of the energy W available for production of secon-
daries (i.e., existence of leading particles or inelasticity of
the reaction K = Wll/s being smaller than 1, in fact, of
the order of 0.5; V's is c.m. energy of reaction). As all
successful phenomenological models at that time had
both conditions built in (explicitly or implicitly), no
wonder that they were simply bound to provide essential-
ly the same results (in terms of different parameters, of
course).

Similarly, knowledge of only the mean multiplicity
(n) results in the geometrical (or Bose-Einstein) mul-
tiparticle distribution P(n) as the most probable one, but
additional allowance for k independent, equally strongly
emitting sources leads immediately to the so-called
negative-binomial form of P(n) (Ref. 14) (which has re-
cently emerged as a successful and fashionable descrip-
tion of experimental data).!> It is interesting to note here
that should we add the indistinguishability of the parti-
cles as additional information we would obtain the Pois-
son rather then geometrical distribution P(n) [roughly
speaking, because of L —n!L in Eq. (5) now]. Therefore
this additional information converts the resultant mul-
tiparticle distribution from the most broad to the most
narrow one [in the sense that the behavior of the disper-
sion D =({n?)—{n)?)!"2? changes from D ~{n ) for the
Bose-Einstein distribution to D~V (n ) for the Poisson
one].

The information-entropy approach has also been used
in investigations of asymptotic behavior of multiparticle
production processes'® and of the information content of
multiparticle production models.!” It served as a guiding
principle in formulating different hypotheses of scaling
behavior for single-particle distributions.'® The so-called
mutual information'® has been proposed as a particularly
suitable tool for investigations of forward-backward
correlations in multiparticle processes.!” The inform-
ation-theory approach was also recently shown to be
especially suitable for the final processing of raw experi-
mental data.?’

III. THE LEAST BIASED SINGLE-PARTICLE
INCLUSIVE DISTRIBUTIONS

In what follows we shall concentrate on the discussion
of the least biased (or most plausible) single-particle dis-
tributions resulting from the information-theory ap-
proach.?!

Let us start with semi-inclusive normalized rapidity
distribution
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y fixed

for an event in which a fireball of mass M decays (in its
rest frame) into exactly N secondaries with strongly
damped transverse momenta P, [which is represented by
fixed average transverse mass ur=(u>+{py)?)"?]. Itis
tacitly assumed that we know the distribution of M and
P(N) from elsewhere. We shall, in what follows, consid-
er always only one kind of produced hadron (namely,
pions of mass u) and in this example {p,) represents
their mean transverse momentum. Effectively we are
then dealing with a one-dimensional decay represented
fully by the distribution fy(y)=fN(y;M,us).

Notice that fy(y) defined in such a way is nothing else
but the probability density to find a single particle (the
only one traced down in full detail by the experimental
apparatus) at rapidity y and as such it falls into the
category of continuous distributions discussed in Sec. II
[cf. Egs. (5) and (6)]. Taking now as the prior probability
assignment f5(y)=const in the allowed rapidity space
Y E[— Yy, Yy, ] one gets, for the relative information,

Y
L= [_"dy fypin[fy»)] . (12)
Im

According to the procedure outlined in the previous
section, we are now looking for the distribution fy(y)
which maximizes Iz subject to constraints of normaliza-
tion and energy conservation:

Y,
[ v fan=1,
M

Yo Y,
Nf_YMdy EfN(y)=N,qu_YMdy coshy fy(y)=M .

In the rest frame of the fireball £y (y)= fy(—y), therefore
the momentum-conservation constraint is satisfied au-
tomatically (i.e., it leads to the vanishing of correspond-
ing Lagrange multiplier). Notice that our constraints
represent only conservation laws, not dynamics. The
latter is supposed to govern the production of our fire-
balls [i.e., their mass spectrum 7(M)] and its decay pat-
tern [i.e., the multiplicity distribution P(N) for a given
mass M]; in other words, it enters into the interrelations
between our external parameters {M,N,ur} and it settles
then the initial conditions for the constraints given by
Egs. (13).

Following the methods outlined in Sec. II we get as
most probable the following distribution:

(13)

fN(y)—’:%cxp(—B,uTcoshy) , (14)

where
Yy
Z=Z(M,N,ur)=[__ dyexp(—Burcoshy) (15)
M

is the normalization and B=B(M ; N,ur) is the Lagrange
multiplier to be obtained from conditions (13):

[, a

here Y,, =Y, (M;N,ur) is the maximal rapidity avail-

coshy — exp(—pBurcoshy)=0, (16)

M
prN

— . ;
I |=—10 GeV —=
+——50GeV—=
4 +—100 GeV —=
+=—500 GeV —~
2_
5|z
Q
|
1
-2k
i MCGev] 10 L0 100 L 500
100 10' 102
<E> =M/N

FIG. 1. The parameter B=pB(M /N) in one-dimensional case
[Egs. (14), (16), and (19)] as a function of the mean available en-
ergy {E)=M/N for different energies M; u;=0.4 GeV. The
dashed curve corresponds to 3 being a solution of the approxi-
mate Eq. (22). The regions of (E) corresponding to the
N1 =N(M)+o as given in Table I are also indicated.

4ur

172
M,2 ] } ’

M'=M—(N—2u;. (17

able:

, 2

M
Y, =1 1+ [1—
M n[zﬂr [

Notice that for M'>>2uy, ie., for N <<N_..=M/us,
which is usually the case, Y, ~In(M /ur)=InN_,, and
does not depend on N. This case was already investigated
in Ref. 21 to some extent. In general Eq. (16) has to be
solved numerically for B once M, N, and u are given.

The main features of  distribution  fy(y)
~fnNW;r,Nmax /N) can be summarized as follows (cf.
Figs. 1 and 2).

(i) Contrary to all statistical models exploiting Eq. (14)
with 1/f3 interpreted as a kind of “temperature’ with ta-
cit understanding that 3>0 always, here 3 can assume
any value. In fact 8> 0 only if

N>No=Ny(M,N,ur)

MY,, M
= —» 2In—
prsinhYy, targen ur
=2In(N,,) . (18)
T T T
r I: : JURIAIA B
As \ e pr= 040
L l‘l [ pr=080 4

M [‘GeV] 10 1
10° 10’

S0 100
M
<E>=73

FIG. 2. Example of the sensitivity of B as defined in Fig. 1 on
different choices of pur for different energies. Arrows indicate
values of {( E ) (=p) for which f— + 0.
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(ii) It means that for N =N, we have B=0, i.e., fy(y) is
then strictly flat. Therefore exact Feynman scaling (or
plateau in the rapidity distribution) is realized only if the
mean multiplicity of the reaction N =N (M) follows rule
(18) [i.e., N =Ny(M)] as a function of the energy M. In
fact this seems to be the case at CERN I.S.R. energies!?
(at which the concept of Feynman scaling was conceived).
However, data at present energy range seem to favor
much faster growth of the multiplicity with energy
N =~In*M or even N ~M%32% If applied to a single clus-
ter or fireball, it would then mean that Feynman scaling
was only a transient phenomenon seen in an energy range
for which it just happened that the N ~InM law was a lo-
cally valid numerical representation of data.
(iii) One can also write f(y) in the form

_ purcoshy
P&

where (E)=M /N is the mean energy available to the
particle in a given event and B=B(M/N). We have
found such a parametrization particularly useful because,
as can be seen in Fig. 1, for large enough masses M (in
fact, for large enough N_, =M /uy, cf. Fig. 2) in the
usually explored range of multiplicities
N=N, =N(M)*o, the resulting B is (almost) constant
as a function of (E) (i.e., B~N /M here) which suggests
a kind of (approximate) scaling in the variable
z=E/(E), E=prcoshy, in this region.

(iv) For N <N,, B is negative, 3<0. In fact BN—>2— 0

Fr)=—exp , (19)

VA

and in this limit f(y) takes a double 8-function shape:
Sn=o2W)=1[8(y —yu ) +8(y +yu)] . (20)

(v) For Ny <N <<N_,,, and for large energies M, one
can replace Y,, in Eq. (16) by infinity and perform the in-
tegration over rapidity to obtain

I

coshy ~ exp(—pBurcoshy)

urN

- __M -
=K\ (Bup) = EKo(Bup)=0.. @D

In the limit of z=PBur<<1 (.e,, B<<1/u;) where
Ky(z)~ —Inz and K,(z)=1/z, we have then the follow-
ing simple transcendental equation for f3:

Bln(ﬁyr)=% or Bln | =—1. (22)

max

As can be seen in Fig. 1 its solution follows quite nicely
the exact one, especially for larger masses M. However,
its fails completely for M <50 GeV and for large values
of (E) where the exact 8 becomes negative. If instead
z=Pur>1, which is realized for large multiplicities N
(actually for N >0.2N,, ), where

V2 frot TG g

K (2)=
z 2 Tt v—1) (22

L
2z

+0(z|7h) (23)
we get (to leading order in 1/z)
> L (24)

—
N—N,_. 2ur 1—N/N_..
Notice that B(N =N_,,, )=+ o which means that in this
limit (corresponding to (E)=us) fx(y)—8(y), ie., all
particles tend to be maximally concentrated in the middle
of the rapidity plot (cf. Fig. 2).

Some of these features were already noticed and used
in phenomenological analyses of data?>~ 2> but always
with an implicit assumption that a ‘“partition tempera-
ture” (as 1/B is usually called) is necessarily positive.
That is justified, as seen in Fig. 1 (cf. also Table I), only
when one works in a rather narrow band of multiplicities
N centered on the mean multiplicity N =N (M) or when
the average available energy per particle (E)=M /N is
small enough. In many situations, however, especially
where the large energy M has to be distributed among a
very small number of secondaries (N <N,), the resulting

TABLE I. Values of B4, B+, and a4 in one- (1D) and three-dimensional (3D) cases for different ener-
gies M and for N =N(M)+o with N(M)=4.5M°° and o= [N(M) (which corresponds to the maxi-
mal possible width of the multiplicity distribution); u=0.4 GeV.

M (GeV) 10 100 500
Ni=N+to 14.2+7.1 31.8+15.9 45.0+22.5 100.6+50.3
(E_ )=N£ 1.40 3.14 4.44 9.94
(E, >=—M— 0.47 1.05 1.48 3.31

N,
1D 3D 1D 3D 1D 3D 1D 3D
B —0.11 0.03 0.06 0.06 0.05 0.06 0.02 0.02
B 5.74 6.60 0.52 0.48 0.27 0.27 0.09 0.09
B_ —0.15 0.04 0.20 0.20 0.20 0.25 0.20 0.20
B. 2.70 3.10 0.55 0.50 0.40 0.40 0.30 0.30
a_ 5.20 5.30 5.40 5.50
ay —-15 4.70 5.05 5.35
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B is completely different from the naive expecta-
tions;2* =% in fact, in the above-mentioned situation /3 be-
comes negative. And precisely this is the region where
the standard models?®> ~%° always had trouble in adequate-
ly describing the experimental data.

Let us proceed now to a more general semi-inclusive
distribution, namely, to

1 do

ypr)l=—0——7—.
PN\YVsPT oN (dy dsz)

Assuming azimuthal symmetry one needs in this case an
additional constraint to fix the p; dependence. For the
presentation that will follow we shall use as a constraint

the value of a mean transverse mass ;= (u*+p2 )%
(ur)={ur(M,N))= [dT prpy(y,pr) - (25)
Here (prdpr=prdur)
Yy HrpY)
fdl"z2ﬂ'fﬂy a’yf durpr ,
Mook (26)
MI
=—"— M'=M—(N—2)u.
wrar(y) 3 coshy’ M'=M—(N —2)u

Such a choice allows us to perform some of the integra-
tions analytically.?® Taking again the prior probability
assignment p%(p,ur) constant in the phase space I one
gets, for a relative information formula in this case,

Ix(p)= [dT py(opr)inlpy (o)) - @7

The distribution p, which maximizes Iy subject to the
constraint (25) as well as to normalization and energy-
conservation constraints:

fdrpym=1,

(28)
N [dT Epy(T)=N [dT prcoshypy(y,ur)=M
is given by
pN(y,‘uT)Z%exp( —apy—Burcoshy) (29)

with Z, a, and S being, respectively, the normalization
and the Lagrange multipliers corresponding to {u) and
M. They are given as solutions of the equations

Yy, coshy
27rf_ YMdy { 1

where

<UT> , (30)

,FN(y;a,B)ZZ‘

B

y)
FN(y;a,B)=f“ durppy v pr)

e KT
== [1+(1+apr)?]

Hry ()

m
a=a(y;a,B)=a+Bcoshy . (31)

The normalization is given now by
zZ= de exp( —apy— Purcoshy) (32)

and

BR) ===
4 N 10 GeV 4
————— 50 Gev
~=-~ 100 GeV
€2 —— 500Gev |
s L
l= ——r —
G.,\0 ——————————————————— = S
|;; r . \\\ 1
_2 .
[ (o) .
<E>:=§
FIG. 3. The parameters B=f3(M/N) and a in three-

dimensional case [Egs. (29) and (30)] as a function of the
(E)=M/N for different M; (u17) =0.4 GeV. Indicated are re-
gions of (E ) corresponding to N+ =N(M)=*o as given in Table
I

Brm
HN(y;a,B>=2VfH dprirpy vtz

g (y)
e ™

(1+apr) (33)
Za? o

—app

=—2r

represents the single-particle rapidity distribution in the
three-dimensional case (integrated over transverse mo-
menta pr).

The results are summarized in Figs. 3—5. In Fig. 3 the
solutions for (a,B) are given for different energies and
{(ur)=0.4 GeV (to compare with u;=0.4 GeV in one-
dimensional case presented in Figs. 1 and 2). Notice that
essentially, except for unavoidable differences in details,
the general features are the same now as before for fy(y).
The main difference is that now the values of N, below
which B becomes negative depend also on «; with small-
er (fixed) a the corresponding N, gets also smaller and
for a=0 parameter [ is always positive, cf. Fig. 4. That
is because of the opening of the p, part of phase space.
We can now conserve energy even for N =2 and y =0
just by sending off particles to the maximal p, regions at
this rapidity. Also the (integrated) single-particle distri-
bution Hy(y), Eq. (33), behaves for N <N, slightly
differently than the corresponding strictly one-

cR 0 7
10 10 10 <E>- o

FIG. 4. The parameter 3 in three-dimensional case for
different choices of a (kept now constant) as a function of (E );
©=0.14 GeV.
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- N

L ]

FIG. 5. The examples of fy(y) [Eq. (14)] and Hy(y) [Eq. (33)]
for M =50 GeV and different N; ur=(us)=0.4 GeV.

dimensional distribution fy(y), cf. Fig. 5. Because of the
closing of the p, part of the phase space, i.e., because
ey =xypy)=up, H(y==1Y,,)=0 now whereas fy is
maximal there. Notice, that in our approach the growth
of the dN/dy_|y=0 with energy is essentially given by
dN /dyl|,_o=N(M)H(y =0;N=N(M))=~N(M)/InM.

A characteristic feature of py(y,us) for small mean
available energies (E) =M /N is the fact that in this re-
gion (in which parameter 3 becomes large), the (u;)
constraint forces a to decrease and ultimately to become
negative, cf. Fig. 3. However, in the region of N=N=+o
both a and B are essentially positive and only slowly
varying as functions of (E ). This can be regarded as a
posteriori justification of all more or less ad hoc applica-
tions of formula (29) (Refs. 23-25) except for both very
small and very large values of (E). In these regions
physical justifications provided usually for Eq. (29) are
already invalid whereas the formula itself, i.e., as derived
here, is still correct and can be used. But one has to real-
ize that it should be regarded only as the best possible
model-independent parametrization of data based on con-
servation laws rather than dynamics. Dynamics enters
only, as was already stressed, via the actual value and
possible energy dependence of the multiplicity NV and via
the possible energy and multiplicity dependence of {u ).
But once this information is provided the distribution
pn(¥,p7) has to be of the form of Eq. (29).

IV. SUMMARY AND CONCLUSIONS

Using the tools of the information theory we have de-
rived the most probable (or least biased) single-particle
distributions for one- and three-dimensional cases [Egs.
(19) and (29), respectively] for a decay of an isolated fire-
ball of a given mass M producing exactly N secondaries
with restricted transverse momenta or masses {u,). In
our approach M, N, and (,uT> [with the understanding
that essentially N =N (M) and {u;)={ur(M,N))] are
the only external, dynamical parameters. Together with
the energy conservation constraint they fix uniquely the

corresponding Lagrange multipliers a=a(M,N,{us))
and B=B(M,N,{ur)). We would like to stress particu-
larly this feature because in all phenomenological mod-
els,”>7 %5 which use essentially the same distributions, a
and B were always regarded as free parameters chosen to
provide the best fit to data. That was because although
formally the same, the corresponding distributions were
obtained from completely different premises. In our case
the only way to change the final distributions would be
through changes in the mutual relations between parame-
ters M, N, and {ur), i.e., through changes in our dynam-
ical input, not in the parametrization itself.

As presented in Figs. 1-5 our parametrization applies
to the whole range of multiplicities and {u; ) for any M,
including both very small and very large values of the
mean energy available to the produced secondary, (E ),
i.e., including the region where all above-mentioned mod-
els are either not applicable or have serious problems. It
is thus particularly useful in all applications demanding a
maximal objectivity and neutrality of presentation. In
the Appendix we have thus enclosed a possible scheme
for the Monte Carlo event generator based on our param-
etrization.

The method can be rather easily extended to cover also
the multiparticle distributions P (N). We shall cover this
subject here repeating only what was already said in Sec.
I1, that one can rather easily identify the minimal infor-
mation necessary to obtain P(N) ranging from a geome-
trical to Poissonian distributions. The extension to the
multifold distributions, although not so straightforward,
is also possible and very promising.!°
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APPENDIX: ALGORITHM FOR MONTE CARLO
EVENT GENERATOR

We shall provide here the scheme of the Monte Carlo
event generator algorithm which can be used to produce
single-particle distributions {y;,us;} according to formu-
las (29)-(30). For a given mass M and multiplicity N,
once a and 3 are calculated from Eq. (30), we do the fol-
lowing:

(1) Choose y €[ —Y,,, Y] according to Hy(y;a,f),
Eq. (33) (the sign is chosen randomly from a uniform dis-
tribution).

(2) Choose p1 € [, s ] according to

pn(spr)
HN(y ;a’B) '

Repeating (1) and (2) N times one gets a first raw distribu-
tion {y;,,ur;}, i=1,...,N. To correct for possible
energy-momentum nonconservations resulted from the
selection procedure:

(3) Form

GN(H'T): (A1)
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N N
> ppcoshy,=E, 3 ppsinhy,=P . (A2)

i=1 i=1

If EM and PO0:
(4) Look for rapidity shift A and scale factor & such
that

N
8 > ppcosh(y,+A)=M ,
i=1

N (A3)
> ppsinh(y; +A)=0.

i=1

From (A3) and (A2) one gets

E+P M
\/(EZ“PZ)

Therefore, the final distribution is given by {y, +A;8u 4},
i=1,...,N.
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