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A search for the top quark in pp collisions at a center-of-mass energy of 1.8 TeV using the Collid-
er Detector at Fermilab is described. A study of events selected by requiring an energetic electron,
missing transverse energy, and two or more jets excludes at 95% confidence level the standard-
model production and decay of tt pairs if the top-quark mass is between 40 and 77 GeV/c . The ob-
served electron+ multijet data are consistent with 8'-boson production.
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I. INTRODUCTION 5
10 )

i
) 1

The top quark (t quark) is postulated in the standard
model as the SU(2)-doublet partner of the bottom (or b)
quark. Evidence for the existence of the top quark is
found in various measurements of b-quark production
and decay: (i) the absence of flavor-changing neutral
currents in b-quark decay rules out most models without
a top quark (ii) a measurement of the forward-backward
charge asymmetry for the process e +e ~bb has verified
the standard-model weak isodoublet couplings for b
quarks, implying the existence of an isospin partner, the
top quark; and (iii) the level of mixing measured in the
Bd system is inconsistent with the b quark being an SU(2)
singlet. We describe in this paper a search for the top
quark in pp collisions at &s = 1.8 TeV using the Collider
Detector at Fermilab (CDF) at the Fermilab Tevatron
Collider. A summary of the results of this study has been
published previously.

At the time we undertook this study, searches for t
quarks at e+e machines had yielded a lower limit of 28
GeV/c on the top-quark mass. Searches for t-quark
production and decay in pp collisions at Vs =630 GeV
had placed a lower limit on the top-quark mass of 41
GeV/c at 95% confidence level. ' Recent results place
more stringent limits on the top-quark mass. We have
published the results of a search for the top quark by con-
sidering events with an electron and a muon in the final
state, where we find M„)72 GeV/c at 95% confidence
level. Results from experiments other than CDF have
set top mass limits of 44.5 and 69 GeV/c at 95%
confidence level for e+e and pp searches, respective-
ly. ' A comprehensive analysis of weak neutral current
data and intermediate-vector-boson masses"' provides
an indirect upper limit on the top-quark mass of —190
GeV/c for a Higgs-boson mass of 100 GeV/c .

Top quarks can be produced directly through QCD
processes resulting in a tt pair or they may be produced
through 8 -boson production followed by the decay
W~tb (if kinematically allowed). A theoretical predic-
tion of the t-quark cross section in pp collisions at
&s = l. 8 TeV for both of these processes is shown in Fig.
1. Direct tt pair production is predicted to be the dom-
inant source of top quarks for all top masses. We there-
fore concentrate on the detection of t quarks produced in
tt pairs. Furthermore, we will consider the decay modes
where one t quark decays semileptonically and the other
hadronically. Assuming a semileptonic branching ratio
of 1/9 for top quarks, this signature comprises about
15%%uo of the tt rate for each lepton species considered.
The fully hadronic decay modes have the highest rate
(about 44% of the total), but the background from QCD
multijet production is very high for the resulting event
configurations. Requiring two leptons in the final state is
a clean signal for tt events, but the rate is low (e.g. , the
branching fraction for tt ~epX is —2. 5%). The analysis
we describe here requires the presence of a high-pz- elec-
tron, missing transverse energy, and hadronic jets as a
signal for tt production.

We have assumed in this study the standard-model
semileptonic branching ratio of 1/9 for top quarks. If a
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FIG. 1. Cross section for top-quark production in Pp col-
lisions at &s =1.8 TeV. The solid curve is for tt pair produc-
tion and the dashed curve is for 8 ~tb. The two curves for the
tt pair-production cross section represent the upper and lower
bounds on the theoretical calculation as estimated in Ref. 7.

II. THE DETECTOR

The CDF is a general purpose magnetic detector situ-
ated at the Tevatron Collider at Fermilab. An elevation
view of the CDF detector is presented in Fig. 2. The
detector has been described in detail elsewhere here we
describe the components relevant to this analysis. (We

charged Higgs scalar H+ exists with a mass such that the
decay t ~b +H+ is kinematically allowed, then the
branching ratio of t~bev can be greatly suppressed, '

thereby reducing the sensitivity of our search. We have
reported a limit on the top-quark mass without making
this assumption from an indirect measurement of the 8'-
boson width from that study, we exclude a top quark
with M„(35 GeV/c at 95% confidence level.

Sections II—V of this paper describe the CDF detector
and the data samples used in our analysis. Our study
uses a sample of inclusive electron events that we have
selected by requiring the existence of at least one high-
quality electron candidate in each event. We discuss this
selection in Sec. VI and estimate both the eSciency of the
selection criteria and the nonelectron background con-
tained in the sample. We then study the kinematic prop-
erties of these events, such as electron transverse energy,
missing transverse energy, and electron isolation, and
compare them with known physics processes. We then
apply additional selection criteria to enhance the poten-
tial top-quark signal (Secs. VII and VIII). We fit the
transverse-mass distribution of the data to that expected
from 8'and top-quark events to determine the number of
top-quark events observed (Sec. IX). Finally, we consider
the systematic uncertainties on the observed rate of top-
quark events in Sec. X and derive a limit on the top-
quark mass in Sec. XI. We summarize our conclusions in
Sec. XII.
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FIG. 2. Elevation view of one-half of the CDF detector. The detector is forward-backward symmetric.

will use a coordinate system in which z is measured from
the center of the CDF detector along the proton beam, y
is measured vertically, and x is measured horizontally.
The variable r is the perpendicular distance to the beam
(r =+x +y ). The pseudorapidity variable is defined as
ri= —Inrtan(0/2)j, where 0 is the angle measured from
the proton beam. )

A. Tracking

A set of eight time projection chambers mounted
around the beam pipe provides r-z tracking to a radius of
22 cm from the beam in the pseudorapidity region
~it~ &3.5. This vertex time projection chamber (VTPC)
presents less than 2% of a radiation length of material to
tracks with ~q~ & 1.5. In this analysis a primary function
of the VTPC was to locate the event vertex along the
beam axis. The resolution on this measurement is —1 —2
mm, depending on the track multiplicity. Another func-
tion of the VTPC was to provide information used in the
identification of photon conversions (see Sec. VI B).

A large cylindrical drift chamber provides charged
particle tracking in the region ~q~ & 1.2. This central
tracking chamber (CTC) has 84 sense wire layers ar-
ranged in nine superlayers extending to a radius of 1.3 m.
Twenty-four layers of sense wires are tilted +3' with
respect to the beam direction to provide stereo informa-
tion. The CTC, operated in a 1.412 T solenoidal magnet-
ic field, yields a transverse-momentum resolution of
5pr/pT=0. 002 (GeV/c) '. The resolution is improved
to 6pT/pT =0.0011 (GeV/c )

'
by constraining track tra-

jectories to pass through the beam position, ' although
this method was not employed for this analysis.

B. Calorimetry

The CDF calorimeter is divided into three sections of
pseudorapidity, called the central, plug, and forward re-
gions (see Fig. 2), providing coverage over the region
~g~ &4.2. Each section consists of an electromagnetic
calorimeter and a hadronic calorimeter. In this analysis
the central region (~i)~ & 1.1) was used for primary elec-
tron identification, jets were identified in both the central
and plug calorimeters, and missing transverse energy
(which we precisely define in Sec. VII C) was calculated
using the full calorimeter out to ~i)~ & 3.6.

A lead-scintillator sampling calorimeter 18 radiation
lengths deep provides electromagnetic shower detection
in the region

~ i) ~
& l. 1. This central electromagnetic

calorimeter (CEM) is segmented into 15' wedges in the
azimuthal direction, with each wedge consisting of ten
projective towers, each subtending -0.11 units of pseu-
dorapidity.

The CEM was calibrated in an electron test beam using
electrons with momenta between 10 and 50 GeV/c, and
cesium sources are used to track the energy calibration to
-2%. The energy resolution for electrons is given by

cr(E)/E = (13.5%%uo/+ET )$2 0%

where ET =—E sin9 is expressed in GeV, and the two
terms are to be added in quadrature. We performed a
more precise calibration of the CEM for the measure-
ment of the Z mass' but we did not employ that calibra-
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tion for this analysis.
A set of proportional wire chambers is located in the

CEM at a depth of six radiation lengths to measure the
position and shape of electromagnetic showers. These
central strip chambers (CES) have wire and cathode strip
readout providing independent reconstruction of showers
in the z and azimuthal views. The resolution on the posi-
tion of shower centroids from 25 GeV/c electrons is
about 2.5 mrn for both the azimuthal and z views.

Measurement of hadronic energy in the central region
is provided by the central and end-wall hadronic calorim-
eters (CHA/WHA). The CHA/WHA has approximately
the same geometry and segmentation as the CEM and
covers the same region of pseudorapidity ( g~ & l. 1). The
energy resolution is approximately o(E)/E.
=80%/+ET The. CHA/WHA photomultiplier tubes
are instrumented with TDC s that provide timing infor-
mation used to reject out-of-time backgrounds, such as
cosmic rays or particles from the main ring, the original
Fermilab accelerator that now serves as an injector for
the Tevatron and which passes over the detector.

The plug and forward calorimeters extend the
calorimetric coverage to ~g~ &4.2. These consist of lay-
ers of lead or iron planes instrumented with gas propor-
tional chambers. A cathode pad readout of these
calorimeters forms projective towers of size
AgXbg-0. 09X0.087. The energy resolution for the
gas calorimeters is approximately o(E)/E =30%%/")/ET
and cr(E) /E = 120%/+ET for electrons and jets, respec-
tively.

III. THE TRIGGER

The CDF trigger is a four level system, the first three
(level 0 through level 2) consisting of dedicated hardware
processors, and the fourth (level 3) consisting of a set of
general-purpose microprocessor s executing algorithms
encoded in FORTRAN.

The level 0 trigger consists of a set of scintillation
counters at 3.2 ( g~ ( 5. 9 that is used to detect inelastic
pp interactions. The level 1 trigger decision is typically
based on energy sums from the calorimeter. Energy clus-
tering and track finding are performed by the level 2
trigger. Finally, sophisticated software algorithms are
run in the level 3 processors, employing more advanced
energy clustering, track finding, and shower clustering in
the central strip chambers.

We required the events used in this analysis to pass an
inclusive electron trigger. This trigger requires an elec-
tromagnetic (EM) cluster in the central region with
ET ) 12 GeV, with the ratio of hadronic to EM energy,
had/em (0.125. A CTC track pointing to the cluster (in
the r-P view) with pT ) 6 GeV/c is also required. The la-
teral energy profile of the electron candidate cluster is re-
quired to be consistent with an electron shower. Details
of the electron clustering and lateral profile measurement
can be found in Sec. VI A. We have measured the
efficiency of this trigger by studying electron candidate
events that have been selected by an independent trigger.
The behavior of the electron trigger near threshold
(10(ET & 20 GeV) has been characterized by studying

events passing an electron trigger with a lower (7 GeV)
ET threshold. We have found the 12-GeV electron
trigger to be (98+0.5)% efficient for electrons passing the
off-line selection criteria described in Sec. VI A.

IV. DATA COLLECTION

The data set for this analysis was obtained during a
one-year run of the Tevatron. We collected an event
sample corresponding to an integrated luminosity of 4.4
pb ', of which about 6X10 events were recorded to
tape. The uncertainty of the integrated luminosity is at
present estimated to be +15%. A fast off-line prefilter re-
duced this sample by a factor of about 20 by imposing
loose electron cuts. The major reduction was obtained by
the requirement of a track with pr of at least 10 GeV/c
pointing at the electron cluster. The selection criteria de-
scribed below (Secs. VI and VII) further reduced this
sample by another factor of about 2500.

V. MONTE CARLO DATA SETS

We discuss in this section the Monte Carlo data sets to
which we will refer in subsequent sections. We generated
Monte Carlo event samples for tt, b, and c quark, and
8'+jet production processes. We passed all Monte Car-
lo events through a full simulation of the CDF detector,
including effects such as cracks, photon conversions, and
detector resolution. After simulation, the events were
passed through the off-line reconstruction in the same
way as the real data. The event selection criteria applied
to the real data were then applied to the reconstructed
events, except for an algorithm which rejects electrons
coming from photon conversions (see Sec. VI B). The
effect of this algorithm on prompt electrons has been cal-
culated and the Monte Carlo efficiencies have been
corrected accordingly.

The ISAJET' Monte Carlo program was used to gen-
erate tt events for top masses (M„)of 40, 50, 60, 70, 75,
and 80 GeV/c . The integrated luminosities of the
tt samples were 3.6, 3.6, 7.0, 13.0, 44.1, and 21.9 pb ' for
these event samples, respectively. We used the tt produc-
tion cross section calculated by Altarelli et al. , which is
based on the QCD total cross section formulas for
heavy-quark production, complete through order a„by
Nason, Dawson, and Ellis. '

ISAJET was also used to generate a sample of b- and c-
quark events. All species of partons were included in this
calculation, although requiring an electron with pT ) 10
GeV/c in the event effectively selects only semileptonic
decays of b and c quarks. Production of b quarks via the
mechanisms of (i) direct bb production (e.g., gg ~bb ), (ii)
gluon splitting (e.g., gg ~gg, g ~bb ), and (iii) liavor exci-
tation (gb ~gb ) are included in this calculation. Because
this calculation is very CPU intensive, the sample gen-
erated for this analysis was limited to an integrated lumi-
nosity of 600 nb

We have found that ISAJET does not accurately repro-
duce the jet activity in 8 — and Z events. For this
reason, we used the PAPAaENO' program to generate
events for the process pp ~ 8'+jets+X. The PAPAGENO
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Monte Carlo generator performs a 8'+n jets calcula-
tion that includes all relevant tree-level diagrams. The
partons generated by PAPAGENO are fragmented into
hadrons following the method employed by ISAJET, using
fragmentation parameters that have been adjusted to
agree with CDF tracking data. An underlying event is
generated using a modified version of the model used by
IsAJET. The ET scale of the underlying event (i.e., the
amount of energy detected in the event that is not associ-
ated with the hard-scattering process) was tuned to CDF
data. The following parameters were used to generate
the W+2 jet sample: (i) electron PT ) 12 GeV/c, (ii) par-
ton pT ) 8 GeV/c, and (iii) bR =')/(bg) +(hP) )0.65
between any two partons. The 8'+2 jet sample corre-
sponds to an integrated luminosity of 41.3 pb ', accord-
ing to PAPAGENO's predictions for the cross section. We
also generated a sample of 8'+1 jet events, correspond-
ing to an integrated luminosity of about 5 pb

VI. INCLUSIVE ELECTRON SELECTION

We began the top-quark search by selecting a sample of
inclusive electrons. We estimate both the efficiency of the
selection criteria and the nonelectron background con-
tained in the sample. We then study the kinematic prop-
erties of these events, such as electron transverse energy,
missing transverse energy, and electron isolation, and
compare them with known physics processes.

A. Selection criteria

where the sum is over towers in the cluster adjacent to
the seed tower, Mk is the measured energy in the adjacent
tower, Pk is the expected energy in the adjacent tower, E
is the electromagnetic energy in the cluster, and hP& is
an estimate of the error in Pk. The expected energy Pk is
predicted using the event vertex, the center of the shower
as measured in the central strip chamber and a shower
profile parametrization obtained from test beam measure-
ments. The uncertainty in this quantity EPk, is taken to
be the variation in Pk arising from a 1 cm ( —2o ) shift in
the center of the shower, while the first term in the
denominator comes from the resolution of the central
electromagnetic calorimeter. We impose the condition
L,h, (0.2; the efficiency of this and the other electron
selection criteria are discussed in Sec. VI C.

The strip chambers embedded in the CEM locate the
showers more precisely in both the z and r-P directions,
and provide a detailed measurement of the shower
profile. We reconstruct electromagnetic showers in-
dependently in the two views of the strip chambers and fit
the resulting profiles to a parametrization of the profiles
obtained from test beam electrons. We require the values
of y obtained from the fits to satisfy yz ( 10 and y& ( 10.

We require a track pointing at the electron candidate
and impose cuts on position and energy matching to
significantly reduce nonelectron backgrounds. CTC
tracks are extrapolated to the radius of the strip
chambers and the extrapolated position is compared with
the shower location defined by the strip clusters. The
cuts

~
b,z

~

( 3 cm and
~

hx
~

( 1.5 cm are made, where

Mk —Pg
X,h„=0.14+ +0.14 E+(APk )

(2)

We select electron candidates by requiring a cluster of
electromagnetic energy associated with a CTC track in
the central region. The energy cluster is required to have
the correct shower profiles (both in the calorimeter and in
the strip chambers) and the track must match the cluster
both in position and momentum.

The algorithm used to define electromagnetic energy
clusters considers all "seed" towers with at least 3 GeV of
electromagnetic transverse energy. Adjacent towers are
added to the cluster if their ET )0. 1 GeV. In the central
calorimeter an electron shower is generally contained
within one or two towers. Furthermore, the border be-
tween towers in the P direction contains roughly 1 cm of
inactive material, which eA'ectively prevents energy from
a single shower crossing the P boundary between towers
in the central region. For these reasons, the size of cen-
tral EM clusters is restricted to three or fewer adjacent
towers with a common P. In the subsequent analysis, we
only consider electromagnetic clusters that have
had/em & 0. 1.

We require the electromagnetic cluster to have trans-
verse electromagnetic energy ET ) 15 GeV. Real elec-
trons are expected to have little leakage into the hadronic
compartment of the calorimeter, so we impose the cut
had/em (0.05. We define a variable X,h„which is a mea-
sure of the lateral shower profile for electron candidates
in the central region:

Az zcES zCTC )

Ax x cEs xCTc

(3)

TABLE I. Cuts used in the electron selection.

Variable Cut

Eem
T

had/em

2xz
X$
Az
hx

E/p

&15 GeV
& 0.05
& 0.2
&10
&10
&3 cm
&1.5 cm
& 1.5

and x is the distance from the wedge center in the azimu-
thal direction. The cut is tighter in the x direction due to
the better CTC resolution in that view. We impose an
energy-momentum rnatch between the calorimeter cluster
and CTC track by requiring the ratio of the energy in the
cluster to the track momentum (E/p ) to be less than 1.5.

Table I summarizes the electron cuts. Figures 3 and 4
show distributions for the electron variables. For each
distribution, cuts are made on all variables except the one
being plotted, except for the yz and X,„„histograms,
which already show the cut applied.

We impose calorimeter fiducial cuts on the electron
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(b) towers (at g-+1.1) in the CEM calorimeter are also re-
jected, because for mechanical reasons these towers have
fewer radiation lengths than the other CEM towers. Fi-
nally, an event is rejected if the z coordinate of the pri-
mary vertex is more than 60 cm away from the center of
the detector. This cut is made to ensure that all jets are
well contained in the calorimeters.

We find 16598 electron candidates that survive this
selection.

B. Removal of conversion electrons
CO

1000-

500—

O& 1000—

lM
500—

00

X

20 50 00 10
I

20 50

FIG. 3. Distribution of variables used to select the inclusive
electron sample: (a) ET, (b) had/em, (c) y&, and (d) yz. The
shaded areas are cut. For plots (a) —(c}all the cuts have been ap-
plied expect for the one on the quantity being plotted. Plot (d)
has all cuts applied.

A significant source of electrons are Dalitz decays of
rr 's (7r ~ye+e ) and photons that interact in the ma-
terial of the detector to produce an e+e pair; we refer
to both processes as "conversions. " An electron arising
from a conversion will usually be accompanied by a
second track reconstructed in the CTC that forms a very
low electron pair mass with the electron candidate track.

We form the pair mass for the electron candidate and
all oppositely charged tracks within 30' of the candidate
track, retaining the pair that results in the lowest mass.
We calculate the pair mass at the point of closest ap-
proach to both track trajectories projected onto the r
plane. The distribution of the mass calculated in this way
will generate a peak displaced from zero for the conver-
sions in our sample. Figure 5(a) shows the invariant-mass

candidates to ensure that the electromagnetic shower is
well measured. Electron candidates are required to be at
least 2.5 cm from the P boundaries between wedges of the
central calorimeter (1 cm inside the active region of the
strip chambers) and at least 9 cm away from a crack at
9=90 (3 cm inside the active region of the strip
chambers). Candidates that impact the outermost set of
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FIG. 4. Distributions of variables used to select the inclusive
electron sample: (a) Ax, (b) Az, (c) X,h„and (d) E/p. The shad-
ed areas are cut. For plots (a) and (d) all the cuts have been ap-
plied except for the one on the quantity being plotted. Plots (b)
and (c) have all cuts applied.

FIG. 5. The distributions for the variables used to identify
conversions: (a) the invariant mass of electron candidate with a
nearby track, and (b) fvTpc, the fraction of expected hits ob-
served in the VTPC along the electron's trajectory. The candi-
dates falling in the shaded regions are rejected.
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distribution of such track pairs for all electron candi-
dates. The large peak near zero is indicative of conver-
sions.

Some conversions may also be identified using the
tracking information in the vertex chamber (VTPC). If a
conversion occurs at a radius greater than that of the
outer radius of the VTPC, there will be an absence of hits
along the track path in the vertex chamber. Figure 5(b)
shows the variable fvTPC, defined as the number of
VTPC hits found along the track path, divided by the
number of hits expected. The excess at zero is due to
conversions that occur outside the volume of the VTPC,
which we will call "outer conversions. " Conversions that
occur inside the VTPC's inner radius, and therefore leave
hits in the VTPC, will be called "inner conversions. "
Electrons arising from conversions are removed by reject-
ing electron candidates for which

m„(0.5 GeV/c or fvTpc (0.2 .

Outer conversions are removed by both the fvTpc cu't

and the m„cut. Inner conversions leave a track in the
VTPC and therefore can only be removed by the mass
cut.

We have estimated the ef5ciency of these cuts for re-
moving real conversions, and the overefficiency for re-
moving prompt electrons from our data. We first note
that virtually all tracks passing through the VTPC will
leave at least 20% of the expected hits; i.e., no prompt
electron will be rejected by the fvTPC cut. This has been
verified by studying a sample of electrons from Z decays
(we estimate that of order 1% of prompt electrons fail the
fvTpc cut). The second observation is that virtually all
electron candidates that fail the fvTpc cut are outer con-
versions. Thus the outer conversions form a sample of
electrons that result entirely from photon conversions in
the material surrounding the VTPC. We then determine
(i) the fraction of good electrons removed by the cuts,
f~„~„(ii) the efficiency for removing real conversions,
e„„„,and (iii) the fraction of the final sample attributed to
unidentified conversions, fbg.

The fraction of prompt electrons removed by the cuts,
f „„is equal to the probability that a high-pT electron
candidate track together with a second uncorrelated
track forms a pair mass less than 0.5 GeV/c . We esti-
mate this probability by considering how often like-sign

where n, &, is the number of electron candidates that have

fvTpc) 0.2 and m„(0.5 GeV/c, using pairs of like-
sign tracks. The denominator n, ,&, is the total number of
electron candidates with fvT pc )0.2. We find

f „,=0.101+0.004 for our inclusive electron sample.
The uncertainty in f „„,refiects the finite size of the
sample and the uncertainty in the ratio of like-sign to
unlike-sign tracks near the electron candidate.

We estimate the efficiency of the mass cut for identify-
ing conversions using the 1604 electrons that have
fvTpc (0.2 (i.e., the outer conversions). Of this sample,
1310 candidates also have m„&0.5 GeV/c, yielding an
efficiency for the m„cut of

e „,= =0.817+0.050 .1310

The uncertainty in e „,reAects the systematic error we
have made by ignoring the small contribution of prompt
electrons to the outer conversion sample. Of the 14994
electron candidates with fvTpc )0.2, 3719 of them have
m„&0.5 GeV/c and are also tagged as conversions,
leaving a prompt electron sample of 11275 events. The
total number of real electrons, n„and the number of con-
versions not removed with the fvTpc cut, n;, then satisfy
the following set of equations:

3719=fprompr ite + emassni

11 275 = (1 f „, , )n, +—(1—e „,)n; . (9)

We solve these equations and find n, = 11 914 and
n; =3080.

With this information, we can estimate the number of
unidentified conversion electrons remaining in this sam-
ple by

bg ( mass)ni (10)

which yields 564 unidentified conversions. Hence, the
fraction of the final sample attributed to unidentified con-

pairs of tracks result in a low pair mass. Since the popu-
lations of like-sign and unlike-sign tracks near electron
candidates in our sample are equal, we can write

f "i,&s

prompt

TABLE II. Summary of conversion analysis for inclusive electrons.

Electron candidates 16 598

Conversions candidates removed
w/f vTpc & 0.2

w/fvTpc )0.2
Number of conversions passing both cuts
Number of like-sign candidates removed

5 323
1 604
3 719
1 310
1 512

Conversion removal efficiency e„„,
Conversions as fraction of final sample fbg
Fraction of prompt electrons removed fa„at

0.880+0.038
0.050+0.015
0.101+0.004
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versions is fb =0.050+0.015. The overall conversion
detection efficiency is

C. Electron selection efticiency

We determine the electron selection efficiency using
Monte Carlo data and a sample of electrons from Z de-
cays in the data. We select the sample of Z events by re-
quiring an electron candidate passing the selection cri-
teria plus another electromagnetic cluster in the central
region such that the pair form a mass between 80 and 105
GeV/c . We also require the first electron to satisfy
ET &20 GeV. The second cluster must have ET )20
GeV and a track pointing to it with pT ) 10 GeV/c. Fi-
nally, a very loose isolation cut is placed on both elec-
trons to reduce any remaining background:

""'—E' & 12 GeV,

where ET'"' is the energy in a cone of radius 0.4 in il-p
space, centered on the electron cluster. The electron
efficiency is determined by measuring the number of
second electrons that pass the selection. If Nz is the
number of Z 's in the sample and N2 is the number of
second electrons that pass the cuts, then the efficiency of
the cuts is given by

2N2

Nz+N2

The efficiency for a single cut (e, ) is given by

N, N,
e, =— 1 — +

2 Nz Nz

(13)

(14)

TABLE III. Summary of electron efficiency analysis. The
uncertainties shown are statistical only.

Data
Overall efficiency

Monte Carlo

Nz
N2

109
68

0.768+0.032

374
229

0.760+0.017

Cut

had/em
Q/p

Ax
hz
Xp
Xz

104
93

105
105
107
84

100

Single cut efficiencies
&c

0.972
0.910
0.977
0.977
0.989
0.859
0.949

364
355
342
366
355
284
348

0.983
0.969
0.947
0.987
0.969
0.851
0.957

no+n,

where no is the number of outer conversions identified by
the fvTpc cut. A summary of the results of the conver-
sion analysis is presented in Table II.

where e is given in Eq. (13) and N, is the number of
second electrons which pass the cut in question. The re-
sults of this analysis are presented in Table III. We also
show in Table III the results obtained from a Monte Car-
lo sample of Z ~e+e events. There is good agreement
between the data and Monte Carlo sample in all cases ex-
cept perhaps for the efficiency of the E/p cut, where the
discrepancy is about 1.5 times the statistical uncertainty.
In particular, the agreement in the overall efficiency is
good. A similar study using electrons from S'+—decays
yields consistent results.

D. Backgrounds in the inclusive electron sample

N~ =E,N, +@~

N +Nf =N, +N

(15)

We have determined the fraction e =0.57+0. 10 from
test beam studies. The efficiency for electrons was deter-

Nonelectron background in the electron sample comes
primarily from photon conversions and from charged
pions that deposit nearly all of their energy in the elec-
tromagnetic compartment of the calorimeter. Since the
pT of tracks in the central region are well measured,
backgrounds from low-pT charged pions overlapping a
high-pT neutral electromagnetic shower from a ~ or a
photon are negligible.

We remove electrons arising from photon conversions
and the Dalitz decay ~ ~ye+e from the sample as dis-
cussed above (see Sec. VI B). The remaining conversion
background is estimated to be (5.0+1.5)% of the in-
clusive sample (see Table II).

Charged pions whose showers are contained in the
electromagnetic compartment of the calorimeter form the
other significant background to prompt electrons. We es-
timate the size of this background by comparing the rela-
tive number of electron candidates that have
had/em &0.05 after all the other electron cuts have been
made to the total number of candidates with
had/em(0. 1; pions that pass the other electron cuts
have an approximately Aat had/em distribution over
had/em (0.1 whereas electrons have a had/em distribu-
tion sharply peaked below had/em &0.05. This method
may overestimate the interacting ~—background because
it does not differentiate between showers initiated by a ~—
and those initiated by a prompt electron where a low-
energy hadron has deposited energy in the hadronic com-
partrnent behind the electromagnetic shower. Studies of
the energy How around the electron candidates indicate
that the number of such prompt electrons is relatively
small, but we have not attempted to distinguish between
these two classes of electron candidates.

Let N and Nf be the number of events that have
had/em & 0.05 and 0.05 & had/em &0. 1, respectively, and
let e, and e be the fraction of candidates that have
had/em&0. 05 for electrons and charged pions, respec-
tively. We can determine the total number of real elec-
trons N, and real charged pions N in the sample before
the had/em cut is applied by solving the two equations
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Electron efficiency
Pion eKciency
Inclusive electron candidates
Events failing had/em cut only

&e

Ng

0.95+0.02
0.57+0.10

11 157
2 152

Number of real electrons
Number of real pions
Background as /o of sample

N,
N„

+fb

9 397+1 100
3 912+1 100

20+10

mined by considering electrons selected by the conversion
algorithm. We only consider conversion candidates
which have 1 &E/p & 1.1, to reduce the probability that
the conversion electron is accompanied by an extra elec-
tron or photon that could distort the had/em distribu-
tion. The efficiency of the had/em cut for electrons is
thus determined to be e, =0.95+0.02. This efficiency is
somewhat lower than that determined using Z events
(Sec. VI C), which we ascribe to the fact that typical con-
version electrons are less isolated than electrons from Z
(or W —

) decay (in a conversion event it is more likely that
additional hadronic energy will accompany the electron's
energy, thereby increasing the had/em ratio).

The size of the charged-pion background expressed as
a fraction of the inclusive electron sample is then

fbs = =(20+10)% .

The details of the calculation are provided in Table IV.
In summary, we find the inclusive electron sample to

contain backgrounds from photon conversions and
charged pions of (5.0+1.5)% and (20+10)%, respective-
ly, resulting in a combined background that is estimated
to be

TABLE IV. Summary of the calculation of the charged-pion
background in the inclusive electron sample.

Charged-pion background calculation

high transverse energy. The neutrino transverse energy
usually manifests itself as a significant amount of missing
transverse energy in the event. The missing ET (or Er) is
defined by

Z, = /F. „f= —y E, n,
I

(19)

A. Isolation

A majority of the electron candidates in the inclusive
electron sample have ET and ET less than 20 GeV (see

where ET is the transverse energy in the ith calorimeter
l

tower and n, is a unit vector directed from the event ver-
tex to the tower in the r-P plane. The sum is over all
calorimeter towers with ~g~ & 3.6. We do not correct the
missing ET for calorimeter nonlinearities. The scatter-
plot of ET vs ET for the inclusive electron sample is
shown in Fig. 6 (only about 2 pb ' of data are shown for
clarity). There is a large cluster of events with high ET
and high gT, as expected for 8' events where 8'~ev.
Also, Z production is evident in the events with high ET
and low ET. The majority of the inclusive electron events
are clustered at low values of ET and gT, where one ex-
pects to find semileptonic decays of b and c quarks and
fake electron events. All of these processes form back-
grounds to a potential top signal.

We discuss in this section the additional cuts used to
define a potential top-quark sample. We reduce the back-
ground from b and c quark production by imposing an
isolation requirement on electrons. Z candidates are ex-
plicitly removed by rejecting events with high-mass elec-
tron pairs, and the background from 8'—production is
reduced by requiring several jets in the events. Finally,
stricter cuts on ET and ET are imposed to further
reduce the backgrounds from b- and c-quark production
and fake electrons to negligible levels.

fb" = ( 25+ 10 )% . 100

E. Summary of inclusive selection

The selection criteria described above yield an in-
clusive electron sample of 11 275 electron candidates in
11157 events. These electron candidates have ET &15
GeV and ~g~ & 1.1. We have estimated the nonelectron
background in this sample to be fb", =(25+10)%, where
approximately 80% of the background is from charged
pions and the remaining background is due to
unidentified conversion electrons. Additional selection
criteria to help enhance a possible top-quark signal are
discussed in the next section.
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the electron and the neutrino are typically produced with
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FIG. 6. Scatterplot of g& vs ET for the inclusive electron
sample. Only half of the total sample is shown for clarity.
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Fig. 6). We have compared the inclusive electron data
with the sample of Monte Carlo b- and c-quark events
(see Sec. V for a discussion of the Monte Carlo sample).
For this comparison 8 —bosons have been removed from
the inclusive electron data by requiring the transverse
mass (MT—:[2ET ET( 1 —cosh/, ) ]', where b(t, is
the azimuthal di6'erence between the electron and ET
vectors) to be less than 40 GeV/c . The rate of observed
events with ET &20 GeV is consistent with the ISAJET
Monte Carlo prediction for these processes although the
theoretical prediction has large uncertainties. Distribu-
tions such as the electron and leading and nonleading jet
ET spectra show good agreement with the Monte Carlo
prediction (see Fig. 7). We have studied the jet spectra as
a function of electron ET, and have found agreement in
the average jet ET between the data and Monte Carlo
prediction to better than 1.5 GeV over the range
12 (ET (20 GeV (we discuss our definition of jets in
Sec. VII C).

Furthermore, the energy Aow around the electron is
well modeled by the Monte Carlo prediction. The isola-
tion of an electron can be quantified by ET", defined as
the sum of the transverse energy in calorimeter towers
immediately adjacent to the electron cluster. Figure 8
shows the distribution of ET' for electrons with Ez- & 20
GeV along with the ISAJET prediction for b- and c-quark
production. The distribution from the data agrees well
with the b- and c-quark calculation in the region
ET")0.5 GeV. Some residual 8 —and Drell-Yan events
can be seen at very low ET'. Also shown is the expected
distribution for electrons from t-quark decay, which are
seen to be significantly more isolated. Because of the re-
sidual 8'—and Drell-Yan events in the data at low ET",
the Monte Carlo curve for b- and c-quark production has
been normalized to the data in the region above O. S GeV.
The tt curve has arbitrary normalization. We impose the
cut
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FIG. 8. Isolation variable ET' for electrons with ET (20
CxeV, for data (plotted points), bb Monte Carlo prediction (solid
curve), and tt (M, ~=75 GeV, histogram). Residual 8'—and
Drell- Yan events form the peak in the very lowest ET' bin. The
normalization of the Monte Carlo curves is discussed in the
text.
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FIG. 9. Mass spectrum of dielectron candidates. The shaded
region is cut.
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E'"(2 GeV (20) procedure is iterated until a stable configuration is
reached.

to reduce these backgrounds to a possible top signal. The
efficiency of this criterion for top-quark events varies
from 86 to 90% for M& p

in the range 40—80 GeV/c .
We estimate that it removes about 55% of the b- and c-
quark events. There are -7500 events that survive the
isolation requirement.

B. Z-boson removal

Events containing a Z boson decaying to an e+e
pair give rise to high-pT electrons, which may contribute
to the background in the top sample. We removed such
events by selecting on the invariant mass formed by the
electron candidate with all other electromagnetic clusters
in the event. Figure 9 shows this distribution for the in-
clusive isolated electron sample. We rejected events that
contained a pair with mass greater than 70 GeV/c . This
cut effectively removes all Z events in the sample, and
the Monte Carlo efficiency for top events is greater than
99% for M„=40 GeV/c and 96% for M„=80
GeV/c .

C. Jets

Four quark jets are typically expected in a tt event
when one of the t quarks decays semileptonically and the
other hadronically. Conversely, most 8"s are produced
with little associated jet activity. Requiring the presence
of several jets in the events significantly reduces the back-
ground from W —- and Z -boson decays and (to a lesser
extent) from b and c-quar-k decay. We discuss here the
jet cluster algorithm used to form jet clusters, jet energy
scales and detection efficiency, and finally the jet cuts ap-
plied to the isolated electron sample.

1. Jet clustering

2. Jet energy scale and detection e+ciency

We used the following procedure to model the response
of the detector to jets. The central calorimeter simula-
tion was tuned on CDF test beam data, using pions with
momenta between 15 and 150 GeV/c, and electrons with
momenta between 10 and 50 GeV/c. We adjusted the
simulation to give the correct response in both the "face"
and "crack" regions of the calorimeter, where the crack
region is defined to be the calorimeter tower face within
2' in azimuth of a tower boundary. The response to
lower-energy pions (0.5 to 10 GeV) was determined in
situ by considering isolated charged tracks in minimum
bias events. In this case, we determined the calorimeter
response using the transverse momentum as reconstruct-
ed in the central tracking chamber (a correction was
made for the neutral energy accompanying the track).
We estimate the systematic uncertainty in the jet energy
scale for central jets with observed transverse energy be-
tween about 18 and 180 GeV to range from 13% for the
lower-energy jets to 5% for the higher-energy jets.

We verified the jet energy scale by considering direct
photon production, which is dominated by a high-pT
photon recoiling against a single parton. We selected
direct photon events by requiring an electromagnetic
shower in the central calorimeter without a track point-
ing to it. We rejected photons from ~ decay by requir-
ing that the shower profile in the central strip chambers
be an excellent fit to a parametrization of test beam
showers (we required y (4 for the fit with typically a few
degrees of freedom). We required the photon to be isolat-
ed, with no other clusters with ET ) 3 GeV in the same
hemisphere.

We detect jets as clusters of energy in the calorimeter,
using a Axed-cone clustering algorithm. Preclusters are
defined as contiguous sets of adjacent towers with ET ) 1

GeV. Clusters are formed from preclusters by consider-
ing all the towers within a cone in ri /space of ra-dius 0.7
centered on the precluster. All towers with ET) 0. 1

GeV within the cone are included in the cluster. The
centroid of the cluster, defined as the ET-weighted aver-

age, is calculated and the cone is repositioned on the cen-
troid. Again, towers within the new cone passing the ET
cut are included in the cluster. This procedure is repeat-
ed until the towers in the cluster do not change.

If a cluster is completely contained in a larger cluster,
the smaller one is dropped. Partially overlapping clusters
may be merged together, depending on the overlap frac-
tion, defined as the ET in the overlap region divided by
the ET in the smaller cluster. If the fraction is above
0.75, the two clusters are combined. Otherwise, the
towers in the overlap region are divided between the two
clusters according to their proximity to the cluster cen-
troid. After this division, the centroids are recalculated
and the towers in the original overlap region are redivid-
ed based on their distance from the new centroids. This
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FIG. 10. Probability of finding a jet cluster with observed
ET ) 10 GeV in the hemisphere opposite the photon for direct
photon events. The horizontal axis is the photon pT (assumed
equal to the parton pT). The solid curve is the Monte Carlo pre-
diction.
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In these events, the transverse momentum of the pho-
ton balances the pT of the recoil parton. Thus, a compar-
ison between the photon ET and the ET of the leading jet
in the opposite hemisphere allows one to determine the
efficiency for detecting jets above some ET threshold as a
function of parton pz-. Figure 10 shows the probability
for finding a jet cluster with observed ET ) 10 GeV in the
hemisphere opposite the photon as a function of the par-
ton transverse momentum. The Monte Carlo prediction
is shown as the solid curve. The agreement in the jet
detection efficiency implies that the detector simulation
correctly models the energy response of the calorimetry
to jets within a few percent.

Further confidence in the jet energy scale comes from
the comparison of jet Ez- spectra in the inclusive electron
sample with the Monte Carlo calculation for b and c pro-
duction, as discussed above (see Sec. VIIA). Based on
these studies we conservatively estimate the systematic
uncertainty in the Monte Carlo jet energy scale to be
20% for a jet with an ET of 10 GeV.

VIII. KINEMATIC CUTS —FINAL SAMPLE

Electrons and neutrinos from top-quark decay typical-
ly have transverse energies greater than 15 GeV. We
therefore make tighter cuts on ET and Ez- to define our
final event sample. We then discuss the backgrounds to
top in the final sample.

A. "Loose" and "tight" kinematic cuts

We show the scatterplot of ET vs ET for the 922
events in the electron+2 jet sample in Fig. 12(a) (we use
"electron+2 jets" to signify an event with an electron
plus two or more jets). This can be contrasted with the
expected ET vs ET plot for tt production for a top mass
of 70 GeV and for 8'+2 jet production shown in Figs.
12(b) and 12(c), respectively. These scatterplots (and all

100
(a)

3. Jet selection criteria

We required events for the electron+jets sample to
have two or more jets with each jet having at least 10
GeV of observed transverse energy. Furthermore, be-
cause the pseudorapidity distribution of jets from tt pro-
duction is significantly narrower than that from 8'—or
b-quark production (see Fig. 11), we required the jets to
have ~g,„~ (2. This cut was made on the pseudorapidity
of the jet as determined from the center of the detector to
ensure that the jets were contained in the central or plug
calorimeter, rather than the event origin.
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FIG. 11. Monte Carlo distributions of the pseudorapidity of
jets from top (M„=75 GeV/c, solid curve) and W+2 jet
events (dashed curve).

FIG. 12. Scatter plot of ET vs EI- for events with an elec-
tron and two or more jets. Conversions and Z events have
been removed as described in the text. The plot for the data
events is shown in (a) along with the contours for the tight and
loose kinematic cuts. Plot (b) shows Monte Carlo tt events with

M„~ =70 GeV/c, and plot (c) shows Monte Carlo 8 +2 jet
events. The integrated luminosities of the tt and W+ jet sam-
ples are 13 and 41 pb ', respectively.
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ET ) 15 GeV, ET ) 15 GeV,

ET +ET) 40 GeV .
(21)

There are 123 electron+2 jet events that survive the
loose kinematic cuts. When making comparisons to the
predictions for higher top masses stricter kinematic cuts
are applied (referred to as "tight" cuts):

ET )20 GeV, ET) 20 GeV . (22)

scatterplots of Monte Carlo data in the report) have not
been normalized to the data; their equivalent integrated
luminosities are given in Sec. V. In the region of high
ET and ET the data resemble 8 events. Also, there are
a large number of events in the data, clustered at low ET
and ET, that cannot be interpreted as resulting from 8'
production. We present in Fig. 13(a) the distribution of
ET vs ET for events identified as conversion candidates,
a sample which has characteristics similar to the QCD
background present in the data. Figure 13(b) shows the
same distribution for nonisolated electron+2 jet events
(ET")2 GeV), a sample enriched in events from b-quark
production. Both samples of events cluster at low values
of ET and ET . To further reduce the backgrounds from
b and c--quark production and QCD processes, the fol-
lowing kinematic cuts are made on ET and ET (hereafter
referred to as "loose" cuts):

TABLE V. Efficiency of kinematic cuts as a function of M$ p.
The table lists the fraction of the electron +2 jet events from tt
production that survive the loose and tight selection (see text) as
a function of M„p.

M, op

(GeV/c )

Loose
cuts

Tight
cuts

40
50
60
70
75
80

0.25+0.02
0.49+0.03
0.63+0.03
0.73+0.03
0.75+0.02
0.79+0.02

0.13+0.02
0.25+0.03
0.37+0.03
0.47+0.03
0.55+0.02
0.59+0.03

B. Backgrounds in the 6nal sample

We estimate the background due to b- and c-quark pro-
duction and QCD fake electrons in our final sample by
considering the effect of the isolation (ET") cut. The

There are 104 events that pass the tight cuts. The
efTiciencies of these kinematic cuts for t-quark events
have been determined from Monte Carlo data and are
shown in Table V for various top masses. The contours
of these two sets of kinematic cuts are shown in Fig. 12.
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FIG. 13. The ET vs E~ scatter plot for background events:
(a) shows the distribution for conversion events and (b) shows it
for nonisolated electrons (ET') 2 GeV).

FIG. 14. The scatterplot of MT vs pT for the electron +2 jet
data sample with the loose cuts is shown in (a). For compar-
ison, we show the corresponding distribution for the 8'+2 jet
Monte Carlo events in (b).
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TABLE VI. Summary of the calculation of the nonisolated electron background in the electron +2 jet sample.

Loose cuts Tight cuts

Efficiency of ET' cut for 8 —+jets
Efficiency of ET' cut for nonisolated background
Electron +2 jet candidates passing ET' cut
Events failing ET' cut only

&w

Eb

Np

Nf
123
65

0.93+0.02
0.33+0.05

104
33

Number of isolated electrons
Number of nonisolated electrons
Background as % of sample

Nb

fnon

102+33
86+30
(23+9)%

98+28
39+26
(12+8)%

method is similar to that applied to the case of the
charged-pion background in the inclusive electron sample
where the had/em distribution was used to estimate the
size of that background (see Sec. VI D). We assume that
all the electrons in the sample result either from 8' de-
cays or from the sources of nonisolated electrons previ-
ously mentioned; since the isolation of electrons from t-

quark decays is similar to that from W+—decays, this ap-
proximation is valid even if there is a significant amount
of top in the sample. Equations (15) and (16) can be used
with the substitutions e+ W and ~~b. Now e ~ and e&

are the efficiencies of the ET" cut for electrons from W—

decay and nonisolated sources, respectively. The
efticiency of the ET" cut for W+jet events is found to be
@~=0.93+0.02 from studies of Monte Carlo data and of
a sample of W events that have very high missing ET and
that pass a loose electron selection. The efFiciency for
nonisolated electron candidates is found to be
e& =0.33+0.05 from studies of ET' for events with low

gT, conversion electron candidates, and candidates pass-
ing all the electron selection criteria except the had/em
cut. N~ and Nb are the calculated numbers of real 8'—'s

and nonisolated electrons in the sample, before applying
the ET" cut. The results are shown in Table VI.

We estimate the background due to conversions and
charged pions in the final sample using the same tech-
niques described in Sec. VI 0. The conversion detection
eKciency varies with electron Ez and is shown in Table
VII. Also shown is the amount of background remaining
in a sample with a given ET threshold. The loose and
tight kinematic cuts correspond to El- of 15 and 20
GeV, respectively. For the charged-pion background in
the final sample, we consider the number of events that
pass all the final cuts except the had/em cut. For the
loose cuts we find the number failing, Nf =6, which gives
a background fraction of (0.0+3.2)%%uo. Four events fail

the had/em using the tight cuts, giving a background
fraction of (0.0+4.8)%. These nonelectron background
estimates for the final sample are summarized in Table
VIII. We attribute the difference between the nonisolated
electron background estimate and the background esti-
mates from conversions and interacting ~+—'s to residual
backgrounds from b- and c-quark production.

1. W+ jets

ev ~Eem+P (23)

The scatterplot of MT vs pT for the electron +2 jet sam-

ple with loose cuts is shown in Fig. 14(a), along with the
corresponding distribution for W+ 2 jet events [Fig.
14(b)]. The "hole" in the distribution in the lower left
corner is caused by the loose kinematic cuts. There is
good agreement between the data and Monte Carlo pre-
diction. The projections of these variables are shown in
Fig. 15, where the agreement between the data and
Monte Carlo predictions is even more apparent. Figures
16(a)—16(c) show the invariant mass of the two highest
ET jets (MJ~ ), the azimuthal difference between these jets
(hP . . ), and the difference in pseudorapidity between them
(b, rIJ) ), respectively. There is good agreement with the
W+2 jets Monte Carlo prediction. Other distributions
including the jet ET spectra and the angle between elec-

Based on the distribution of ET and ET, the electron
+2 jet data appear to be consistent with arising primarily
from the 8'+2 jet process. In this section we present
comparisons of the data and the W+2 jet Monte Carlo
sample for several other characteristic variables. We in-
terpret the missing ET as the pT of an undetected neutri-
no. The transverse momentum of the (real or virtual) W
boson (pT ) is then given by the magnitude of the vector
sum of ET and ET.

TABLE VII. Conversion efficiency and background as a
function of electron ET.

Loose cuts Tight cuts

TABLE VIIE. Estimates of the size of the nonelectron back-
grounds in the final sample of electron +2 jet events.

~conv

promptfbg

ET )12 GeV

0.860+0.033
0.113+0.004
0.059+0.014

ET )15 GeV

0.880+0.038
0.101+0.004
0.050+0.015

ET ) 20 GeV

0.900+0.055
0.065+0.005
0.028+0.013

7T
+

y~e+e

Total

(0+3)%
(4.4+1.3)%%uo

(4.4+3)%

{0+5}%
(2.6+1.3)%

(2.6+5)%
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tron and jets also show good agreement with the 8'+2
jet Monte Carlo calculation. This good agreement indi-
cates that the final sample is composed primarily of 8'+
jet events. To place an upper limit on the fraction of ob-
served events that can be attributed to top-quark produc-
tion, we will compare the observed transverse mass distri-
bution to that expected from 8'-boson and top-quark
production.

IX. TRANSVERSE MASS

The transverse mass is a quantity well suited for distin-
guishing between 8 + jet production and t-quark pro-
duction, if the top-quark mass is below the threshold for
the decay t~8'b, where the & in the final state is real
(as opposed to virtual). ' In particular, if the top mass is
below the mass of the 8, the distribution of MT will be
significantly softer for top events than for W events (see
Fig. 17). We place an upper limit on the rate of top-
quark production by comparing the shapes of the
transverse-mass distributions measured in the electron
+2 jet data with those expected from top and 8 + jet
production.
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FIG. 16. Comparison of the electron +2 jet data with the
loose cuts applied (plotted points) with the 8 +2 jet Monte
Carlo predictions (solid curves): plot (a) shows the dijet
invariant-mass distribution, plot (b) shows the distribution of
the azimuthal difference between the two leading jets, and plot
(c) shows the distribution of the pseudorapidity difference be-
tween the two leading jets.
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FICx. 15. The MT and pT distributions for electron +2 jet
data with the loose cuts applied is shown in (a) and (b). The
solid curves show the distributions for the Monte Carlo 8'+2
jet events (normalized to the data), and the dashed curve shows
the distributions for Monte Carlo tt events for M„~=60
GeV/c (normalized to the number of events predicted by the
Altarelli et ah. cross section).
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FIG. 17. Monte Carlo distributions of MT for top quarks
with M„„=75 GeV/c {dashed curve) and 8'+2 jet events
(solid curve).
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A. Measuring and modeling transverse mass B. Fitting transverse mass

Econe Eem
T T

P 1
Econe

T
(24)

We have verified our ability to measure and model the
transverse mass in electron +2 jet events by studying in-
clusive electron events, Z events, and the electron +1
jet sample. Events with an electron and exactly one jet
(with E)r") 10 GeV) provide a good testing ground for
transverse-mass measurements. Whereas the electron
+2 jet sample is possibly a mixture of 8'+— and top
events, it is expected that the electron + 1 jet events are
dominated by W+1 jet production (the maximum con-
tribution from top-quark events is less than 15%%uo, which
occurs for M„~-60 GeV/c ). The jet requirement im-

plies that there is significant hadronic energy in these
events, providing a nontrivial test of the transverse-mass
measurement.

A potential problem in the electron +1 jet sample is
the amount of background from dijet events, where one
jet fakes an electron. To reduce this background, we im-
pose a strict electron isolation cut, requiring

We determine an upper limit on the production of tt
pairs by fitting the transverse-mass distribution of the
electron +2 jet sample to the theoretically predicted dis-
tributions for top quarks and for 8'—bosons. We assume
that the electron +2 jet data sample contains only 8'—
and top events so that the MT distribution of the ob-
served events is given by

=aT(MT )+pW(MT ),
T

(27)

where T(MT ) and W(MT ) are the theoretical MT dis-
tributions for 8 +— and top, respectively, and the
coefficients a and 13 are determined by the fit. The func-
tion T(MT') varies as a function of top mass and the
fitting procedure is performed for each top mass investi-
gated. As discussed previously, the ISAJET and
PAPAGENO Monte Carlo programs plus the full detector
simulation were used to determine the functions T(MT )

and W(MT ) For f.itting purposes these functions have
been normalized to the integrated luminosity of the real
data (4.4 pb '). This way the coefficients a and P can be
easily interpreted as the fraction of the predicted amount

E~T") 5 GeV and 165'(b,P, &195', (25)

where AP,J is the azimuthal angle between the electron
and jet vectors. The transverse-mass distribution of the
333 events passing this dijet cut is shown in Fig. 18(a),
along with the 8'+ 1 jet distribution from the PAPAGENO

Monte Carlo calculation employing the full detector
simulation. The agreement between the electron +1 jet
data and the 8 + 1 jet calculation is excellent.

To further test the measurement of MT, we select a
subset of the electron + 1 jet events, in which the Monte
Carlo calculation predicts more smearing in ET. We
select events that satisfy any of the following:

or

E)"&20 GeV, 15'&AP„&60',

(26)

120' & b,P„&165' .

where ET'"' is the transverse energy in a cone with radius
AR =0.7 about the electron. There are 433 events that
survive this cut (using the tight kinematic cuts, see Sec.
VIII A). To further reduce the background from dijet
events an explicit cut on the presence of a jet opposite the
electron is made. Specifically, the event is rejected if
there is a jet present such that OJ 80

C3

~ 60

—40GO

20

0 40 80
M T (GeV/c )

o 40—
30—

CQ

20—
10—

'I 20

The Monte Carlo calculation indicates that the
transverse-mass resolution for these events is within 15%
of the MT resolution for W+ 2 jet events. The
transverse-mass distribution of this subset of the electron
+ 1 jet sample (consisting of 180 events) is shown in Fig.
18(b). Again the agreement between the data and Monte
Carlo prediction is very good, and we conclude that the
transverse mass in the electron +2 jet sample is well
modeled by the detector simulation.

0 40 80
Me (GeV/c )

120

FICz. 18. Transverse-mass distribution for electron +1 jet
events with the tight cuts applied. The full electron + 1 jet sam-
ple is shown in (a), and a subset of electron + 1 jet events where
more MT smearing is expected (as described in the text) is
shown in (b).
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of top and 8'+—in the data. Specifically, if top quarks and
8'bosons were present in the data with the rates predict-
ed by the theoretical calculations, a and 13 will both be
equal to one. We emphasize that we are not relying on
the predicted rate of 8'—+2 jet events, but only on the
shape of the MT distribution of these events. We discuss
below the consequences of ignoring contributions other
than top quark and 8'-"- events to the electron +2 jet
sample.

l. E+ect of other backgrounds

As discussed previously, the electron +2 jet sample
contains known contributions from sources other than
8'+ jet production. In addition to the backgrounds
from b and c--quark production and QCD sources, W'

production with 8'~~v —+ev, v,v is expected to con-
tribute. We have not attempted to model these contribu-
tions to the MT distribution. In addition, if M„„65
GeV/c, there will be some contribution of t quarks from
the decay 8'~tb. Because the rate for this process is
low relative to the tt rate, we neglect this source of top
quarks. Since all of these sources produce events at low
values of transverse mass where only top events are ex-
pected to contribute, the fitted fraction of tt events will
tend to increase. Thus this method of ignoring back-
grounds results in a conservative estimate of the fraction
of events attributed to tt production.

TABLE IX. Transverse-mass fit results. The loose cuts were
used for 40~ M„p & 65 GeV/c and the tight cuts were used for
the higher top masses. The uncertainties shown are statistical.

M„p
(GeV/c )

40
50
60
70
75
80

0.07+0.05
0.06+0.05
0.11+0.08

pp+0. I2

0 PP+0.27

1.27+0.14
1.29+0.14
1.26+0.15
1.28+0.13
1.28+0.13
1.28+0.13

x'
(NDF = 10)

9.7
10.4
10.4
9.4
9.4
9.4

3. Fit results

The results of the fits are presented in Table IX. The
fits are in good agreement with the data. The binned y
is shown as an indication of the quality of fit. The statist-

over the range 24 —120 GeV/c . We exclude the lowest
bins of transverse mass to help minimize the non-8'back-
grounds discussed above. Few top or 8' events are ex-
pected with very low transverse mass values, especially
once the kinematic cuts have been applied. Additionally,
the coefficients a and P are constrained to be greater than
zero on physical grounds, using a procedure advocated
by the Particle Data Group.

2. Fitting method

P;(k;, m;)=
k,. —m,.I; 8

k, I

The total probability is then the product of the individual
probabilities for each bin

The fit used is a binned maximum-likelihood method,
with the contents of the bins treated with Poisson statis-
tics. Let k, be the number of events observed in the ith
MT" bin and let I; be the number of predicted events in
the bin. The probability associated with the ith bin is 1.25—

1.00—

0.75-0.2 0.2 0.6 1.0
k,.

N m, -
'

P= Q P, (k, , m, )= Q
I =1 i=1 i'

—m, .

e (29)

lnP =g ( —ink, !+ k; lnm; —m, ) . (30)

The dependence on a and /3 in Eq. (30) is contained in the
I, . We therefore may ignore the first term in this equa-
tion for the purposes of maximizing lnP with respect to a
and 13. The quantity maximized by the fitting routine is
then given by

lnP =g ( k, lnm, —m, ) . (31)

The program M?NUIT was used to maximize this expres-
sion.

We fit the transverse mass distributed in 8-GeV/c bins

where N is the total number of bins in the fit. It is more
convenient to maximize the logarithm of the likelihood:

f. 25—

1.00—

075 1 I

—0. 2 0.2 0.6 1.0

FICx. 19. Log-likelihood contours in a-P space, as calculated
by MINUET. The contour for the fit to M„„=80 GeV/c is
shown in (a), and for M„~=60 GeV/c in (b). The contours
correspond to changes in the log-likelihood function of 0.5, 2.0,
and 4.5. The constraint o. )0 has been imposed for the 80
GeV/c' fit.
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ical uncertainties shown correspond to a change in the
log-likelihood of 1/2 unit. Correlations between a and p
have been accounted for in the estimation of the uncer-
tainties. Contour plots of a vs p are shown in Fig. 19 for
two values of top mass. The small fitted values of a indi-
cate an absence of top in the data, while the values of p
obtained are within the theoretical uncertainties of the
predicted 8'+ jet cross sections, which are estimated to
be 30—50%.

To translate these fit values into a limit on the top
mass, one must take into account systematic uncertain-
ties.

X. SYSTEMATIC UNCERTAINTIES

We divide the systematic uncertainties into two
groups. The first group consists of those effects that can
affect both the shape of the Mz- distribution as well as
the number of events accepted. An investigation of the
effect of these uncertainties on the top mass limit requires
refitting the Mz- distribution for each variation of the un-
certain quantity. The systematic uncertainty associated
with these effects is denoted 50.. The second group of
systematic uncertainties contains those effects that have
been determined to affect only the rate of accepted events
and not the shape of the M~ distributions. These effects
contribute to an uncertainty in the overall normalization.
The systematic uncertainty due to these effects is ex-
pressed fractionally and is denoted An.

A. Systematic uncertainties affecting transverse mass

The uncertainties for which refitting of the Mz distri-
bution is necessary are the uncertainty in the jet energy
scale in the Monte Carlo calculation, the uncertainty in
the model of the underlying event, and the Mz- interval
over which the fit is performed. Other possible sources of
uncertainty, such as the electron energy calibration, the
model for top-quark production and decay, or the back-
ground contamination in the sample, have been studied
and found to be negligible.

The estimated uncertainty on the Monte Carlo jet ener-
gy scale is +20% (see Sec. VII C). The underlying event
E~ is defined as the vector E~ of all energy that is not

contained in either the electron cluster or in jet clusters
with at least 5 GeV of observed transverse energy. A
comparison of the underlying event Ez- in electron +2 jet
events was made for real data, the 8'+2 jet Monte Carlo
events, and ISAJET tt events. The mean E~'s of the un-
derlying event agree to within 15%%uo for the three samples;
conservatively, we take the uncertainty in the underlying
event Ez- to be +20%.

We estimated the uncertainty in o.' by varying the scale
(jet energy or underlying event energy) by the amounts
stated above, recalculating the theoretical functions
T(MP) and 8'(MP) and then refitting the MP distribu-
tions. For example, if the jet energy scale is being varied,
all jets in the event are multiplied by the appropriate fac-
tor (e.g. , 1.2). The Er is recalculated and the jet cuts and
the kinematic cuts are applied using the new jet energies
and Er. The transverse mass is then recalculated for
events passing the cuts. In this way, changes in both ac-
ceptance and transverse mass are taken into account
when determining the new Mr distributions T(MP) and
W(MP).

Table X shows the values of cx obtained by refitting the
transverse mass after making the variations in scale de-
scribed above. This table also shows the effect of the par-
ticular choice of Mz interval over which the fit is per-
formed. This is estimated by refitting over the intervals
16—120 GeV/g and 32—120 GeV/e . The nominal fit
results are also provided for comparison.

We take the average shift in the fitted value of a when
we include a variation in one of the above effects as an es-
timate of the systematic uncertainty in a due to that
effect. The 70- and 80-GeV/c cases show no shift in the
best value of a. The fit would prefer a value of 0; less
than zero (by about 1/2 standard deviation), but u is con-
strained by the fit to be greater than zero. For the 80-
GeV/c case we consider the shift in the statistical error
to estimate the uncertainty (using the rules described
above). For the 70-GeV/c case we have also fit the data
allowing e to be less than zero and considering the shift
in the best value of o. obtained. The results of that fit are
shown in Table XI. The contributions to Aa from each
of the three systematic effects discussed above are added
in quadrature to form the results shown in Table XII. As
discussed above, these values of Ao; are derived only from
the effects for which it was necessary to refit the Mz- dis-

TABLE X. Systematic variation of fitted tt fraction a. The uncertainties shown are statistical only. The loose cuts have been used
for M„~ (65 GeV/c', the tight cuts for the other masses.

M„
(GeV/c )

Nominal
fit +20%

Jet energy
scale

—20%

Underlying
event

+ 20%%uo
—

20%%uo

Fit interval
(GeV/c )

16-120 32-120

40
50
60
70
75
80

0.07+0.05
0.06+0.05
0.11+0.08
0.00+0.12
0.00+0.17
0.00+0.27

0.05+0.04
0.06+0.05
0.07+0.06
0.00+0.08
0.00+0.21
0.00+0.33

0.05+0.07
0.07+0.07
0.13+0.11
0.00+0.13
0.00+0.18
0.00+0.46

0.07+0.05
0.05+0.05
0.10+0.09
0.00+0.12
0.00+0.17
0.00+0.21

0.07+0.07
0.04+0.05
0.11+0.08
0.00+0.11
0.00+0.18
0.00+0.30

0.03+0.05
0.05+0.05
0.06+0.07
0.00+0.09
0.00+0.12
0.00+0.22

0.07+0.05
0.05+0.05
0.09+0.08
0.00+0.17
0.00+0.26
0.00+0.45
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TABLE XI. Systematic variations in a for M„„=70GeV/c'.
The fit coefficients a and f3 are allowed to be negative for this fit.

Systematic effect

Nominal
Jet scale +20%%uo

Jet scale —20%
Underlying event +20%
Underlying event —

20%%uo

tt fraction o.

—0.06+0.14
—0.15+0.16
—0.16+0.18
—0.08+0.17
—0.11+0.18

B. Systematic uncertainties in normalization

The second category of systematic effects do not re-
quire refitting the transverse-mass distributions. These

TABLE XII. Uncertainties in a (ha) due to systematic
effects for which the MT distribution must be refit. The Total
ha column is the quadrature sum of the three effects.

M„
(Gev/c')

40
50
60
70
75
80

Jet
scale

0.02
0.01
0.03
0.10
0.05
0.14

Underlying
event

0.00
0.01
0.01
0.04
0.01
0.05

M'T
interval

0.02
0.01
0.03
0.04
0.08
0.10

Total
Au

0.023
0.018
0.040
0.112
0.094
0.170

tribution. Additional systematic uncertainties in the
overall normalization (An ) are treated below.

The variations in the jet energy scale, the underlying
event energy, and the MT interval used in the fit de-
scribed above should adequately account for any sys-
tematic uncertainties in the shape of the 8'+ 2 jet
transverse-mass distribution. However, as an indepen-
dent check we estimate the systematic uncertainties due
to these effects by directly modifying the transverse-mass
distribution of the 8'+2 jet events. If the function
8'(MT') is too wide then there will be more W~ events
allowed at low MT, thereby reducing the amount of top
needed in the fit. We artificially narrowed the W(MT )

distribution and then refit to the data. The degree of nar-
rowing was determined by fitting the transverse mass of
the electron +1 jet data transverse-mass distribution to
the 8'+1 jet PAPAGENO prediction. A reduction in
width of the electron + 1 jet MT distribution of 3% cor-
responded to a change in the log likelihood of 1/2 unit in
the fit to the W+ 1 jet sample. This change in width was
then applied to the 8'+2 jet Monte Carlo sample and
the resulting MT distribution was fit to the tt Monte Car-
lo sample (M„=80 GeV/c ) using the tight cuts. The
results of this fit

0 074+ 0.367

(cf. nominal 0.00+oiit) shows the variation in a to be
within the range of the systematic uncertainty given in
Table XII.

effects, which may modify the acceptance in detecting tt
or 8'+— events, are the production properties of the top
quark, the model of the fragmentation of a top quark into
a hadron, the number of jets from initial-state radiation,
the modeling of the electron detection eKciency, and the
integrated luminosity.

We have studied possible variations in tt production
properties by comparing the ISAJET and PAPAGENO
Monte Carlo calculations for tt production. The tt events
produced by these different calculations are quite similar,
the only significant difference being the softer pT spec-
trum for top quarks in the PAPAGENO calculation, espe-
cially at low values of M„. This difference in t quark pT
has no significant effect on the MT distribution, given the
kinematic cuts. The fitted value of a using the
PAPAGENO tt transverse distribution for M„~=40
GeV/c (the top mass for which there is the biggest
discrepancy between PAPAGENO and ISAJET) does not
differ significantly from the nominal fit result. However,
this discrepancy does lead to a decrease in the tt accep-
tance for M„50 GeV/c, for which we add a sys-
tematic uncertainty in the acceptance, shown in Table
XIII. For M„„~60 GeV/c the two calculations are in
good agreement.

To model the fragmentation of partons, ISAJET uses the
Peterson parametrization of the fragmentation func-
tion, which is consistent with b- and c-quark data:

z 1 —
( 1/z)—

1 —z

2 (33)

where D& (z) is the probability that a heavy quark Q will
form a hadron II with momentum fraction z =pH/p&, e
is a parameter proportional to 1/M&, and N is a normali-
zation constant. To investigate the effect of a systematic
uncertainty in the fragmentation model, we have varied e
in Eq. (33) from 0.2/M„ to 1.5/M„(IsAJET's default
value is @=0.5/M„, ). The only significant effect is on
the isolation properties of electrons. The larger value of e
leads to a decrease in electron e%ciency of 18% and 5%
for 40 GeV/c and 70 GeV/c, respectively. The shape
of the MT distribution is not significantly affected. The
fractional decrease in tt acceptance is taken as the sys-
tematic uncertainty due to t-quark fragmentation.

The acceptance of tt events is sensitive to the number
of jets arising from initial-state radiation, and we there-
fore include as a systematic uncertainty the effect on the
tt acceptance of varying the amount of initial-state radia-
tion. This change in acceptance was calculated by
reselecting the tt Monte Carlo events with the additional
requirement that all jets come from t-quark (or t-quark)
decays. We then take one-half of this change as the frac-
tional uncertainty in the tt acceptance due to uncertainty
in the initial-state radiation.

The uncertainty in the measured electron eKciency as
compared to that reproduced by the Monte Carlo calcu-
lation has been estimated to be +5%%uo. This uncertainty
covers the range of measured efficiencies determined from
8'- and Z-boson decays in the data. The integrated lumi-
nosity for the data sample of 4.4 pb ' has an uncertainty
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TABLE XIII. Systematic uncertainties in the overall normalization. Values are expressed as a fraction of the total tt acceptance.
The uncertainties summed in quadrature are listed in the An column.

M„
(GeV/c )

40
50
60
70
75
80

Production
model

0.18
0.15

Fragmentation
model

0.130
0.103
0.076
0.050
0.050
0.050

Initial-state
radiation

0.210
0.170
0.125
0.090
0.070
0.045

Electron
efficiency

0.05
0.05
0.05
0.05
0.05
0.05

Integrated
luminosity

0.15
0.15
0.15
0.15
0.15
0.15

0.34
0.29
0.22
0.19
0.18
0.17

of +15%. A summary of these uncertainties as a func-
tion of top mass is presented in Table XIII.

When considering top-quark masses below 40 GeV/c,
we have found that the systematic uncertainties grow
rapidly, particularly those due to initial-state radiation
and to top-quark fragmentation. The uncertainty in the
pT of the produced top quark also grows as the top-quark
mass decreases. Furthermore, the efficiency for detecting
top quarks is falling rapidly in this mass region. For
these reasons, we will not attempt to exclude the region
Mtop (40 GeV/c . The mass region below 40 GeV/c is
safely excluded by other searches. '

XI. TOP MASS LIMIT

The fit results presented in Table IX show no evidence
for top-quark production. Using these fit results we set
an upper bound on the tt production cross section, which
is a function of M„. We then compare these upper lim-
its with the theoretically predicted tt production cross
section to establish limits on the top-quark mass.

We calculate the upper limit on the top cross section
using the fitted value of a and its statistical and systemat-
ic uncertainties. We eliminate the necessity for making
assumptions about the nature of the likelihood distribu-
tion for these fits by working with the full likelihood
function. This is obtained by exponentiating and normal-

izing the log-likelihood function, which is determined by
maximizing the value of the log-likelihood as a function
of P for each value of a. Figure 20 shows this likelihood
function for the 60 and 80 GeV/c fits. The 95%%uo

confidence level (C.L.) upper limit on a is calculated by
integrating this function after smearing it appropriately
by the systematic uncertainty.

The systematic uncertainty has been divided into two
parts as described above (Sec. X). To see why this is
necessary one must examine in more depth the meaning
of the coefficient n. This coefficient has been defined as
the fraction of the predicted tt cross section that is need-
ed to fit the data. Thus o. may be written as

"obs nobs
(34)

where n, b, is the number of tt events needed to fit the
data, n,—, is the number of tt events expected in the final

sample, e is the efficiency for detecting tt events, o.
,—, is the

tt production cross section used in the Monte Carlo cal-
culation, and fX dt is the integrated luminosity. The
numerator in this expression depends only on the MT
distribution of the data and on the shapes of the Monte
Carlo distributions. The portion of the systematic uncer-
tainty that requires refitting the MT distribution, called

-0.5 O.O 1.0 1.5
-0.5 O.O 0.5 1.0 1.5

FIG. 20. Normalized likelihood distributions for the 80 (solid
curve) and 60 (dashed curve) GeV/c fits.

FIG. 21. Smeared likelihood distributions for the 80 (solid
curve) and 60 (dashed curve) GeV/c' Ats.
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max ~ tt +max (35)

We emphasize that this upper limit on the cross section is
independent of any theoretical prediction of the tt pro-
duction cross section. This procedure is repeated for
each value of M„, yielding an upper limit on the tt cross
section as a function of t quark mass. Table XIV summa-
rizes this calculation.

Figure 22 shows the upper limit on the observed top-
quark cross section as a function of top mass. The two
solid curves are produced by performing the analysis
with the loose and tight kinematic cuts. The region
above these curves is excluded at 95% C.L. We compare
these curves with the calculation of the tt production

Aa above, is the systematic uncertainty associated with
n, b, . This uncertainty must be expressed not as a frac-
tional uncertainty in iz (or n,b, ), but as an absolute uncer-
tainty in the magnitude of a (or n,b, ). To see that this is
true, one may consider the case when the fit gives 0.=0.
Considering Ao. as a fractional uncertainty would result
in zero uncertainty in the number of tt events in the fit, a
clearly erroneous result. The uncertainty in the overall
normalization, An, derives from uncertainties in e, the
efficiency for detecting tt events, and in JX dt, the in-

tegrated luminosity.
The probability distribution is smeared according to its

systematic uncertainty using a simple Monte Carlo pro-
gram. First, a value of o., called 0,0, is generated from the
parent probability distribution obtained from the likeli-
hood function. Then the smearing due to Ae is applied
by adding to eo a random number, whose parent distribu-
tion is Gaussian with mean zero and standard deviation
Ae. Then the smearing due to An is applied by multiply-
ing by a number whose parent distribution is Gaussian
with mean one and standard deviation An. This pro-
cedure is repeated one million times, yielding the smeared
probability function for a given top mass, examples of
which are shown in Fig. 21. This function is then in-
tegrated over the range 0 (a & ~ and normalized to uni-
ty. The normalized function is used to determine the
value of n, denoted a „,above which we find 5% of the
area under the probability curve. This is the 95% C.L.
upper limit for o.. The 95% C.L. upper limit on the tt
cross section derived from the fit is then

—
1= 10

I~ )0b
10

Cl

CQ

10
50

Tight Cuts
I

75

Loose Cuts
I I

45 60
Mi, (GeV/c )

2

FIG. 22. The 95%%ug C.L. upper limit for the tt production
cross section as a function of top mass is given by the solid
curves. The shaded region gives the predicted tt cross section
(see text). The plotted points show the tt e%ciency as a function
of M,„„(right-hand scale).

40 (AI
p

& 77 GeV /c (36)

The systematic uncertainties on jet detection eKciency
and top fragmentation grow rapidly with decreasing

p
so we do not extend the lower mass limit below 40

GeV/c ~.

XII. CONCLUSIONS

Based on an analysis of events with a high-pz- electron,
significant Er, and two or more jets with Er ) 10 GeV,
we have determined an upper limit on the standard-
model tt production cross section, and exclude at 95%

cross section by Altarelli et a/. This calculation is based
on the QCD total cross-section formulas for heavy-quark
production, complete through order a„by Nason,
Dawson, and Ellis. ' The shaded region represents the
theoretical uncertainty in the calculation based on vari-
ous choices of the renormalization scale p and the QCD
scale parameter A, . The points of intersection of the
solid curve with the lower edge of the shaded band show
that the top quark is excluded at 95% C.L. for

TABLE XIV. Summary of the calculation of the upper limit on the tt production cross section. The
theoretical prediction of Altarelli et al. (cr,, ) and the lower bound on that calculation (o.,—,

'") are shown
for comparison.

M„
(GeV/c ) a+(stat) a „(pb)

Theoretical
o.,—, (pb) o.,—,

'" (pb)

40
50
60
70
75
80

0.07+0.05
0.06+0.05
0.11+0.08

000—o oo

0.023
0.018
0.040
0.112
0.090
0.170

0.34
0.28
0.22
0.19
0.18
0.17

2410
648
408
266
238
281

9630
2930
1270
556
387
285

7130
2140

920
406
282
208
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0.25

0.24—

I ri
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0, 21 --" - "

0,20 50

~ g4 ~ ~ ~ ~ ~ ~ ~ ~

M z
I I

100 150 200 250 500

confidence level the existence of a standard-model top
quark with a mass in the range 40&M, (77 GeV/c .
This mass limit is based on the reaction pp~tt+X and
therefore depends on the theoretical prediction of the
cross section for this process. The analysis also depends
on the standard-model prediction for the semileptonic
branching ratio of 1/9 for the top quark. Given these as-
sumptions, the 77 GeV/c limit is the strongest limit on

FIG. 23. The +lo. uncertainties in sin 0~ =—1 —M~/Mz,
determined from Mz (dashed line), M~/Mz {dotted line), and
vX neutral-current data (dashed-dotted line) as a function of
M„„ for MH =100 GeV/c'. Also shown is the direct lower lim-
it from the nonobservation of the t quark in pp ~ tt+X (long-
short line), and the region {solid line) in sin 0~-M„„allowed by
all data at 90%%uo C.L. (Ay'=4. 6).

the top-quark mass to date. However, there exist weaker
limits from e+e colliders (M„z ~45 GeV/c ) that are
not subject to these theoretical assumptions.

Because the top-quark mass enters into radiative
corrections for various electroweak quantities (e.g., Mz
and sin Ott, ), the top mass can be estimated from mea-
surements of a number of independent quantities. " Fig-
ure 23, taken from a recent review by Langacker, shows
the dependence of sin 0~ on M„, based on these mea-
surements. These data include measurements of 8'- and
Z -boson masses, atomic parity violation, and neutrino
scattering (some of the data have been omitted from the
figure for the sake of clarity). Also shown is our direct
limit of Mt p&77 GeV/c at 95% C.L. At fit to the data
yields a top mass of 143+44 GeV/c, for a Higgs-boson
mass of MH =100 GeV/c . Although the uncertainty in
the predicted top-quark mass is large due to the unknown
Higgs-boson mass, the results of these fits to electroweak
data are consistent with the CDF top-quark-mass limit.
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