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Recent deep-inelastic and prompt-photon data, are used to put quantita. tive limits on AM

(where MS denotes the modified minimal-subtraction scheme) and the gluon distribution, taking
fully into account the correlations between the two. The results are used (a) to assess the
potential discriminating power of precision measurements of the large-transverse-momentum
jet cross section at the Fermilab pp collider, and (b) to estimate the theoretical error on a,

top-quark-mass measurement or lower limit at the same collider. AVe estimate this latter error
at approximately +4 GeV at present, with the prospect of some slight improvement from an
additional calibration from the jet cross section.

I. INTRODUCTION

A reliable and precise set of parton distributions, to-
gether with a precise value of strong coupling n, , is of
fundamental importance in applying perturbative QCD
to a wide range of hard-scattering processes in hadronic
collisions. Apart from wishing to test the consistency of
the theory itself over this range of applications, it is cru-
cial to have a precise knowledge of the distributions and
of the parameter AMs (where MS denotes the modified
minimal-subtraction scheme) in order to extract other
information from a given reaction. An example is the
hadronic production of W and Z at pp colliders, where
only the product of the cross section and the branching
ratio can be measured. Since the former is entirely spec-
ified in terms of the quark and gluon distributions and
n, , a precise and dependable knowledge of these allows
important information to be extracted from the branch-
ing ratios (in particular, limits on the number of light
neutrinos and on m&). Even the measurement of the W
mass depends on precisely known parton distributions.

Analyzing precise measurements in deep-inelastic
lepton-hadron scattering combined with those from
hadronic production of prompt photons and dimuons
leads to reliable sets of parton distributions and of values
of AMS. Distributions which are valid to very small val-
ues of x are now available and can be used to predict the
new kinematic region to be opened up by the ep collider
HERA at DESY. While these sets provide "standard"
distributions, which may be used in applying perturba-
tive QCD to a particular process, it is important to have
some measure of the uncertainty associated with them
and with the value of AMS. This paper attempts to pro-
vide such realistic limits which will in turn allow other

quantities to be extracted from any process with proper
estimates of the resulting errors on that quantity. This
will then replace the rather ad hoc procedure of estimat-
ing those errors from the variation resulting from simply
using in turn all sets of distributions (some of which are
inconsistent with current data) that are available.

In Sec. II we carefully examine the fits to deep-inelastic
data and prompt photon production and, in particular,
the role they play in pinning down the precise value of
AMs and the shape of the gluon distribution. From these
fits we produce, in addition to the standard fit, four "ex-
treme" fits which reflect the maximum allowable varia-
tions of AMs and ill, the exponent of (l —z) in the gluon
distribution.

One reason for demanding better estimates of the un-
certainties in the parton distributions, and in o, , is the
steady improvement in the precision both of the data it-
self and of the theoretical description of the relevant pro-
cesses. A beautiful illustration of such a process is inclu-
sive jet production at the pp colliders. Recently, the CDF
Collaboration at the Fermilab pp collider have measured
the jet p~ distribution —data which span seven decades
as pT goes from 40 to 400 GeV/c —and, in addition, the
next-to-leading-order (NLO) perturbative QCD correc-
tions have been calculated by Ellis, Kunszt, and Soper.
In Sec. III A we obtain our central and extreme predic-
tions for this process and discuss how diA'erent ranges of
pz refIect the different characteristics of the five sets of
partons. From this one can assess how pj.ecise measure-
ments of jet production could be used to discriminate be-
tween the diferent parton solutions, and therefore yield
information on AMS and g&.

Another process which requires precise limits on the al-
lowed variation of the distributions is the production of
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function of gz and AMS. Again the statistical and system-
atic errors on the data are combined in quadrature. As
in our previous analysis, the theoretical cross section is
calculated to next-to-leading order using optimization to
determine the factorization and renormalization scales.
Now we see a correha]ion between the two parameters
and a steep minimum in y which is approximately in
the direction orthogonal to that in Fig. 1 (see also Ref.
13). Again we show the values corresponding to the cen-
tral (B,) fit

From Figs. 1 and 2 we can see that precise deter-
minations of the two parameters are possible only if the
prompt-photon data are combined with the deep-inelastic
data. Figure 3 illustrates the eAect of taking the BCDMS
I"z"" data alone (142 points) compared to the full data
set. The y at fixed values of gz is plotted versus AMS
and one sees the relatively broad minimum which obtains
when only the pp data are included. The anticorrelation
between gz and AMs in this case also results in a signif-
icant shift in the value of AMS depending on whether g&
is taken as 5 or 10. We conclude that the BCDMS data
on their own are unable to give a precise determination
of g& which, in turn, gives some extra uncertainty in the
measurement of AMS using just these data.

In Figs. 1 and 2 we also display the contour of g

+ 10 ~h~~~ ~ is the minimum co~b~n. e~ ~2 to
the complete deep-inelastic and prompt-photon data set.
We take this contour to mark the limit of acceptable fits
to the data. Qn this boundary we choose four points in
the gz, AMs plane corresponding to extreme values of the
two parameters, as given by

~Ms 185 + 50 MeV,

gg
——4.95 + 0.7.

(2)

These fits we label as B135, B160, B200, and B235 (the
number denoting the value of A ) and summarize, to-

MS
gether with Bo, in Table I. The errors we quote in Eq.
(2) are not true errors in the +1o sense. Although our
method of assigning errors according to the Ay = 10 cri-
terion is necessarily somewhat subjective, the fact that
the range of solutions we consider does indeed span the
data with a reasonable standard deviation is illustrated
in Fig. 4, where we show the fits to the WA70 prompt-
photon data for all four BA sets of partons, relative to
&o.

From Fig. 4 we see, as expected, that the shape of
the resulting pT distribution is governed by the shape of
the gluon distribution, i.e. , by g&, v hile the overall uor-

PROMPT PHOTON COMPARED TO Bo
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FIG. 3. Variation of g with AM at fixed values of gz.
The continuous curve is obtained from the fit to all 360 points
of deep-inelastic and prompt-photon data with q~ = 5. The
dashed curves 2 and 3 correspond to fits to just the 142
HCDMS E2" data, points (Ref. 2) with gg = 10 and 5, re-
spectively, where the y scale is shawn an the right-hand side.

p (GeV)

FIG. 4. The description of the prompt-photon data of Ref.
5 obtained from the five sets of partons in Table I normalized
to the central Bo fit.
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Set A' l (MeV)MS
A~'l (Mev) n. (Mz)

TABLE I. Parameters associated with the fits discussed
ln the text.

1.5

1 ~ 3

1.2

I

g (Bh)

g (Bp)

I

B160

8135

Bp
B135
B160
B200
B235

190
135
160
200
235

124
85
102
131
156

5.10
4.65
4.25
5.65
5.20

0.1091
0.1037
0.1063
0,1100
0.1128

1
Cl

0.9—
0.8—
0.7—
0.6—

Q =250GeV

B235

B200

Bp

malization is determined by the magnitude of 0, Note
that if, following Ref. 13, we were to omit the WA70
data point at the lowest value of pT then slightly larger
values of AMs are favored. We would find that the com-
bined deep-inelastic and prompt-photon data then give
A(') —]95+ 55 MeU

MS
We propose that the four parton sets BA = B135,

B160, B200, B235 of Table I can be used to obtain re-
alistic limits to the uncertainty of our central solution
Bp. (The five sets of parton distributions can be ob-
tained by electronic mail from WJSUK. AC.DVR.HEP
or 19681::WJS.) In the next section we show how these
may be applied in a quantitative analysis of two impor-
tant hadronic QCD processes.

III. IMPLICATIONS FOR pp
COLLIDER CROSS SECTIONS
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FIG. 5. (a) Gluon a,nd (b) quark distributions as a. func-
tion of z normalized to Bp at Q = 250 GeV, where Eq =
u+ u+ d+.

At the Fermilab pp collider, the jet inclusive cross sec-

tion is well measured by the CDF Collaboration in the jet
pT range 40—400 GeV/c. The search for the top quark is

now focused on the mq range 90—250 GeU. In pertur-
bative QCD, both these cross sections have contributions
from quarks and gluons in the initial state, and both have

an overall factor of o., in lowest order. More importantly
from the point of view of precision measurements, the
next-to-leading-order perturbative corrections for both
processes are known. In this section we compare the
predictions for both cross sections calculated using the
five sets of partons derived above. It will turn out that
the relative sizes and shapes of the diferent predictions
for the cross section can be completely understood in
terms of the relative behavior of (a) the quark and gluon
distributions at scales Q and values of z Q/~s and (b)
the strong coupling n, (Q), where Q pT and m& for jet
and tt production, respectively.

For reference, therefore, we show in Fig. 5 the quark
and gluon distributions as a function of z for the "'typi-
cal" value of Q = 250 GeV, normalized to the Bp distri-
butions. The quark distributions are essentially identical
at the starting value of Qp = 4 GeV, but evolve apart2

as Q increases, according to the value of AMs, as can be
seen in Fig. 5(b). The gluon distributions are, of course,
already quite different at Qp, two being harder than Bp,
two being softer. There is a crossover point which moves

2with the QCD evolution from z —0.1 at Q = 5 GeV

to the value z 0.03 at Q = 250 GeV seen in Fig. 5(a).
Figure 6 shows the relative size of the strong coupling
n2(Q) as a function of Q. Here the orderinq is deter-
mined simply by the AMs value
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FIG. 6. Values of n, (Q) as a, function of Q, for the various
A values used in the different sets, normalized to that forMS

the Bp value of A = 190 MeV.(4)
MS
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A. Single jet inclusive gT distribution 1.3 .

The calculation of the complete next;-to-leading-order
@CD corrections to the inclusive large pT jet cross sec-
tion has been performed recently by E11is, I~unszt, and
Soper. io. This allows —for the first time —a precision
comparison of theory with data. Already, impressive
agreement has been demonstrated with data from the
CDF Collaboration. s (See, for example, Fig. 3 of Ref.
10.) For the first time, therefore, there is the very
real possibility of using the jet data to obtain informa-
tion on the parton distributions -specially the gluon
distribution —and AMS. The distributions derived above
are ideal for investigating this question. Note that the
HMRS(B) distributions, 7 which are essentially identical
to the Bo distributions in the range of z being consid-
ered, are already known to give excellent agreement with
the data. The question then is whether the spread in
predictions from the other foul sets is large enough for
them to be distinguished by the data.

Since our purpose here is to explore the potential of the
jet data for measuring the gluon and AMS, we do not at-
tempt to repeat the exact next-to-leading-order analysis
of Ref. 10. Instead, we notice from Fig. 2 in Ref. 10 that
for the typical CDF jet transverse momenta and cone size
the scale dependence is rather weak, and so the largest
theoretical uncertainties will come from the value of AMS
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FIG. 8. As for Fig. 7, but shown for all four sets normal-
ized to the Bo prediction.

and the gluon. From the same figure in Ref. 10 we also
notice that the exact next-to-leading-order result can be
well approximated by the leading-order expression eval-
uated at scale p = pT. Certainly as far as ratios of cross
sections are concerned, this approximation is perfectly
acceptable. Figure 7 shows the spread in the predictions
of the inclusive jet pT distribution at jet rapidity g = 0
and +s = 1.8 TeV arising from all five sets. For refer-
ence the numerical values of the cross section using the

2
10 TABLE II. Numerical values of the inclusive jet cross sec-

tion at g = 0, ~s = 1.8 TeV using the Bo set of partons at
&e;;c'.ing order with scale p, = pz.
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FIG. 7. Jet pz distribution at g = 0 and +s = 1.8 TeV,
showing the Bo prediction and the total spread from using
the other sets of partons. The cross-section values predicted
by the Bo set of partons are tabulated in Table II.

(GeV/c)

20
40
60
80
100
120
140
160
180
200
220
240
260
280
300
320
340
360
380
400
420
440
460
480
500

d 0'/dpT'd'@~&=0

(nb/GeV c ')
0.184x 10
0.653x 10'
0.770 x 10'
0.152x 10'
0.403 x10
0.129x 10
0.469 x 10
0.188x 10
0.814x 10
0.373x 10
0.179x 10
0.892 x 10
0,458x 10
0.241 x 10
0.129x 10-'
0.700 x 10
0.384x 10
0.212x10 '
0.117x 10
0.649 x 10
0.358x 10
0.197x 10
0.107x 10
0.577 x 10
0.306x l 0
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Bo prediction are tabulated in Table II.
More interesting is Fig. 8, which shows the same cross

sections normalized to that of Bo. We note the following
points.

(i) The spread overall is less than +20%.
(ii) There are two distinct pT ranges: for pT & 200

GeV/c the cross section is dominated by the gg and qg
scattering subprocesses. [See, for example, Fig. 5(a) of
Ref. 16.] Here the cross-section ratios reflect the relative
shapes of the gluon distributions, i.e. , the steepness of
the cross section increases with increasing g& compare
Fig. 5(a) with Fig. 8. The cross sections are further
separated to some extent by the differences between the
corresponding n, (Fig. 6).

(iii) For pY + 200 GeV/c the quark-initiated processes
become more important and the shapes of the cross sec-
tions become more similar. It is interesting, however,
that the cross sections are not ordered according to the
size of o, This is because there is still a substantial
contribution from the qg scattering subprocess and also
because it is the distributions with the smaller AMs which
evolve more slowly and consequently have larger quark
and gluon distributions at medium and large z.

It is likely that ultimately the shape of the jet cross
section will be measured much more precisely than the
normalization. We see from Fig. 8 that for pT + 200
GeV/c the shape is rather precisely predicted, but there
is no simple correlation between the size of the cross sec-
tion and the value of AMs. On the other hand, for pT
values in the 40—200 GeV/c range an experimental ac-
curacy of about 5% or less on the shape will provide
a rather good discrimination of the shape of the gluon
distribution in the z range 0.05—0.2. Comparing Figs.
4 and 8, there is no reason why the gluon discriminat-

ing power cannot be comparable or even better than the
fixed-target prompt-photon data. The way to proceed is

to first calculate the exact next-to-leading cross section
using these five distributions and then to calculate the

for the fit to the CDF data in this range as a function
of the (assumed unknown) overall normalization factor.
Comparisons of the minimum y. for each set (assuming
the "best fit" normalization factor is consistent with the
quoted experimental systematic uncertainty on the nor-
malization) will then determine the preferred value and
error for gz.

B. Top-quark cress sections

Recent results from the CDF collaboration at the Fer-
milab pp collider and from CERN e+e collider LEP
have placed the (standard model) top-quark mass (m&)
in the 90—200-GeV range. This implies that the top
quark could well be discovered at the FNAL pp collider
in the next few years. Since the production cross sec-
tions are rather small for top masses in this range, it will
not be possible to measure m, q from a fit to the final-
state lepton spectrum, as is done, for example, for the
6' boson. Instead the mass measurement, or mass limit

if no events are observed, will have to rely on a com-
parison of the theoretical and experimental cross sec-
tions as a function of rnid. In this way, the present CDF
95'%-C.L. limit of 89 GeV (Ref. 14) is obtained using
the theoretical cross sections of Altarelli et al. , which
were based on the next-to-leading-order calculation of
the total cross section by Nason, Dawson, and Ellis,
and the Diemoz-Ferroni-Longo-Martinelli (DFLM) par-
ton distributions. It is already clear that a precise mea-
surement of the top-quark mass is absolutely necessary
for extracting information on the Higgs-boson mass from
detailed electroweak phenomenology. " A significant part
of the uncertainty from a collider measurement of m&

will come from the uncertainty in the theoretical cross
section. Previous attempts to gauge this have fo-
cused on two sources of uncertainty: (a) the uncertainty
due to the parton distributions, and (b) the uncertainty
due to unknown higher-order perturbative corrections, as
parametrized by varying the renorrnalization and/or fac-
torization scale in the next-to-leading-order calculation.

We believe that the parton distributions are now more
tightly constrained than has previously been suggested.
Furthermore, it is now possible to derive a quantitative
error for the theoretical prediction, based on the range
of allowed values of AMs and the gluon described above.
Our strategy is therefore as follows. We use the Bo dis-
tributions as our "best guess" parton distributions and
calculate the cross section for tt production as a func-
tion of I&. We then repeat the calculation using the
other four distributions, to derive a band of uncertainty,
in the same way as for the jet cross section. Unlike the
latter, however, the top cross section has a nontrivial
residual dependence on p, the (assumed equal) factor-
ization and renormalization scale. Traditionally the
uncertainty is gauged by allowing p to vary in the range
m, /2 & p & 2m', with p, = m, taken as the central value.
The logic for this is as follows. For a given I& the cross
section is maximal for the "optimization scale, "

p = p ~, t-, .

In the relevant range of top masses, it is found that, to a
good approximation,

@pe
——02 1 + l mg,100 GeV)

and so p ~q/mq varies from 0.4 to 0.6 as mq varies from
100 to 200 GeV. The scale choice p = mq/2 therefore pro-
vides a reasonable upper bound on the theoretical cross
section. In a similar way it is found that the cross section
decreases for p ) p pt, and the choice p = 2rnq gives a
cross section roughly as far below p = rn& as p = p &t- is
above. The efkct is apparent in the cross sections calcu-
lated below.

The dashed curves in Fig. 9 embrace the spread of the
predictions for the total tt cross section calculated using
the five sets of partons and the three scales. The upper
dashed line corresponds to set 8160 with p = mq/2, the
central solid line to set Bo with p = rn&, and the lower
dashed line to set 8200 with p = 2rnq. For reference, the
numerical values of the cross sections shown in Fig. 9 are
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I I I I I I I I TABLE III. Numerical values of the top-quark cross sec-
tions shovrn in Fig;. 9.
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240
260
280
300

8160, p = m, /2

1455
348
110
42.3
18.5
8.87
4.54
2.43
1.35

0.763
0.437
0.253
0.147

~ii (pb)
BO) p —mt

1282
299
95.0
36.9
16.4
7,97
4.13
2.23
1.25

0.705
0.405
0.235
0.136

B200, p = 2mt

1048
246
79.1
31.3
14.1
6.99
3.66
1.98
1.11

0.625
0.359
0.207
0.120

0 1
I I I I I I I I I I I I I I I I I I I I I I I

100 200

m, (GeV j

300

FIG. 9. Predictions for top-quark production (o«) as a
function of mi at ~s = 1.8 TeV. The continuous curve is the
Bo (p = mi) prediction, and the dashed curves embrace all
the other predictions. The cross-section values are listed in
Table III.

the variation of p is allowed to be more severe than that
of AMs (a factor of 4 compared to a factor of about 2),
at large mq it is the scale dependence that provides the
dominant uncertainty.

At present we can regard the overall variation shown in
Fig. 10—between +10%%uo and +15%%uo—as giving the typ-
ical theoretical uncertainty. Although the uncertainty

tabulated in Table III.
Figure 10 shows all 15 predictions normalized to the

central (Bo) prediction of Fig. 9. A clear trend is evi-
dent. At m& values less than about 100 GeV the cross
section is dominated by gluon fusion, i.e. , gg ~ ff (see
Fig. 12 of Ref. 16). The shapes of the curves here re-
fiect the shapes of the different gluons. Note that al-
though naively one might expect that the "typical" par-
ton a probed is of order 2m&/~s, the fact that the top
quarks have additional kinetic energy of the order of their
mass leads to a higher mean value, z 4mi/~s. Super-
imposed on the shape differences are the effects of the
different AMS values in the overall o., couplings. For m&

values higher than 100 GeV there is a transition from
gluon-fusion dominance to quark-fusion dominance, i.e. ,

qg ~ tt, , and the cross sections converge. For a given
choice of scale p, one might expect that the ordering at
large m& is simply that of the AMs values. However, once
again we see the importance of the @CD evolution of the
distributions. As shown in Fig. 5(b) the sets with the
smallest AMs evolve slowest and therefore have relatively
larger quark distributions at large z. From Figs. 5(b)
and 6 we see that the effect is large enough at large m~
to counterbalance the effects of the overall o, The re-
sult is that for a given scale choice the predictions are
not always ordered according to the AMs value. The net
spread for a given choice of p is only of the order of a
few percent. To a first approximation, changing the scale
just shifts the curves up and down uniformly. Because

1 ~ 2

B160

Bp

8200

Bp

8235

CD

b

,,
- 8135

8200

8160

8235
0.9 ~~ 8135

p. =m,

8200
Ij, = 2mt

I I I I I I I I I I I I I I I I I I I I I I I

100 200

mt (GeV)
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FIG. 10. The predictions for the top-quark cross section,
normalized to Bo (p, = m, ), obtained from the five sets of
partons for three diferent scales: p = &mt, mt, 2mt.
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on the cross section decreases as rnid increases, it is re-
markable that the corresponding uncertainty on m& for
a given cross section stays roughly constant. This is be-
cause the cross section becomes less steep as a function
of rn& as the latter increases. Returning to Fig. 9, we

see that the horizontal width of the band is constant at
about 8 GeV over the whole range, and approximately
symmetric about the central Bp prediction. This, then,
gives an error of +4 GeV in the determination of the
top mass arising from the theoretical uncertainty in the
QCD prediction of the cross section, using BD (p, = m, )
as the "best guess" prediction. Note that in a sense we

have added the two errors (scale and parton distribu-
tions) linearly rather than in quadrature, thus giving a
more conservative uncertainty.

One way to reduce this error would be to use the inclu-
sive jet cross section to calibra/e the top cross section. In
fact a precise measurement of the jet cross section could,
in principle, essentially eliminate the error due to the
parton distributions, by picking out a preferred curve on
Fig. 7. Unfortunately, this would not remove the scale
uncertainty, which would remain at roughly +10% over
the whole mass range.

Finally, if we compare our results on the top-quark
cross section (Fig. 9) with the earlier results of Altarelli
et al. (for example, Table 2 of Ref. 18), we find that
while the predicted cross sections are similar in magni-
tude for top-quark masses of order 100 GeV or less, our
cross sections are significantly higher at larger I&. To
investigate the reason for this we recall that Altarelli et
al. used the DFLM partons of Ref. 19. Now if we

compare the predictions we obtain using the (central)
set of DFLM partons (A = 260 MeV, p = m&) with

those using our Bo set (A( ) = 190 MeV, p = mt) we

indeed find that the former are lower by 5%, 16% at
mq ——80, 200 GeV, respectively. We believe that this
is because our quark distributions are larger at medium
and large z than those of DFLM. A very clear illustration
of this is provided by Fig. 11, which shows the struc-
ture function Eg" at Q = 20 GeV corresponding to
the Bp and DFLM sets of partons. The data —from the
BCDMS Collaboration2 (rescaled by 0.98 as suggested
by the SLAC data) —clearly favor the former.

IV. CONCLUSIONS

Our knowledge of QCD processes continues to increase
both experimentally and theoretically. Deep-inelastic
lepton-nucleon scattering processes are now measured
with high-precision. In addition, experiments at the
high-energy pp colliders have enabled a variety of QCD
processes to be studied over a much wider kinematic
regime. On the theoretical side, next-to-leading-order
contributions are now known for almost all the relevant
QCD processes, which allows much more accurate pre-
dictions to be made. Global next-to-leading-order analy-
ses of the deep-inelastic scattering and related data have
enabled a definitive set of parton distributions to be ob-
tained, at least in the region 0.03 & z + 0.6 relevant to
current data. In this region the parton sets HMRS(B)
and I& MRS(B o, B) are only marginally different. To
be definite we have here used set Bp as the standard.
(Of course if we were to extrapolate into the unexplored
very small z region we would also have to consider the
B set of partons. ) In addition to deep-inelastic scatter-
ing, these distributions are in remarkable agreement with
a wide body of data, including prompt photon produc-
tion, Drell-Yan and W, Z production, and jet production.
Taken together this is a significant confirmation of QCD.

In this paper we have attempted to quantify as care-
fully as possible the uncertainties in the QCD predictions
associated with the parton distributions. We have pre-
sented four sets of distributions which are equally accept-
able and which span the uncertainty in our optimum Bp
set of partons. At the same time we have studied the
uncertainty in the determination of AMS. To do this we

repeated the global analysis of the deep-inelastic scatter-
ing and prompt-photon data for dN'erent fixed values of
AMs and the strongly correlated parameter g~ [the expo-
nent of (1—z) in the gluon distribution]. The results were
presented in Figs. 1 and 2 and con6rm that bo/h deep-
inelastic scat tering and prompt-photon data are needed
to pin down the two parameters. To be precise, we found
that acceptable sets of partons exist for values of these
two parameters lying within an ellipselike region in the

A, g& plane bounded by

FIG. ll. The structure function I'2"" at Q = 20 GeV
from the BCDMS Collaboration (Ref. 2) (scaled by 0.98,
see text). The curves correspond to the Bs (Ref. 8) (solid

line) and Diemoz et al. (Ref. 19) (DFLM, A = 260 MeV)
MS

(dashed line) parton distributions.

W" =185+50M V,MS

g~ = 4.95 + 0.7.
(4)
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We argued. that this represents the optimum determina-

tion of A~ from existing deep-inelastic scattering and
Ms

related data, and corresponds to

cr (~&) = 0 109+o oos. (5)

We note that the value of A in Eq. (4) is in good agree-

ment with the determination A = 205 + '22(stat) +Ms
60(syst) MeV obtained by the BCDMS Collaboration2o
using only their own data in the high-z region. Of course
without prompt-photon data they are unable to deter-
mine rlz as precisely as that quoted in Eq. (4); using
just their own Fz"" data (but in the whole z region) they
find re

—8.0 + 1.5(stat) 6 2.0(syst). The effect of this
increased uncertainty in g& can be estimated from the
dashed curves in Fig. 3, which compare our optimum
determination of A = 180 MeV, gz

——10 from fitting
MS

to BCDMS F2"" data alone, with a similar fit (giving

A = 220 MeV) in which gs is fixed at the more realis-
tic value g& ——5.

To quantify the error on the @CD predictions arising
from the parton distributions we used the four sets 813$,

B160, B200, and B235, with values of A~ ~ and g& at
their limits of acceptability as shown by the clots in Figs.
1 and 2. We explicitly considered the uncertainties in the
predictions of the jet inclusive pT distribution (Figs. 7
and 8) and of the cross section for tt production (F'igs.
9 and 10) in pp collisions at ~s = 1.8 TeV. For the
former process, we showed that accurate measurements
of the shape of the cross section in the 40—200 GeV/c
p~ range should help constrain the gluon distribution, at
a level comparable to that of the prompt-photon fixed-
target data. For the latter process, the uncertainty in
the theoretical predictions would translate into a +4 GeV
error on the determination of the mass of the top quark if
the rate of tt production were measured at the Fermilab
Tevatron.
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