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A precise measurement of the ratio R of the total cross section e+e ~hadrons to the pointlike

cross section e+e ~p+p at a center-of-mass energy of 29.0 GeV is presented. The data were tak-

en with the upgraded Mark II detector at the SLAC storage ring PEP. The result is

R =3.92+0.05+0.09. The luminosity has been determined with three independent luminosity mon-

itors measuring Bhabha scattering at different angular intervals. Recent calculations of higher-

order @ED radiative corrections are used to estimate the systematic error due to missing higher-

order radiative corrections in the Monte Carlo event generators.

I. INTRODUCTION

Since early on in e+e physics there has been an effort
to precisely measure R, the ratio of the hadronic cross
section crt, (e+e ~hadrons) to the pointlike cross sec-
tion o.„(e+e ~y~p+p ), at all accessible center-of-
mass energies. R has been measured between 4 and 11
GeV with the storage rings CEA, ' ADONE, "' SPEAR,
CESR, and DORIS at Cambridge, Frascati, SLAC,
Cornell, and DESY, respectively; between 14 and 47 GeV
with PETRA at DESY; at 29 GeV with PEP at SLAC;
and between 50 and 61.4 GeV with TRISTAN at KEK.
All measurements of R so far give impressive support to

many aspects of the standard model. For example, the
measurements give evidence for the fractional electric
charge of the quarks and the three colors of the strong
force. In addition, the strong coupling constant n, and
the electroweak mixing angle have been determined from
6tting R values over a large range of center-of-mass ener-
gies. '

In the standard model, hadron production in e+e
collisions at center-of-mass energies well above quark-
mass thresholds proceeds through the formation of a vir-
tual photon or Z boson, which "decays" into a quark-
antiquark pair. The free quarks dress themselves into
hadrons which reach the detector in a jetlike formation.
In this model R is'
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where the sum runs over all quark flavors. 1V, is the
number of quark colors, i.e., N, =3. Q is the electric
charge of the quarks, GF is the Fermi weak constant, a is
the fine-structure constant, o,, the running strong cou-
pling constant, and mz and I z are the mass and the
width of the Z boson; v„v, a„and a are the vector
and axial-vector coupling constants which are given in
the standard model:

I

ergy of 29 GeV. Important features of this analysis in-
clude: separate determination of the luminosity by three
different detector subsystems; use of an improved LUND
Monte Carlo program, which provides an excellent
description of the fragmentation process for the deter-
mination of the hadronic efficiency; and the use of recent-
ly produced Monte Carlo programs, which include QED
effects beyond O(a ) and allow for estimates of systemat-
ic errors due to higher-order radiative processes.

v„=v, =1——'sin 0w, a„=a,=1, (3)
II. THE UPGRADED MARK II DETECTOR

v =v =v = —1+4 sin 0d s b W & d s ba =a =a = —1 (4)

The power series in a, in Eq. (1) accounts for gluon emis-
sion by the two final-state quarks and contributes approx-
imately 6%%uo to the cross section. The coefficients C2 and
C3 are renormalization scheme dependent. In the
modified minimal-subtraction (MS) scheme they have
been calculated to be" C2 = 1.986—0. 115' and recently
C3 64.7 1 ~

' The superscript in o. indicates that all ra-
diative QED corrections are excluded from the cross sec-
tions; i.e., o.„=4+a /3$ and the measured hadronic cross
section has to be corrected for higher-order QED pro-
cesses. Expressions due to quark mass effects are omitted
in Eq. (1) since their contribution to R at &s =29 GeV is
negligible. The electroweak contribution to R at this en-
ergy is 0.3%%uo for sin 0w=0. 23.

Experimentally, R is measured by normalizing the
number of observed hadronic events to the luminosity, as
determined by the event counts of a well-understood pro-
cess. We use Bhabha events to determine the luminosity
and obtain

Nh eb 1+5b o bR=
&b &~ 1+&h ~„'

(5)

where Ni, (Nb ) is the number of hadronic (Bhabha)
events found after selection cuts and background subtrac-
tion, ei, (eb ) is the hadron (Bhabha) detection efficiency
determined from Monte Carlo simulations, 5i, (5b ) is the
correction to the Born-level hadronic (Bhabha) cross sec-
tion due to higher-order QED processes, and o b is the
Born-level Bhabha cross section.

In this paper we present a precise measurement of R
with data taken using the upgraded Mark II detector at
the SLAC e+e storage ring PEP at a center-of-mass en-

The upgrade of the Mark II detector as it was previ-
ously used at SPEAR and PEP consists of several added
or changed detector components. These changes were
motivated by the demands for the upcoming Mark II
runs at the Stanford Linear Collider (SLC). The changes
relevant for our analysis consist of a new drift chamber
(DC), a higher magnetic field, a new end-cap calorimeter
(ECC), and an improved trigger. A small angle tagger
(SAT) and a trigger chamber (TC) were added for data
taking at PEP but not for the SLC. With the exception
of the SAT (see Appendix A), details of the upgrade are
described elsewhere. ' ' We will therefore only brieAy
mention those detector components that are essential for
this analysis.

Charged particles from an event pass from the interac-
tion point through the aluminum beam pipe to the TC
and DC, where they are tracked. The TC (Ref. 14) was
built for the upgraded Mark II at PEP only. It consists
of a concentric, six-layer array of single-wire drift-
chamber cells aligned coaxially with the beam pipe. The
radius of the inner layer of the TC is 9.5 cm; the outer
layer radius is 14.8 cm. With an active length of 75 cm
for each wire, the TC fully covers all tracks with a polar
angle of ~cos8 &0.93 with respect to the electron beam
direction. The TC is used for event triggering purposes
and improves the tracking resolution of the DC.

The DC (Ref. 15) is designed to handle the high-
multiplicity events and high-energy tracks that the Mark
II would encounter at the SLC. Its track separation and
momentum resolution at PEP energies is therefore excel-
lent. The DC design is based on the jet chamber
configuration it is structured in drift cells, each con-
taining 6 sense wires, which are arranged in 12 concentric
layers around the TC. The outer radius of the DC is
151.9 cm and the active length is 230 crn. DC tracking
has high efficiency down to ~cos8~ &0.85. The typical
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momentum resolution at the specified magnetic field of
4.5 kG is o~/p =0.3% GeV ' without a vertex con-
straint. The material in the direction perpendicular to
the beam pipe over all layers of the TC and DC together
corresponds to an average thickness of 0.038 radiation
lengths; the thickness of the beam pipe by itself is 0.0143
radiation lengths.

The DC is surrounded by a time-of-fiight (TOF)
scintillator-counter system covering the polar-angle re-
gion Icos&I & 0.70. Outside the TOF is the magnetic coil,
which provides a homogeneous magnetic field of 4.5 kG
in the z direction. The thickness of the coil corresponds
to 1.3 radiation lengths.

Around the coil is the liquid-argon calorimeter'
(LAC), a lead-liquid-argon sampling device, which was
also used for the earlier runs at SPEAR and PEP. The
LAC consists of eight rectangular modules, each having a
volume of 1.5X3.8X0.21 m that cover the polar angle
Icos8~ &0.68. The energy resolution for Bhabha tracks is
0 /E =4.6%. The spatial resolution is 3 mrad in P and 8
mm in z. The thickness of the LAC corresponds to 16 ra-
diation lengths.

The new end-cap calorimeter (ECC) increases the
calorimetric coverage to 86% of the total solid angle. It
is made of a lead-proportional tube structure, which
amounts to a thickness of 18 radiation lengths at perpen-
dicular incidence. The energy resolution is measured to
be 22%/+E (E in GeV). The position resolution is 0.27
cm in the x and y directions. The distance in z from the
first layer to the interaction point is 137 cm.

The Mark II trigger uses calorimetric and charged-
track information. Charged tracks are identified with
hardware curvature modules. Showers in the calorime-
ters are considered if the deposited energy in one of the
ten modules (eight LAC modules and two ECC modules)
passes a threshold of 1 to 2 GeV. The trigger logic re-
quires either (a) two well-identified charged tracks with
associated TOF hits, (b) one well-identified charged track
with TOF hit and one calorimetric module hit, or (c) two
energy depositions above threshold in opposite calorime-
ter modules. For the ECC modules one of the hits has to
deposit more than 7 to 9 GeV.

III. HADRONIC EVENT ANALYSIS

A. Event selection

B. Hadronic efBciency

In order to calculate the efficiency eh for these cuts we
have used the Lund Monte Carlo version 6.3.' This
Monte Carlo program uses the O(a ) e+e ~qq(y)
@ED generator from Berends, Kleiss, and Jadach, ' fol-
lowed by the parton-shower evolution generator which
used coherent branching and the O(a, ) QCD matrix ele-
ment, and the Lund string hadronization which uses the
Lund string fragmentation function for all flavors. The
set of values used for the fragmentation parameters is de-
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Neutral tracks have to pass the cuts: (1) shower energy
E,h )250 MeV; (2) no charged track within 30 cm of the
shower at the front face of the calorimeter; and (3) angle
with respect to the beam direction Icos(0) &0.825. Cut
(1) ensures a high shower reconstruction efficiency; cut (2)
keeps neutral showers separated from charged track
showers. The value in cut (3) is taken to match the
charged-particle acceptance.

Hadronic events are selected by applying the following
requirements: (1) number of charged tracks W,h )4;
(2) charged energy E,h )0.26E, ; (3) total visible
energy E„;,)0.4E, ; (4) momentum balance:
pT—= [(gp ) +(gp ) )'~2&10 GeV and Igp I

&10
GeV, where the sums run over charged and neutral
tracks; (5) charge balance Igq; I

& 5, where q; is the
charge of the ith track; and (6) the z coordinate of the
event vertex to be within 6 cm of the average measured
interaction point, IZ„&6 cm. The charged-multiplicity
cut rejects Bhabha, p+p, ~+~, and two photon events.
The charged and visible energy cuts reject mainly two
photon and beam-gas events. The balanced momentum
requirement cuts two photon, beam gas, and
events. It also removes events with a very hard initial-
state photon escaping down the beam pipe. Cuts (5) and
(6) reject beam-gas events.
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FIG. 1. Comparison of the observed data event distributions
(points) with LUND 6.3 Monte Carlo events (histogram) after
the selection cuts: (a) charged multiplicity, (b) charged energy,
(c) cosine of thrust axis to the beam direction, and (d) thrust.

For the selection of hadronic events, we use drift-
chamber information for charged tracks and calorimeter
information for neutral tracks.

Charged tracks have to pass the following cuts: (1)
transverse momentum p„~ ) 100 MeV; (2) angle with
respect to the beam direction IcosOI &0.825; (3) distance
of closest approach to the event vertex Ir,„r„I&5 cm, —
Iz,„—z„I &7 cm; and (4) total momentum p &(E, )/
2(1+0.015E, ). Cut (1) rejects spiral tracks; cut (2)
defines the high-quality DC fiducial volume; cut (3) main-
ly rejects tracks from cosmic rays and beam-gas events;
and cut (4) removes poorly reconstructed tracks with un-
physical momentum. Only 0.5% of the final event sam-
ple had such a track removed.
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TABLE I. Sequence of the hadron selection cuts and the resulting eKciencies ez as determined from
Monte Carlo simulation (see text).

Cut

N, h) 4
E,h )0.26E, m

E„;,)0.4E,
pT, ~ gp, ~

& 10 GeV

/yq, /

&s
/Z, /

&6 cm

Events

16 153
8113
7649
7567

7526
7521+87

0.811
0.680
0.644
0.640

0.637
0.637+0.003

Events/eq

19917
11 931
11 877
11 823

11 815
11 807+145

scribed in a previous paper. '

Figure 1 shows a comparison between data and the ha-
dronic event Monte Carlo program. The distributions
plotted are (a) charged multiplicity, (b) charged energy,
(c) cosine of the angle between the thrust axis and the
beam direction, and (d) thrust. Only the events surviving
all the cuts have been used for the plots. The overall
agreement is good. The differences observed at low X,h
and low E,h are due to background in the data and will
be discussed in the next section.

The number of events passing the selection cuts and
their estimated efficiency eh are shown in Table I. These
values are obtained from the Monte Carlo data with the
maximum initial-state photon energy k,„—:(Ez'" )/
Eb„set to the Lund default value k,„=0.99. We find
that the product eh(1+5h) is equal to 0.843+0.003,
where the error is statistical only.

C. Hadronic backgrounds and systematic errors

The following sources of background contributing to
our final hadronic sample have been investigated.

(1) Vertices from beam-gas events tend to be homo-
geneously distributed in the beam pipe along the beam
direction Z. Only five events with 6 cm& ~Z, ~

(30 cm
are rejected by the final ~Z, vertex cut. In addition, a
visual scan of a significant fraction of the data shows no
beam-gas event candidate. Hence, the number of beam-
gas events in the hadronic sample is negligible.

(2) The e+e ~e+e qq background is described by
two different models.

(a) One is the vector-dominance-model- (VDM-)like
process, which tends to have low E„, with the electron
and positron going undetected into the beam pipe. This
background is therefore strongly suppressed by E,h and

E„, cuts. Since the uncertainty in the cross section for
this process is large, we made a cross-check by compar-
ing the shape of the low-energy tail of the E,h distribu-
tions before making the energy cut of the data with the
VDM Monte Carlo events. An extrapolation of the
Monte Carlo data tail to higher E,h predicts a small
two-photon contamination. We estimate the VDM-like
two-photon background to be 0.3%+0.3%.

(b) The other process is well described by the QED-like
model. We used the complete lowest-order Monte Carlo
calculation and obtained a contamination of 0.7%
+0.3%.

(3) Background due to pair production of r+v has
been estimated by Monte Carlo simulations. We find a
0.9% background with an uncertainty of 0.4%. We have
checked the result by studying the behavior of the ha-
dronic sample when extra cuts are applied to eliminate ~
events. Another check has been the visual scan of low-
multiplicity events.

(4) The contribution of high-multiplicity Bhabha
events to the hadronic sample has been investigated by
scanning low-multiplicity events. The contributions was
estimated to be 0.5% with an uncertainty of 0.3%.

We studied the stability of the ratio of the number of
hadrons with the detection efficiency, N&/e&, against
variations of track and event selection cuts.

(i) Variations of the track selection cuts.
(a) For cosH

~
)0.825 the track reconstruction

efficiency for multihadronic events decreases rapidly, a
fact which is not very well simulated by the Monte Carlo
program. Varying the ~cosH cut from 0.5 to 0.9 we ob-
tain an uncertainty of 1.1%.

(b) The same kind of variation in the H cut has been
carried out for the reconstructed showers in the calorime-
ter. No significant variation has been found.

(c) Reasonable variations of the cut on the track's
closest distance to the reconstructed vertex gives an un-

certainty in Nh /eh of 0.2%.
(ii) Variations of the hadronic selection cuts.
(a) We have increased the minimum number of recon-

structed charged tracks for the event to be selected, and
find uncertainties of 0.6%.

(b) Variations of the E,h and E„;,cuts produce changes
in Xh /eI, of 0.9% and 0.4%, respectively.

(c) Uncertainties from the balanced momentum cut are
estimated to be 0.2%.

(d) Another uncertainty is the hadronization Monte
Carlo program used for the estimation of ez. Using the
Webber Monte Carlo data tuned to the Mark II data ' we
find a variation of 0.4%, compatible with our statistical
error on the number of Monte Carlo events generated.

Figure 2 shows the variation of Nh /eh with the partic-
ular values used for some of the cuts: (a) charged multi-
plicity, (b) charged energy, (c) fiducial volume for tracks,
and (d) visible energy. The estimated backgrounds in
each of the bins have not been subtracted.

Table II summarizes the background contributions, the
systematic error estimations, and our final hadronic sam-
ple.
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IV. LUMINOSITY MEASUREMENT

The luminosity was measured by counting Bhabha
events. We looked at Bhabha tracks in three separate
ranges of 0 using diferent elements of the detector. We
therefore obtain three largely independent luminosity
measurements. The first luminosity measurement is done

FIG. 2. Variation of the number of events N; corrected for
their detection efficiency e; for varying cut parameters. This cut
dependence is used to estimate the systematic error due to the
cuts in the (a) charged multiplicity, (b) charged energy, (c) fidu-

cial volume for tracks, and (d) visible energy. The error bar in
each of the plots indicates the statistical error in N;/e;.

A. Liquid-argon calorimeter Bhabha luminosity measurement

Measuring the luminosity with wide-angle Bhabha
events has two advantages: (i) the tracks lie well within
the acceptance of the DC and LAC, yielding redundant
track and trigger information and (ii) the fiducial volume
cut is less critical due to the less steeply rising Bhabha
cross section in I9.

The selection criteria for Bhabha events are as follows.
(l) Raw fiducial volume cut. The event must have at

least two LAC showers within the polar-angle region
icos8i &0.65; the shower also must be away from the
center of the eight LAC barrel cracks by at least +0.06
rad in P.

(2) Energy cut l. A cone (cone l) centered around the
shower with the highest LAC energy, with opening an-
gles AP =59=0.05 rad, is searched for additional
showers. The LAC-energy sum of all showers within this
cone has to be larger than 5 GeV. The concept of the
cone is introduced to include Bhabha events where the
electron or positron track has lost energy to a hard
bremsstrahlung or a final-state photon. Of all Bhabha
track cones, 0.9% contain more than one LAC shower,
which is only poorly simulated in the Monte Carlo data.

(3) Energy cut 2. The area on the opposite side of cone
1 within an acollinearity angle of 0.4 rad is searched for
LAC showers. The shower with the highest energy is
used as the center for another cone (cone 2) of the same

TABLE II. Summary of background contributions, systematic error estimations, and the Anal ha-
dronic sample.

Statistical

Events
Value
7521

error
1.2%

Systematic
error

Background:
~+7
Beam gas
Two photon
Bhabha

Subtotal:

0.9%
(0.1%%uo

1.0%
0.5%
2.4%%uo

0.4%

0.4%
0.3%
0.6%

Track cuts
icos(0„„&)i

Iz„l
Subtotal:

1.1%
0.2%
1.1%

Event cuts:
N,h)4
E,h )0.26E,
E„,, )0.4E,
imp, i

& 10 GeV
Subtotal:

0.6%
0.9%%uo

0.4%
0.2%
1.2%

Final Nz 7340 +1.2% +1.7%%uo



MEASUREMENT OF THE TOTAL HADRONIC CROSS SECTION. . . 39

TABLE III. Summary of the systematic errors for the lumi-
nosity determination with wide-angle Bhabhas.

Events

Background:
e+e ~y7
e+e ~~+r
e e ~e e e e

&Shabha

Event cuts:
P-crack cut
Fine/gross fiducial vol
Cone acollinearity
Cone energy cut
&tr

ebo. b (Monte Carlo)

Value
13 295

1.1 %%uo

& 0.1%
& 0.1%
13 149

0.998
611.4 pb

Statistical
error
0.9%%uo

0.9%%uo

Systematic
error

0.5%

0.3%
0.4%
0.3%
0.8%%uo

0.1%
0.5%

+ghabha / ~ ~b ~ b )(P 21.51 +0.9% +1.2%

size as cone 1. The LAC energy sum of all showers
within this cone has to be larger than 5 GeV.

(4) Final energy cut. To reject r+r background one
of the two cone energies is required to be larger than 10
GeV. This cut reduces the data sample by 0.3% with no
loss in detection efficiency.

(5) Charged track cut. There must be only one charged
track in the angular region within 0.4 rad around one of
the two cone center axes. The same angular region
around the cone on the opposite side may have from zero
to three charged tracks. This cut rejects background
coming from e+e ~yy. The cut reduces the data sam-
ple by 10.6% while leaving the efficiency unchanged.

(6) Fine/gross fiducial volume cut. The center shower
of one of the cones must lie within the fine fiducial
volume cos6z~ &0.60; the center shower of the other
cone is allowed to be within the gross fiducial volume
~cos8t~ &0.63. This fine/gross cut is introduced to avoid
an implicit small-angle acollinearity cut for opposite
Bhabha tracks close to the fiducial volume edge. When-
ever a shower is linked to a charged track, the angle is
measured with the DC because of its better angular reso-
lution.

A total of 13 295 events pass these cuts. To get an esti-
mate for the systematic error due to these cuts we vary
the cut parameters. The cone energy cuts were varied
from 3 to 8 GeV, with the final cone energy cut being
varied from 8 to 11 GeV; these changes affected the lumi-
nosity value by less than +0.8%. The acollinearity angle
between the two cone axes was varied from 0.3 to 0.5 rad
which changed the luminosity value by less than +0.3%.
Moving cosO& and independently cosOz from 0.63 to 0.54
changes X by +0.4%.

The main background sources in the Bhabha sample
are the processes e+e ~~+~, e+e ~yy, and
e+e —+e+e e+e . We used Monte Carlo simulations
to estimate these backgrounds. Both the ~+~ and
e+e e+e contamination in the Bhabha sample are

found to be less than 0.1%, the yy contamination is
1.1% with an estimated uncertainty of 0.5%.

The trigger efficiency e„ is measured using the redun-
dancy between the neutral and charged trigger. It is
found to be 0.998+0.001.

The accepted cross section of o.bob =611.4 pb+0. 5%
(error statistical) is obtained using EEG, the 0 (a )
e+e ~e+e (y) Monte Carlo program from Berends
and Kleiss and a full detector simulation. We obtain an
integrated luminosity X =21.51+0.19+0.26 pb '. Table
III summarizes the error contributions to the LAC lumi-
nosity value.

B. End-cap calorimeter Bhabha luminosity measurement

The second integrated luminosity measurement uses
Bhabha events going into the ECC in the region
0.74& ~cos8~ &0.86. This region is used because it en-
sures complete trigger efficiency and allows charged par-
ticle tracking to be performed with the main drift
chamber.

Because the ECC was not fully operational at the start
of the run, an ECC luminosity measurement is not avail-
able for approximately 27% of the data sample.

We apply the following cuts to select Bhabha events.
(1) There must be at least two showers with at least 6

GeV of energy (=0.4XEb„) in the ECC. If there are
more than two, the two with the smallest acollinearity
angle are used.

(2) The tracks associated with each of the two showers
must both be in the angular region 0.74& ~cosO~ &0.86
and one track must satisfy 0.763& ~cos8~ &0.842. 6 is
measured using the DC if available; otherwise the ECC
shower position is used; (98.5% of Bhabha tracks are
reconstructed by the DC in this angular region).

(3) If there is no DC track associated with an ECC
shower, there must be at least 25 DC wire hits (out of 72
layers) within +15 deg in P of the shower and no DC
track in this P region unassociated with the ECC shower.

In cuts 2 and 3, a drift-chamber track is associated
with an ECC shower if it intersects the front face of the
ECC within 5 cm of the position of the shower (corre-
sponding to a difference in angular position of =2 deg).
This means that radiative Bhabha events in which a
high-energy photon is close to an electron are counted as
Bhabha events.

The tighter cut in 0 placed on one track in cut 2
reduces the sensitivity of the analysis to small errors in
the Monte Carlo simulation of the Bhabha acollinearity
distribution and the angular resolution of the detector.
Monte Carlo event generators tend to produce too many
events at zero acollinearity and to few events at small
acollinearity angles, but simulate the larger angles very
well. A precise cut is chosen so the acollinearity of the
event must be at least 2 deg for the second track to fail
the gross cut. Since 90% of events have acollinearities
less than 2 deg, the gross cut affects only a very small
fraction of events.

A total of 17 178 events pass these cuts. For the same
set of runs, 9682 Bhabha events are selected by the wide-
angle Bhabha analysis (Sec. IV A).
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The analysis efficiency has been calculated with the
Bhabha generator EEG from Berends and Kleiss, which
includes a detailed detector simulation. We find

eI,o-b = 1.098+0.004 nb.
The trigger efficiency is measured as a function of ener-

gy deposited in the ECC using non-Bhabha events that
satisfy the charged-particle trigger. The overall trigger
ine%ciency for Bhabha events is less than 0.1%.

The background from the process e+e ~yy is es-
timated by Monte Carlo simulation to be fewer than five
events. This rate is much lower than that of the wide-
angle analysis because both tracks are required to be
charged. Events from the process e+e —+e+e e+e
are distinctive in that both tracks tend to have relatively
low energy compared to beam energy. The scatter plot of
one shower energy versus the other indicates that there
are fewer than ten such events in the data sample. This
observation is in good agreement with the Monte Carlo
prediction of six events from this source. The Monte
Carlo prediction for the background from ~ production is
fewer than five events. Since all of these backgrounds are
small, no correction is made to the data.

The primary sources of systematic error are summa-
rized in Table IV. The largest individual contribution is
in the definition of the precise 0 cut. Varying the precise
region from 0.763—0.842 to 0.780—0.827 (i.e. from 2 deg
smaller than the gross region to 3.5 deg smaller) increases
the integrated luminosity measured with the EEG Monte
Carlo simulation by 2.0%. The other errors listed in the
table are the observed variations in integrated luminosity
that result when the parameter used to associate DC
tracks with ECC showers is varied from 5 cm to 20 cm,
or the energy cut is varied between 4 GeV and 8 GeV, or
an acollinearity cut is made at 10 deg.

The integrated luminosity value obtained from the
ECC for the data subsample when the ECC system was
on is 15.64+0. 12+0.32 pb

C. Small-angle tagger Bhabha luminosity measurement

The small-angle tagging system was built to measure
the luminosity using small-angle Bhabha scattering. It
consists of two pairs of back-to-back modules at 2 deg to
the beam axis, each module having three position-
defining scintillation counters and a shower counter.
Since this system has not been described in any previous
publication, a more complete hardware description is

given in Appendix A.
Criteria to select Bhabha tracks are based on a coin-

cidence between a small defining scintillation counter in
one module, and a larger scintillation counter in the op-
posite module. This way, one allows for apparent acol-
linearities due to beam spot size and motion, misalign-
ments, and radiative effects. The associated shower
counters are each required to have more than 65% of the
beam energy. Hits also are required in the other two
scintillation counters in the module, in which the defining
counter was hit in order to reduce backgrounds due to
random hits and splash-back (where a Bhabha track
missed the defining counter but debris from the shower
hit it).

The Bhabha cross section for this system is about 400
times the total hadronic cross section, so statistical errors
are negligible. The systematic errors are summarized in
Table V. The misalignment correction comes from using
precision survey values of the counter positions in place
of the design positions. The error includes the effect of
beam spot variations. A limit on the error due to the
shower energy cut is obtained by changing the threshold
in the Monte Carlo simulation by an amount equal to the
shower-counter energy resolution. Scattering and in-
teractions in the beam pipe are modeled with a Monte
Carlo simulation using the EGS program. Limits on the
probability of a position-delivering scintillation counter
intercepting a back-scattered photon can be derived from
the data by looking at events where the defining scintilla-
tion counter is hit but the large scintillation counter sha-
dowing is not. The result is in reasonable agreement with
a calculation of the effect using the EGS program. The
effect of random hits is calculated using an event mixing
technique, and checked by a calculation using the raw
rate in each counter. Random hits are only significant in
making a Bhabha track that missed the defining scintilla-
tion counter appear to hit it. A limit is placed on scintil-
lation counter inefficiencies by looking at the pulse-height
spectra from those counters.

The luminosity determined by the small-angle tagging
system is 21.6+0.5 pb

D. Combined integrated luminosity

Table VI summarizes the integrated luminosity values
measured with the three detector subsystems. The first
column shows the values for the subsample where ECC

TABLE IV. Sources of systematic errors in the ECC lumi-
nosity measurement.

TABLE V. Estimated systematic corrections and errors of
luminosity measurement using the small-angle-tagging system.

Source

Fiducial cut
Monte Carlo statistics
DC/ECC association
Detector simulation
Energy cut
Acollinearity
Total

Systematic error
EEG

2.0%
0.4%
0.2%%uo

0.3%
0.1 %%uo

0.1%
2.1 %%uo

Source

Misalignment, spot sizes
Shower energy threshold
Beam-pipe interactions
Splashback
Random noise hits
Scintillator ineSciency

Total systematic correction

+0.8%

—1.2%

+1.3%
+0.6%
+1.2%
—0.8%
+0.8%
+ 1.0%

—0.4% +2.5%

Correction Estimated error
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TABLE VI. Comparison of ECC, LAC, and SAT integrated luminosity values for the complete data
sample and the subsample where ECC data are available. For determining the weighted average lumi-
nosity value, the data of the ECC subsample are included.

Detector
subsystem

LAC
ECC
SAT

Weighted average

Integrated luminosity
ECC subsample (pb ')

15.66+0. 16+0.19
15.64+0. 12+0.32
15.74+0.01+0.39

Integrated luminosity
total data sample (pb ')

21.51+0.19+0.26

21.59+0.01+0.54

21.52+0.27

data are available. The measurements by the difFerent
subsystems agree. The second column shows the in-
tegrated luminosity values for the whole data sample as
measured with LAC and SAT. Except for missing
higher-order QED corrections in the Monte Carlo simu-
lation program all three measurements are largely in-
dependent of each other. The weighted average luminosi-
ty is X =21.52+0.27 pb

V. HIGHER-ORDER QED RADIATIVE
CORRECTIONS

Previous QED Monte Carlo programs, which are used
to determine the detection eKciencies for hadronic and
Bhabha events, have used cross-section calculations only
to 0 (a ). Uncertainties due to missing higher-order
QED corrections have been generally ignored. However,
for example, the 0(a ) correction of the accepted cross
section for the hadrons with our cuts is about 19%. It is
therefore not obvious why higher than 0 (a ) corrections
are negligible.

Previously, only the MAC Collaboration has made an
attempt to determine the effect on R due to higher-order
QED corrections. They used a renormalization-group
scheme proposed by Tsai to calculate the cross-section
change for Bhabha and hadronic events. For the Bhabha
events they also used the Weizsacker-Williams method to
simulate the acollinearity distribution according to
higher order in QED. As a result they find that their
measured R value has to be corrected by (

—1.1+1.1)%.

TABLE VII. Relative changes of the Bhabha and hadron
event acceptances due to the exponentiation of the cross sec-
tions in the Bhabha and hadron events generators. The varia-
tions for the Bhabha events are shown for the three dN'erent an-
gular ranges of the LAC, ECC, and SAT. The last row shows
the weighted average values. The last column shows the result-
ing change in R.

Recently the cross section for the process
e+e ~p+p has been calculated to 0(a ) including
"exponentiation" and implemented in the event genera-
tor MMGE28 (see Appendix B 1). "Exponentiation" is a
method to include initial-state radiation to all orders in
the cross section. It also allows the artificial photon
cutoff parameter, ko =Eo/Eb„, which separates the soft
from the hard initial-state radiation at the energy Eo, to
be reduced from 0.01 to an arbitrarily small value. It
should be noted, however, that while MMGE calculates
the initial-state radiation process to all orders, the total
radiated energy is given to only one effective photon.

We have implemented MMGE into the LUND Version
6.3 parton shower and hadronization Monte Carlo simu-
lation in order to determine the change of the hadronic
acceptance due to the higher-order QED correction. For
that purpose we also had to implement the vacuum-
polarization term which is missing in MMGE. We used
the same vacuum polarization as in the 0 (a ) generator.
We find that the hadronic acceptance eh (1+5h ) drops by
(0.3+0.3)% compared to the 0 (a ) LUND Monte Carlo
program. The 0.3% error is due to the limited Monte
Carlo event statistics.

For the Bhabha cross section, the 0(a ) calculation
has not yet been done. However, the "exponentiation"
can be implemented into EEG analogously to the ex-
ponentiation of the process e+e ~p+p (see Appendix
B2). As in MMGE, the exponentiation takes initial-state
radiation contributions to all orders into account and al-
lows the ko cutoff parameter to be much smaller than
0.01.

Table VII summarizes the relative changes of the ac-
cepted cross sections due to the exponentiation of the
Bhabha and the hadronic event generators. The effect on
R, which is proportional to the ratio of Bhabha and had-
ron acceptances, is listed in the last column of the table.
The change of the weighted average luminosity value is
shown in the last row. Combined with the shift of the ha-

Relative
change

LAC region
ECC region
SAT region

—0.6+0.2
—1.1+0.2

0.3+0.3

—0.3+0.3
—0.3+0.3
—0.3+0.3

Bhabha events Hadrons
6[eh(1+5„)] A[eh(1+5h )]

(%) (%)
b,[R]
(%)

—0.3+0.4
—0.8+0.4

0.6+0.4

Quantity Value Statistical Systematic

&h(1+~h )

X(pb ')
QED correction) O(a')

7340
0.8432

21.52

1.2% 1.7%%uo

0.4%%uo

1.3%%uo

0.4%%uo

TABLE VIII. Summary of the systematic errors for R.

Weighted average —0.5+0.2 —0.3+0.3 —0.2+0.4 R value 3.92 1.2% 2.2%%uo
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TABLE IX. Comparison of the R measurement values at PEP and PETRA as taken from the litera-
ture. The last column lits the estimated shifts due to missing higher than O(a') QED corrections in the
Monte Carlo generators if available. The Mark II—PEP measurement was done with data taken prior
to the detector upgrade.

Experiment

This measurement
CELLO (Ref. 8)
MAC (Ref. 5)
HRS (Ref. 5)
Mark J (Ref. 6)
JADE (Ref. 6)
TASSO (Ref. 6)
Mark II—PEP (Ref. 32)
PLUTO (Ref. 6)

E,. (GeV)

29
33.8
29
29

12-42.6
12-36.4
12-36.4

29
29.9—31.5

R value O(a )

3.92+0.05+0.09
3.74+0. 10+0.10
4.00+0.03+0.09
4.20+0.05+0.29
3.88+0.04+0.22
3.97+0.05+0.10
4.01+0.03+0.20
3.90+0.05+0.25
3.90+0.2+0.5

)O(o,") corr.

( —0.2+0.4)%

( —1.1+1.1)%

dronic part it causes R to decrease by (0.2+0.4)%. We
therefore estimate the uncertainty of our R value due to
missing higher-order radiative QED corrections to be
0.4%%uo.

VI. RESULTS

From Eq. (5) we find the value for R to be

Np,
—NBGR=

e J (1+6„)a.+
=3.92+0.05 (stat)+0. 09 (syst) . (6)

Table VIII summarizes the error contributions to R and
includes an entry estimating the systematic uncertainty
due to missing higher-order QED corrections in the
Monte Carlo event generators. The dominant sources of
error, however, are the fiducial and energy cuts applied in
the hadron event selection, the determination of the in-
tegrated luminosity, and the statistical error.

The value of R is in agreement with other R measure-
ments done at similar energies as listed in Table IX.
These values agree well with the theory expressed in Eq.
(1), where five pointlike interacting quarks with spin —,,
fractional electric charge, and three color degrees of free-

dom are assumed.
The last column in Table IX lists the corrections to R

due to higher than O(a ) QED processes. Only MAC
and our measurement so far estimate this effect. MAC
finds a correction of ( —1.1+1.1)% using a somewhat
more analytical approach; for our experiment we find an
averaged correction of —0.2+0.4% using a higher-order
QED cross-section calculation in the Monte Carlo simu-
lation. It should be emphasized that the effects of
higher-order QED corrections are dependent on the
detector acceptance. For example, the higher-order radi-
ative corrections of the integrated luminosity values vary
by up to 1.4% depending on what angular region of the
detector the Bhabha events are counted in (Table VII).

One can extract the strong coupling constant n, from
the R value using Eq. (1) with the expansion coefficients
C2 and C3 calculated in the MS renormalization scheme.
For sin Oit, =0.23, we obtain a, (29 GeV )=0.150+e~o76
in second-order QCD.

A higher precision for a, is obtained by fitting Eq. (1)
through many R values from different experiments at
different energies. Figure 3 shows such a fit with all pub-
lished R values taken between 7 and 57 GeV. ' For the
best fit, the authors find a, (34 GeV )=0.158+0.020 in
second-order QCD. This value is in good agreement with
our measurement.

R
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TABLE X. Small-angle tagging system counter locations and sizes (in cmj.

Counter

De6ning
Large
Background suppress
Shower

310.0
311.6
329.9
331.9

x at center

12.446
12.510
13.249
13.739

Width

5.080
7.620
5.715

13.000

Height

6.350
8.890
6.985

15.000

Thickness

1.270
1.270
0.635

(UCSC), DE-AC02-86ER40253 (Colorado), DE-AC03-
83ER40103 (Hawaii), DE-AC02-84ER40125 (Indiana),
DE-AC03-76SF00098 (LBL), and DE-AC02-84ER40125
(Michigan), and by the National Science Foundation
(Johns Hopkins).

APPENDIX A: THE SMALL-ANGLE-TAGGING
SYSTEM

A luminosity monitor called the small-angle-tagging
system was constructed for the later run of the Mark II
detector at PEP, since the previous small-angle-tagger
(SAT) did not fit in the upgraded Mark II detector. Fig-
ure 4 shows the setup of the SAT. Each of four rectangu-
lar modules consisted of three track-defining scintillation
counters and one shower counter. Modules were placed
to the right and left of the beam pipe at each end of the
Mark II detector, slanted at 40 mrad in order to point
back to the interaction point. The shower counter was
built with 19 layers of 1.1-cm-thick scintillator inter-
leaved with —,-in. -thick lead sheets, constituting 20 radia-
tion lengths. The energy resolution for Bhabha electrons
was 7%%uo at 14.5 GeV. The positions and dimensions of
the counters are given in Table X. The section of the
aluminum beam pipe between the modules and the in-
teraction point was conically formed at an 11-deg angle
from the beam direction, and presented 0.1 radiation
length of material about 75 cm in front of the modules.

The output of each counter was connected to a
I

APPENDIX B: RADIATIVE CORRECTIONS

1. MMGE

The MMGE program is the updated version by Alex-
ander et al. of the widely used p-pair generator from
Berends, Kleiss, and Jadach. ' This update includes the
higher-order initial-state radiative corrections from
Berends, Burgers, and van Neerven. ' We discuss the
exponentiation of this generator in some detail since this
has been duplicated as closely as possible in the Bhabha
generator (EEG) discussed in Appendix B 2.

In first order the total cross section can be written as

o, (s) =o o(s)( 1+5', +P lnko )

1+(1—k)+
k. 2k

(B1)

while in second order this is modified to

discriminator for triggering purposes, to an analog-to-
digital converter (ADC) for oF-line threshold analysis,
and to a time-to-digital converter (TDC) to differentiate
between beam-spray hitting from the back of the module
and particles passing through the interaction point. The
electronics included a circuit to mix hits from one beam
crossover with hits from the next to get an estimate of
random backgrounds.

cr&(s) =o 0(s)(1+5&+5z+Plnko+5&P lnko+ —,'P ln ko)

2
1+ 1 —k

A (k)+(2 k)B (k)+(1——k)C(k) .dk,
k

(B2)

P= ln
20!

Vl e

(B3)

Sk=1 ——,
S

v cx 3
5) =——ln

7T 2
e

772—2+
3

(B4)

(B&)

Here s (s') is the center-of-mass energy squared before
(after) energy loss from initial-state radiation and

The expressions for A (k), 8 (k), C(k), and 5z have been
given in Ref. 29.

Note that in first order the energy loss parameter k is
just the fractional photon energy E /Eb„. In higher
order, when the energy loss is distributed over more pho-
tons, these latter have an invariant mass (M ) and the
relation between JEST and k becomes k = 1 —s'/s
=gEz/Eb„—Mzz/s. Since Mz /s is usually small,
the di6'erence between k and the total radiated fractional
energy QEr /Eb„becomes small too.

The cross sections in Eqs. (B1) and (B2) have been split
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+ —,
' ln(1 —ko) —

—,
' k,„+—,

' ko]

=/3c7o[ —lnko —
—,'ln(1 —k,„)——,

' k,„]. (86)

In the last approximation we assumed ln(1 —ko) —0; then

tot ~soft+ hard

=o.o(s)[1+5,"——,'/3 ln( 1 —k,„)——,
' k,„] (87)

in independent of ko.
It can be shown that the leading terms of the real-

photon emission always lead to terms (I/n!)/3"1 nk, so
summing the leading logarithms to all orders implies "ex-
ponentiating" the cross section, which yields

cT,',"f'(s) =o o(s)(1+5', +52+ . )k~,

since

k~=exp(/3lnk )

(88)

= I+/31nk+ —
/3 ln k+ .2 Z

2I

This expression clearly reproduces the soft parts of the
first- and second-order cross sections [Eqs. (Bl) and (82)],
if the higher-order terms are dropped in the expansion.

For the virtual corrections no such simple formulas ex-
ist. Therefore they have to be calculated, a diKcult task
already in second order. Fortunately the second-order
vertex correction is already small, so one may hope that
the higher orders are small too. For example, at &s =29
GeV, 5; =0.08, and 62= —0.005.

If one neglects the small terms proportional to A (k),
B (k), and C(k) in Eq. (82), one sees that the hard part in
second order contains the factors (1+5i+/31nk) which
can be replaced again by the exponentiated version
(1+5',+ )k~ [see Eq. (89)], so one finds

into two parts. The first part is the part with only soft
photons, so o.(s)=o(s'); the second part includes hard
photon radiation, in which case o (s')Ao (s), so one has
to convolute the energy-loss spectrum with o(s'), as is
done by the expressions below the integrals. The separa-
tion between the soft and hard parts of the spectrum is
defined by ko. For ko~0 the soft part goes to —~,
while the hard part goes to + ~. As long as ko is small,
the sum of the two parts is independent of the choice of
ko, as can be easily seen from Eq. (Bl): if one assumes
cro(s') =cTO(s)s/s', the integral of the hard part yields

o.h„d =/3cro[lnk, „—lnko —
—,
' ln( 1 —k,„)

Note that the factor k~ regularizes the infinities: if
k~0 so the integral for k =0 is well behaved and one
does not have to split the cross section in a hard and soft
part anymore, but integrates from 0 to the kinematic lim-
it. One can regulate the divergencies in the second-order
cross section too, by exponentiating the soft part:

I

cT~"~(s)=I cro(s') P —(1+5',+52)k~ dk+cr2H,

(811)

where o.z~ contains the finite part of the cross section
(everything except the 1/k pole).

Note that in the first-order exponentiated cross section
[Eq. (810)] we have exponentiated the finite part
(
—1+ @/2 term) too, while in second order the finite part

is treated exactly. Exponentiating the finite part of the
first-order cross section is usually not done, but its
justification stems from the fact that in second order this
finite part is multiplied by 1+5i+Plnk [see Eq. (82)]
and, second, that o'," is numerically then practically
identical to o.z"P. Thus, a very simple procedure for ex-
ponentiating a first-order Monte Carlo program is weight
the hard part of the cross section with the factor
(1+5', )k~. This works perfectly in the case of p pairs,
and is probably the best guess in the case of Bhabha
scattering, for which no exact second-order calculation
exists.

2. EEL

The origin of EEG is the widely used Bhabha generator
from Berends and Kleiss. It uses O(a ) calculations for
Bhabha scattering; i.e., at most one photon is allowed
from initial- or final-state radiation. We estimate higher-
order contributions by adding exponentiation to this
Monte Carlo program. Since exponentiation procedures
are not unique, the exponentiation procedure which
"works best" for p pairs has been chosen; i.e., the pro-
cedure which gives results closest to the exact second-
order calculation. As mentioned in describing the ex-
ponentiation of the p-pair generator, this corresponds to
weighting each radiative event with a factor (1+5)ki.
For Bhabha scattering, final-state radiation is important,
in which case /3 should be defined as /3,. +/3&+ 2/3;„„where
/3; =/3& equals /3, as defined by Eq. (83), and

cr i""(s)= I /3 ——1+—(1+5i)k~cro(s' )dk
4a 0

ln tan—
7T 2

(812)

(810) where 0 is the polar scattering angle. '
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