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Experimental results on the production of dimuons by 800-GeV protons incident on a copper
target are presented. The results include measurements of both the continuum of dimuons and
the dimuon decays of the three lowest-mass T S states. A description of the apparatus, data
acquisition, and analysis techniques is included. A comparison of the results with data taken at
lower incident energies indicates a scaling behavior of the continuum dimuon yields.

I. INTRODUCTION A. The Drell-Yan process

The study of high-mass lepton pair production in
proton-nucleus collisions has proven to be a valuable tool
in understanding the internal structure of matter. In par-
ticular, the experiment of Christenson et al. t led Drell
and Yan to propose a model in which dimuon production
occurs in lowest order by the electromagnetic annihila-
tion of nucleon constituents. After the pioneering work of
Christenson et a/. , many other groups have studied dilep-
ton production. Among them, the experiment of Aubert
et al.s observed the Jig resonance and hence, hidden
charm, and the experiment of Herb e$ al.4 revealed the
existence of a third generation of quarks through the dis-
covery of the T resonance.

This experiment was designed to allow a preci-
sion measurement of the 7—18-GeV mass spectrum of
dimuons produced in 800-GeV proton-copper collisions.
A detailed description of the apparatus and the data-
acquisition system are given in Sec. II. The data analysis
is described in Sec. III. Results on both the continuum
of dimuons and the T 9 states observed via their decay
into muon pairs are presented in Sec. IV.

The Drell-Yan model2 is the simplest description of the
continuum of massive lepton pairs produced in hadronic
collisions:

: l+l +X.
As depicted in Fig. 1, this process is described as an
electromagnetic annihilation of a quark (antiquark) in
hadron A and an antiquark (quark) in hadron B into a
lepton pair. One scaling form of the cross section for
producing a dilepton of mass rn and fractional longitudi-
nal momentum z~ in the hadron-hadron center-of-mass
(c.m. ) frame is5

0
dm dz+

where 0, is the fine-structure constant, e; is the frac-
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hA

at different c.m. energies. Moreover, perturbative QCD
calculations have shown that order-o, , corrections to the
model reproduce the I~ factor and explain the observed
distributions at large pq. These corrections also predict
small violations of scaling since the parton distribution
functions depend not only on the fractional momentum,
but also on the momentum transfer in the annihilation.

B The T' family

FIG. 1. The Drell-Yan process. A quark with momentum
fraction xz in hadron A annihilates an antiquark with mo-
mentum fraction x2 in hadron B. The virtual photon of mass
rn = gxi xqs then decays into a lepton pair.

tional charge of the quark of fiavor i, and q; (zi) dzi
[q; (z~) dz2] is the probability of finding quark [anti-
quark] i carrying a momentum fraction zi [z2] of the
parent hadron A [B].The kinematics of the process con-
strains the quark momentum fractions in terms of the
dimensionless physical observables

7 =I 8=X]z2 )

where +s is the hadron-hadron c.m. energy and pi is the
dimuon longitudinal momentum in the c.m. frame. An
alternate longitudinal variable often used instead of z~
is the rapidity

1 E+ pi
(4)

where E is the dimuon energy in the c.m. system.
This Drell-Yan description further assumes that the

quark distributions are the same as those measured in
lepton scattering experiments and that the transverse
momentum in the process is small and can be neglected
by simply integrating the observed rate over the trans-
verse momentum.

The model has received much attention because of its
simplicity and striking predictions. Direct comparisons
of Eq. (2) with experimental data show that the measured
cross section typically lies above the predicted value by
a factor of about 2 (which has become known as the I~

factor). The angular distribution of the leptons has been
measured to be consistent with a 1+cos 0 distribution
(within the uncertainties of defining the axis with respect
to which 0 is measured in the dilepton c.m. frame). The
model cannot explain the observed large transverse mo-
menta of dileptons, pq, but it does assume the observed
A nuclear weight dependence of the cross section. Also
note that, for a given z~, the right-hand side of Eq. (2)
should depend on ~r only. This property, known as
scaling, has been confirmed by experiments performed

The T family was discovered in 1977 by the CFS
(Columbia —Fermilab —Stony Brook) group by observing
dimuons produced by 400-GeV protons. The first data
gave evidence for a resonance, called the r, at m
9.5GeV. More data indicated additional resonances: the
T' at 10.0 GeV and the T" at 10.4GeV. The T family is
now interpreted as a bound state of the beauty quark 6
and its antiquark partner b. The T states have the same
quantum numbers as the photon, J = 1

Most T spectroscopy has come from e+e annihi-
lation experiments, in which the virtual photon in the
annihilation couples directly to the quarkonium system.
DiA'erent production mechanisms are expected to domi-
nate in hadronic reactions. For example, in the model
of Baier and Riickl, i the lowest-order QCD contribu-
tions are initiated by gluons and light quarks. To order
o.~, only the gluon-fusion process contributes and pop-
ulates the low-pt region with a mean pt determined by
the intrinsic transverse momentum of the gluons. To or-
der o, , there are many more contributions. The most
important are processes in which a gluon or a quark re-
coils against the heavy resonance, thus leading to large
transverse momenta. They also estimate that 20% of the
high-p& 'r come from radiative decays of the yp states.

The difI'erence in the production mechanisms for Drell-
Yan dileptons and dileptons from T decay should reflect
itself in the measured kinematical distributions.

II. EXPERIMENTAL SETUP

A. Apparatus overview

Fermilab experiment E605 was originally designed to
detect simultaneously both leptons and hadrons, which
required a high incident beam flux as well as good mo-
mentum resolution and background rejection. To re-
duce the background of charged particles coming from
the interaction, a long open-aperture magnet was used
to focus high-moment, um particles onto the downstream
detectors and to sweep away the low-momentum parti-
cles. A beam dump inside the magnet intercepted the
noninteracted beam and the huge flux of low-p~ parti-
cles. A second magnet following the first detector planes
aided in momentum determination and in discrimination
against muons originating in the beam dump. Particle
identification was done with the aid of a ring-imaging
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Cherenkov counter, hadron and electron calorimeters,
and muon counters. The apparatus, shown in Fig. 2,
was located in the Meson East Experimental Area of the
Fermi National Accelerator Laboratory.

E605 concentrated on detecting only dimuons during
the last run of the experiment. A Monte Carlo study
had shown that an absorbing wall could be added, al-
lowing higher incident intensities while maintaining ex-
cellent mass resolution. Thus, a lead wall was placed
at the downstream end of the first magnet, followed by
a wire chamber to allow a precise determination of the
momentum using the downstream magnet only. With
this modification, the apparatus was transformed into a
closed-aperture focusing magnetic spectrometer for muon
pairs. It covered approximately one steradian near 90'
in the proton-nucleon center-of-mass system.

B. Beam and monitors

by inserting copper foils into the beam and then mea-
suring the yield of Na produced in the foils per SEM
count. With the value of the cross section for the pro-
duction of ~4Na in Cu by 400-GeV protons currently used
at Fermilab, ~2 3.90 + 0.11 mb, the SEM calibration con-
stant was found to be (0.80 + 0.04) x 10s protons per
SEM count.

The fraction of beam protons hitting the target (tar-
geting eFiciency) was monitored with a fourfold scintilla-
tion telescope viewing the target at 90 in the lab through
a small hale in the concrete shielding which enclosed the
target area.

C. Targets

Table I lists some properties of the two targets used in
the experiment. Both targets were thin sheets of copper
with vertical thicknesses as listed in the table and hori-

The proton beam used in this experiment was pro-
duced in bursts (rf buckets) of less than 2 ns duration
separated by 19 ns during the 23-sec slow-extraction pro-
cess from the accelerator. The primary proton beam was
focused onto a spat 5 mm wide by 0.3 mm high full width
at half maximum. The transverse position of the beam
near the target was monitored by a movable segmented-
wire ion chamber (SWIC). The SONIC had wires spaced
0.5mm in the vertical direction and 2mm in the horizon-
tal direction.

Beam intensity per spill was measured with a sec-
ondary emission monitor (SEM) located approximately
100 m upstream of the target. The SEM was calibrated

Thickness (mm)
Length (mm)
Width (mm)
Density (g/cm )
Atomic weight A.

Atomic number Z

10 mil

0.254
38.1
38.0
8.96

63.54
29

17 mil

0.432
31.75
38.0
8.96

63.54
29

TABLE I. Parameters of the targets.
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zontal widths of 3.8 cm. Since the targets were vertically
slightly thinner than the beam, the vertical interaction
position was very well defined. On the other hand, the
horizontal size of the interaction region was determined
by the width of the beam.

The targets were mounted 2.54cm apart vertically on
a movable holder in a vacuum target box. A precision
motor-driven platform supported the target holder such
that the vertical and horizontal position of the target
could be remotely controlled.

D. Magnets

Two dipole magnets (SM12 and SM3) were used in our
experiment. The SM12 and SM3 magnetic fields were
oriented horizontally but in opposite directions. SM12
was used to focus high-pq particles into the spectrometer
while SM3 was used to measure their momenta.

1. SM42, beam dump, and absorbers

The upstream face of the SM12 yoke was chosen to be
the z=0 plane in the E605 reference frame: we defined
the z axis along the beam direction, the y axis point-
ing vertically upwards, and the x axis horizontal forming
a right-handed system. The x and y coordinates were
measured from the beam line. Thus, the nominal target
position (in meters) was (0, 0, —3.3) .

SM12 was 14.4m long, 2.7m wide, and 5.2m high, with
an aperture 0.93m wide by 1.22m high and was made
of 1200tons of iron blocks and four conventional water-
cooled aluminum coils. It was operated at two settings,
imparting a transverse momentum kick of 7.5GeV at
4000 A and 5.6 GeV at 2750 A.

Seven iron poleface modules were inserted in SM12
to increase the field intensity by tapering the magnetic
volume horizontally from 15.24cm at the entrance to
93.0 cm at the exit. Each module held lead and tungsten
absorbers on its upper and lower surfaces to absorb low-

energy particles. The second and third upstream mod-
ules supported the beam dump that covered the hori-
zontal aperture from y = —15.2cm to y = +15.2cm.
The beam dump was a 4.27-m-long copper block, slightly
tapered from a vertical thickness of y = +12.7cm at
z = 1.73 m to y = +15.2 cm at z = 2.64 m, and then
remaining at a constant thickness of y = +15.2 cm un-
til it ended at z = 6.00m. It was followed by another
1.53m of lead and polyethylene absorbers also covering

y = +15.2cm.
At z=12.7 m, there was a 1.2-m-thick lead wall

that fully blocked the magnet aperture, absorbing all
hadrons, photons, and electrons. A 0.6-m-thick borated-
polyethylene wall downstream of the lead wall absorbed
neutrons generated in the lead.

aluminum coils. It was located between two stations of
detectors in order to measure the muon momenta. An
excitation current of 4200 A gave a transverse magnetic
kick of 0.91GeV. Its magnetic volume was also tapered
such that the horizontal aperture was 1.35m at the up-
stream end and 1.50 m at the downstream one, while the
vertical aperture was 1.68m. A polyethylene bag con-
taining helium was used in the aperture of the magnet to
reduce multiple scattering. A 5-cm-thick iron plate (with
aperture cutouts) was mounted at each end to reduce the
fringe field at the nearby detectors.

8. Field measurements

The magnetic fields were determined at regularly
spaced points with Sip-coil measurements. Field maps
were then produced by interpolating and regularizing the
data. The measurements attained better than 1% accu-
racy on the field integral and 0.2% accuracy on the shape
of the major field component, as was confirmed by the
subsequent measurements of the positions and widths of
the T resonances.

E. Tracking detectors

Several wire chambers and scintillation counters were
grouped together to form a detector station. There
were five detector stations providing tracking informa-
tion along the spectrometer. They were numbered from
0 to 4 according to their z position. Station 0 was at-
tached to the downstream end of the SM12 yoke. Sta-
tions 1 and 2 were just upstream and downstream of
SM3. A Cherenkov counter was located between stations
2 and 3. The calorimeters were positioned behind sta-
tion 3, followed by a hadron absorber wall and station 4.
The three planes of proportional tubes at station 4 were
interspersed with zinc and concrete absorbers.

1. IIodoseopes

Hodoscope planes were included at each station, ex-
cept for station 0, and their parameters are listed in Ta-
ble II. All were constructed of horizontally segmented (X
planes) or vertically segmented (Y planes) NE110 plastic
scintillator with signals collected and amplified by Hama-
matsu R239 phototubes. The hodoscopes were primarily
used in the generation of the fast triggers, but were also
utilized in the track-reconstruction routines to eliminate
false track candidates.

2. Wire chambers

SM3 was a conventional analyzing magnet, 3.23 m
long, 5.40m high, and 2.59m wide, with water-cooled

A high-rate proportional drift tube chamber (PDT)
measured the y position at station 0. It had four planes
of cylindrical aluminum tubes of 1cm diameter. It was
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TABLE II. Hodoscope characteristics. The widths in parentheses correspond to the outer coun-
ters only.

Detector
name

Yl
X1
Y2
X3

Y3

Y4

z position
(m)

20.47
20.51
28.32
46.66

46.92

51.70

54.13

Aperture
x(m) x y(m)

1.22 x 1.52
1.22 x 1.52
1.63 x 1.73
2.64 x 2.34

2.64 x 2.34

2.95 x 2.54

3.20 x 2.90

Segmentation
xxy
2x12
12 x 2
2x17
13 x 2

2x13

2x14

14 x 2

Counter width
cm

12.7
10.2
10.2
22.0

(1i.O)
17.8

(19.1)
17.8

(20.3)
20.3

(18.1)

used to measure accurately the vertical position of the
possible scattering point in the lead wall.

Track reconstruction used information from stations
1, 2, and 3. The y, u, and v coordinates of the particle
trajectories were measured at each station, with u and v

oriented at angles of + arctan(4) with respect to the y
axis. Station 1 consisted of six multiwire proportional
chambers (MWPC's) of 2-mm wire spacing. Stations
2 and 3 each had six drift chambers (DC's) —one pair
for each coordinate. Each chamber pair had one plane
shifted by half a cell with respect to the other to resolve
the ambiguity of the drift direction. The cell size was ap-

proximately 10mm in station 2 and 20mm in station 3.
The dimensions and measured resolution of the chambers
are presented in Table III.

Three planes of proportional tubes (PTY1, PTX, and
PTY2), measuring either the z and y coordinates, were
used at station 4 to identify muons. An 81-cm-thick con-
crete wall, a 92-cm-thick zinc wall, and a 10-cm-thick
lead plate, placed just downstream of the calorimeter,
shielded against hadron shower leakage. Behind it, ho-
doscope Y4 and PTY1 were followed by 92 cm of concrete
absorber, then hodoscope X4 and PTX, another 92 cm of
concrete, and finally, PTY2.

TABLE III. Parameters of the wire chambers.

Detector
name

type z position
(m)

Dimensions (m)
xxy

Channels Cell width
(mm)

Resolution

Y0A
YOB
YoC
YOD
U1A
YlA
V1A
U1B
Y1B
V18
U2
U2'
Y2
Y2'
V2
V2'
U3
U3'
Y3
Y3'
V3
V3'

PTY1
PTX
PTY2

PDT
PDT
PDT
PDT
MWPC
MWPC
MWPC
MWPC
MWPC
MWPC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
PT
PT
PT

14.69
14.70
14.71
14.72
18.97
19.22
19.48
19.73
19.98
20.24
27.52
27.58
27.77
27.82
28.02
28.08
45.76
45.83
46.01
46.09
46 ~ 26
46.33
51.86
54.25
55.90

1.00 x 1.22
1.00 x 1.22
1.00 x 1.22
1.00 x 1.22
1.28 x 1.51
1.28 x 1.50
1.28 x 1.51
1.28 x 1.51
1.28 x 1.50
1.28 x 1.51
1.68 x 1.83
1.68 x 1.83
1.68 x 1.79
1.68 x 1.79
1.68 x 1.83
1.68 x 1.83
2.69 x 2.43
2.69 x 2.43
2.69 x 2.33
2.69 x 2.33
2.69 x 2.43
2.69 x 2.43
2.97 x 3.05
3.43 x 3.09
3.59 x 3.64

120
120
120
120
896
736
896
896
736
896
208
208
176
176
208
208
144
144
112
112
144
144
120
135
143

10.16
10.16
10.16
10.16
1.97
2.03
1.97
1.97
2.03
1.97
9.86
9.86

10.16
10.16
9.86
9.86

20.21
20.21
20.83
20.83
20.21
20.21
25.40
25.40
25.42

400
300
350
350
640
640
640
640
640
640
255
255
255
255
255
255
230
230
230
230
230
230
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produced every lgns. Three levels of triggers were em-

ployed to decide whether or not a set of tracks in the ap-
paratus should be recorded. The first-level triggers (fast
triggers) made their decision with a time resolution of
less than 19ns, rejecting pairs of tracks associated with
diAerent rf buckets. The fast triggers reduced the rate
to a level where the second-level triggers (DC logic) and
third-level trigger (trigger processor) could make a more
detailed decision, based on tracking information, with a
dead time of about 10'%%uo.
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FIG. 3. Block diagram of the data-acquisition system.

F. Data aeguisition

The data-acquisition system consisted of a triggering
system, a readout system, a cache memory, and an on-
line computer, as shown in Fig. 3. This data-acquisition
system is described in detail in Ref. 14. Relevant details
are presented here.

1. Triggering technique

With 2000 protons per rf bucket incident on our 0.25-
interaction-length Cu target, about 500 interactions were

Figure 4 is a schematic of the fast logic. Hodoscope
signals were synchronized to the accelerator rf signal by
the University of Washington pulse stretchers and then
fanned out to coincidence register (CR) cards, trigger
matrix modules, multiplicity units, and hodoscope ter-
minator modules. The terminator modules performed
the logical OR of each half-bank (I=left and R=right)
of counters for input to coincidence circuits set to re-
quire three of the four hodoscope planes Xl, Y2, Y4,
and X4. These coincidences, called 4pL, and 4p~, most
often corresponded to high-momentum muons travers-
ing the apparatus. From these, a loose dimuon trig-
ger was formed requiring a left-right muon coincidence:
4pL, Q &prt. The single muon triggers (prescaled by 64
K) and the loose dimuon trigger generated a signal to
start the second-level trigger cycle.

Yl
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RF
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COUNTERS OlSCR ~

(.
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~&—RF

Trigger
Matr&x

Trigger
Matrix

Y2

Y4
COUNTERS OISCR ) PS

t~ RF

~Y4

X.
COUNTERS OISCR

gI( esp

PS

~~ RF

Multiplicity Modu(e 1
~x4
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COUNTERS OlSCR

(CR )
J I ll
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RF

Multiplicity Module

Uim

-Wxi
QOFP

X3
COUNTERS DISCR; PS Multiplicity Module

F1G. 4. Fast trigger logic. The discriminators (DISCR), pulse stretchers (PS), and terminators (T), were implemented in
ECLINE circuits. The accelerator rf gate at the PS synchronized the subsequent electronics and helped achieve single rf bucket
timing resolution.
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8. Trigger matrix 7. Readout system

The trigger matrix was configured to form a threefold
coincidence for predetermined counter combinations in
the Yl, Y2, and Y4 hodoscope planes. Four sets of ho-
doscope combinations (called p matrices) crudely defined
muons that went above or below the beam dump, and to
the left or right side of the apparatus. p-matrix signals
were then sent to the DC logic modules for processing.

g. Multiplicity requirements

Two veto signals, called NX1 and NX3, were generated
if more than 10 counters had fired in Xl, or more than 9
in X3. Good dimuon events tended not to fire many coun-
ters. The veto efficiencies were checked by comparing
multiplicity distributions for dimuon events with those
of background events. The background, formed by high-
multiplicity interactions of secondary and tertiary parti-
cles within the spectrometer, would otherwise overwhelm
the logic.

The signal 2X4 required at least two hits in X4, with at
least one being outside the two central counters (to help
reject low-pt muons from the target or beam dump). To
aid in the rejection of low-pt muons, upper and lower Y4
hodoscope counters were shortened to remove the region
0 ( 3 mrad and ~y~ ) 62 cm.

$. DC logic

The second-level trigger, the DC logic, i7 consisted of
a flexible electronic coincidence system capable of gen-
erating up to 16 difI'erent logical trigger coincidences.
The DC logic was used to implement our main data-
acquisition trigger, SINK=2pm~tpjggs Q 2X4 Q NX1 Q NX3,
and four study triggers. SINK was designed to record two
opposite-sign, clean, high-pq muons. The study triggers
were prescaled until they represented less than 25% of
the total number of events written to tape. The study
triggers were used to check the efficiencies of the SINK

components as well as the efficiencies of the trigger pro-
cessor and tracking detectors.

6. Trigger processor

The trigger processor was a parallel-pipeline event
processor. It used hit information from eight Y chambers
to find tracks in the plane of the magnetic deflection.
For each track found, the y component of momentum
at the target (pz) was calculated, and a pseudomass for
the event was approximated by the sum of the absolute
values of the mast positive and most negative values of
pp o

The final decision whether to accept or reject the event
depended on trigger type. All study triggers were ac-
cepted by the processor, while for SINK triggers the pseu-
domass value was compared to programmable thresholds
in order to accept, prescale, or reject the event.

The Nevis transport system formed the communica-
tions highway among the various pieces of the readout
system. Transport read out all nonzero data from each
element (trigger bits, hodoscope hits, chamber hits, etc.),
storing the information into the temporary bufI'er, the
megamemory. The megamemory had 4 megabytes of
memory and could store up to 4092 events per spill. At
the end of each spill, the online computer (PDP-ll/45)
transferred the megamemory contents onto a 6250 BPI
magnetic tape. It also performed a crude analysis of a
few percent of the events in order to monitor detector
efFiciencies.

III. DATA ANALYSIS

A. Data reduction

Data reduction was divided into four stages, with an
overall compression factor of about 600. At each stage
of the analysis, all raw information on the data tape was
passed forward, together with software information (po-
sitions, momenta, etc.) to an output disk file, for events
which appeared to contain two good muon tracks.

The first stage was devoted to track reconstruction and
muon identification. We gained a factor of about 10 in
computing time by using the trigger processor informa-
tion as input for the track-finding algorithm. First of
all, to cleanse the data of high-multiplicity events, sev-
eral multiplicity cuts were applied before the actual event
selection. Hodoscope counters were used to generate trig-
ger matrix roads of possible track candidates. Then,
chamber hit windows were created at stations l, 2, and 3,
using the matrix roads. Finally, the set of y hits consid-
ered by the track-finder was restricted to those found by
the on-line trigger processor inside the matrix windows.
The track-finding algorithm consisted of matching up-
stream and downstream line segments at the SM3 bend
plane and then, after a y2 fitting procedure, checking
if the resulting trajectory was consistent with a particle
originating in the target. A minimum of 11 out of 18
chamber hits at, stations 1, 2, and 3 were required along
each track. For each track found, at least three out of
the five elements at station 4 were required for positive
muon identification. Approximately 2% of all the events
on a raw data tape were accepted for further analysis.

In the second stage, events clearly originating in the
beam dump or scattering oK the interior walls of SM12
were rejected. In the third stage, station 0 hits were

added to the tracking routine to improve the knowledge
both of the track momentum and the position at the lead
wall.

In the last stage of the data reduction, a fine-grained
SM12 field map was used to retrace muon trajectories
back to the target, starting at the SM3 bend plane, and
thus to obtain the production momentum vector. In ad-
dition to the target-track requirement (as explained be-
low) and fiducial cuts, tracks were also required to have
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FIG. 5. Ennergy-loss distributions for
122 of l d

Plane

X1
Y1
Y2
X3
Y3
X4
Y4

4000 A

0.973 + 0.001
0.997 + 0.000
0.999 + 0.000
0.991 + 0.001
0.993 + 0.001
0.984 + 0.001
0.990 + 0.000

0.982 + 0.001
0.999 + 0.000
0.999 + 0.000
0.995 + 0.001
0.988 + 0.001
0.996 + 0.001
0.958 + 0.002
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TABLE VI. Reconstruction efficiencies.1.4C:
(D

1.2—
(D

10
co 0.8—
CO

0.6-
0.4-
0.2-

50 A

Tracking
Station 0
Muon selection
Matrix roads
Processor tracks
Hodo multiplicity

4000 A

0.992 + 0.001
0.949 + 0.002
1.000 + 0.000
0.999 + 0.001
0.999 + 0.001
0.997 + 0.002

2750 A

0.991 + 0.001
0.960 + 0.003
1.000 + 0.000
0.999 + 0.001
0.999 + 0.001
0.999 + 0.001

0.
10

I I

12 14
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ED

O
co 08
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I
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FIG. 6. Trigger processor efficiency vs mass.

TABLE V. Trigger efficiencies.

Element 4000 A 2750 A

the matrix and 2X4 efficiencies for the 2750-A data were
the same as those of the 4000-A data. Thus, the overall
SINK efFiciency was (95.3+0.7)% for the 4000-A data and
(95.8 + 0.7)% for the 2750-A data.

The trigger processor efFiciency had a slight mass
dependence at low mass due to the processor mass
threshold, as shown in Fig. 6. This dependence was
parametrized by fitting a polynomial to the data points.
The data were then corrected as a function of mass using
the fit function. Averaged over mass, the trigger proces-
sor efFiciency was (90.5 6 0.8)% for the 4000-A data, and
(85.5 + 1.3)% for the 2750-A data.

b. Multiplicity cuts. Events were rejected if they had
more than 45 hodoscope hits, or more than 30 processor
tracks, or more than 6 matrix roads. The combined efFi-

ciencies of these cuts was greater than 99.5% for the two
data sets.

c. Tracking requirements. A minimum of 13 cham-

ber hits out of 22 along each track were required. The
tracking efFiciency per track was calculated by folding the
chamber efIiciencies with the requirements of the track-
finding algorithm yielding 94% for the 4000-A data and
95% for the 2750-A data.

d. Muon selection. A good muon track was required
to have registered in at least three of the five detectors
at station 4. The muon selection was essentially 100%
efFicient.

e. Muon pairs. The overall dimuon reconstruction efIi-
ciency included the efFiciencies for track finding and muon
selection. These efliciencies are listed in Table VI. The
overall reconstruction efFiciencies for two target muons
were (88.2+0.4)% and (90.5+ 0.5)% for the 4000-A data
and 2750-A data, respectively.

f Geome. frical cuts To m. ake sure that tracks went
through regions of high detection efFiciency, a cut (of
2.54 cm) was made on the projected track inside the edges
of both the X4 and Y4 hodoscope planes. A second cut
(of +2.54cm) in the central region at X4 defined clearly
the left and right sides of the apparatus. The SM12 fidu-
cial volume was defined by the cuts outlined above in the
iteration discussion.

g. Trigger requirements. Since our dimuon trigger re-
quired the matrix and 2X4 triggers to be set, only dimuon
tracks that passed through trigger elements that satisfy
these requirements were retained.

h. Spill qualify selection. Only good accelerator spills,
defined as those which had a targeting fraction greater
than 70% and a live time greater than 50%, were included
in the analysis.

B. Normalization

Figure 7 shows the raw mass spectra of our two data
sets. The final 4000-A data sample contained 43663
dimuon events, while the 2750-A data contained 19470
dimuon events. To transform these samples into difI'eren-
tial cross sections per nucleon we use the following def-
inition. If 0 represents any kinematic variable, and (0)
its mean value in the interval AQ, then

Matrices
2X4
NX1
NX3
SINK

0.975 + 0.005
0.997 + 0.002
0.981 + 0.004
0.999 + 0.001
0.953 + 0.007

0.987 + 0.004
0.999 + 0.001

do. 1 N, 1

dO~ (~) g a~ AO (7)

is the measured average cross section, where N~~ is the
raw number of events in AO, a is the acceptance, e is
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the detection efIiciency, and 8 is the integrated luminos-

ity per nucleon. The following paragraphs describe the
luminosity measurement and the acceptance calculation.

1. Integrated luminosity

The integrated luminosity per target nucleon, cor-
rected for absorption of the incident beam and assum-

ing an A dependence of the cross section on the atomic
weight A, is given by

8 = NppA(l —e / )N;„,T,rr, (8)

where No is Avogadro's number; p and I are the density
and length of target, respectively; A is the hadronic ab-

FIG. 7. Ravr mass spectra of our thoro independent data
sets.

sorption length of the target material; ¹„,is the number
of incident protons; and T,g is the fraction of the beam
intercepted by the target. The average targeting frac-
tion per spill was (86 + 3)% for the 10-mil target, and
(95+ 3)% for the 17-mil target.

The integrated luminosity also had to be corrected for
interactions that occurred during trigger or readout elec-
tronic dead time from a previous interaction. This live-
time correction was (89 + 3)% for the 4000-A data and
(82+ 4)% for the 2750-A data.

Taking into account the above factors, the integrated
luminosities were (1.14 + 0.08) x 1042 nucleon/cm2 and
(2.7+0.2) x 10 nucleon/cm for the 4000-A and 2750-A
data, respectively.

2. Acceptance

The acceptance is the fraction of the dimuons produced
in the target which traverse the active area of the spec-
trometer and satisfy the trigger hodoscope requirements.
It was evaluated by the Monte Carlo method using a
form for the cross section indicated in Table VII and a
software simulation of the apparatus. The simulation in-
cluded all multiple-scattering and energy-loss eKects, an
accurate geometrical survey of the apparatus, and trigger
hodoscope and matrix requirements. It did not include
either the trigger processor simulation or eFiciency cor-
rections. We followed the radiative-correction calculation
of Soni22 to correct for higher-order @ED radiative effects
in dimuon production.

Muon pairs were generated over the phase space shown
in Table VII. Those pairs that traced through the spec-
trorneter successfully were recorded and an emulation of
a raw data tape was produced. These Monte Carlo events
were then analyzed as if they were real data, except for
the cuts corresponding to the trigger processor.

Since the acceptance is the ratio of the Monte Carlo—
accepted events to the generated events, it is important
that the shape of the assumed cross section closely rep-
resents that of the real cross section. This was achieved
by fitting distributions of reconstructed Monte Carlo
events to those of real data events in an iterative pro-
cedure which converged once self-consistent results were
obtained. In all cases, we integrated over the decay an-

TABLE VII. Distributions used for the simulation of dimuon events of mass m and momentum

(p~, P&p~) in the c.m. frame The. Collins-Soper [J. C. Collins and D. E. Soper, Phys. Rev. D 16,
2219 (1977)] convention is used to specify tlie p, angles (8&s, &Pcs) in the dimuon c.m. frame, and

r = m /s, xF = (1 —r)x& ——2p~/V s, p,
'" = (~s/2)[(l —r) —xz], and e = (4r + xF)'

Variable

m (GeV)
I

p, (GeV)

cos Hcs
CS

Range

(6, 18.5)
(—1, 1)
(o, p '")
(O, 2x)
(-1,1)
(o, ~)

Continuum
—.77me

(1- ' )'(1+*' )'
p~/[1 + (p~/8)']'
uniform
1 + cos Hcs
uniform

Upsilons

h(m —m T)
(1+ r —r)'/r
p~/[j- + (p~/3 7) ]
unl for m
uniform
uniform
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2750 A4000 Agular distributions of the muon pair because the accep-
tance was restricted to a small range of the decay an-

gle Ogs near 90'. We used the Drell-Yan prediction of a
1+cos2 Pcs decay angular distribution for the continuum
and an isotropic decay distribution for T.

Figures 8 and 9 show the acceptance functions for the
continuum and T, respectively, in selected ranges of the
kinematical variables of interest. A simple exponential
form was assumed for the continuum production cross
section. The pq distribution was determined from our
measured invariant cross sections. These were fit with
the form used by Ikaplan et al. :
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0.2-0.2The values of po were 3 and 3.7GeV for the continuum
and T, respectively. The z~ distribution for the contin-
uum was calculated from a phenomenological fit to pre-
vious experiments, 4 and the z~ distribution for T came
from the fusion of two gluons assuming a z ~(1 —z)2
gluon distribution function in nucleons. Since we present
cross sections difFerential in x~ (or rapidity in some
cases), the assumed shape in this variable does not in-

fluence the measured cross section.

—0.2 0.2
x XF

FIG. 9. T acceptance functions in the intervals shown.

sorbed in the lead wall before they could decay. Dimuons
produced by independent interactions in the target were
eliminated by the use of fast (single rf bucket resolution)
trigger logic and the requirement in the analysis that
the hodoscope latch pattern match the trigger require-
ments. The other possible source of background events
was the vast number of muons produced in the beam
dump. The trace-back cuts were accurate enough to
distinguish dump muons from target muons. This was
confirmed by analyzing runs taken with the target re-
moved; no valid target dimuons were found. Further-
more, a search for same-sign muon pairs in data taken
with a special trigger yielded no events. We therefore
assume all sources of background events are negligible.

8. Backgrounds

The cuts used in the analysis enabled the majority of
background events to be rejected. Most hadrons were ab-

2750 A4000 A
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The results are described in two sections, one for the

continuum and the other for the T. To extract the
Drell-Yan cross sections, the mass interval 9—10.5GeV
was omitted from the analysis to avoid T contamination.
Drell-Yan fits were then used to subtract the dimuon con-

tinuum in the T region to obtain the corresponding res-

onance cross sections. We have assumed a linear depen-
dence of the cross section on the atomic weight of our
copper target, and we did not correct our data for nu-

clear Fermi motion in the target. ~5

Cross sections are presented as functions of one or two

of the kinematical variables I,, pq, z~, and y. An inte-

gration over the two production angular variables of the
dimuon state and the two angular variables of the subse-

quent decay into two muons was performed. Because the
range of angles accepted by the spectrometer is narrow,
the analysis must assume a shape for the angular depen-

1.61.6
C3

1.2
C3

CL 0.8 10

O 0.4—
0. I

O.

1 O. 5(m ( 1 1 .5
(GeV)

0.8

0 4

I I I I I I I

1. 2. 3. 4.
(Gev)

O.
O.

1.75
1.5
1.25

1.2

0.8

0 4

0.75
10.5&m&1 1.5

(G.V)

10.5&m&1 1.5
(GeV)

0.5
0.25

I 00.2—0.2 0.2—0.2
xXF

FIG. 8. Continuum acceptance functions in the intervals
shown.
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FIG. 10. Scaling form of the dimuon yield, excluding the
T's, showing the agreement of the two sets in the region of
overlap. The average of both sets is given in Table VIII.

dence of the process. The errors quoted throughout in-
clude only the statistical error of the data combined with
the statistical error of the acceptance Monte Carlo calcu-
lation. There is an overall normalization error of about
15% and a point-to-point systematic error estimated to
be about 10%%uo.

The normalization error depends on the errors associ-
ated with luminosity and efTiciency measurements. The
point-to-point systematic error was estimated as follows.
We have measured dimuon production at two different
SM12 magnet currents with overlapping mass coverage.
Each set was independently normalized. The ratio of the
two measurements in the overlapping interval gives an
estimate of the point-to-point errors. This comparison
is shown in Fig. 10 as a scaling plot of the cross section
versus mass for different rapidity bins. Figure 11 plots
d~o/dmdz~ and the ratio of the 2750-A to the 4000-A
cross sections versus mass. Excluding the T region, the
overall ratio is 1.01+0.05 but the ratio tends to vary sys-
tematically from 10'%%uo high at lower mass to 10'%%uo low at
higher masses as shown in the inset of Fig. 11. One can
also define a quantitative measure of the point-to-point
systematic error. A 5'%%uo systematic point-to-point error,
added in quadrature to the statistical error of each data
point used in forming the ratio, yields a y2 per degree of
freedom of unity for the ratio of the two data sets. Global
comparisons of this data to other data sets may be less
sensitive to any systematic variations in the data if such
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FIG. 11. Dimuon yield as a function of mass for the two data sets. The cross section is calculated using the dimuon
continuum acceptance. The inset shows the ratio of both sets.
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point.

The results presented in the following sections corre-
spond to the weighted average of our two data sets. Data
tables of the individual data sets can be found in Ref. 27.

FIG. 14. Continuum dimuon p~ distributions for diferent
mass bins. The lines correspond to the fit function described
in the text.
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FIG. 15. Average transverse momentum of dimuons at
0.3 versus +s for this experiment. Also shown are the

data of Ref. 33 and Ref. 34.
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TABLE VIII. Scaling form of the dimuon cross section s d o/d~r dy
rapidity (y), in units of nb GeV /nucleon. E+n denotes x10".

(a) versus Jr for bins of

0.1831
0.1883
0.1935
0.1986
0.2038
0.2089
0.2141
0.2192
0.2244
0.2296
0.2708
0.2760
0.2812
0.2915
0.3121
0.3431
0.3843
0.4359

y = —0.2

0.364E+03+ 0.106K+03
0.209K+03+ 0.459E+02
0.220K+03+ 0.403E+02
0.243K+03+ 0.455K+02
0.119E+03+ 0.215E+02
0.176E+03+ 0.312E+02
0.174E+03+ 0.285K+02
0.140E+03+ 0.198K+02
0.105E+03+ 0.134E+02
0.123K+03+ 0.139E+a2
0.349E+02+ 0.432K+01
0.289E+02+ 0.431E+Gl
0.274K+02+ 0.433K+01
0.162E+02+ 0.162K+01
0.107E+02+ 0.110E+01
0.357E+01+ 0.566E+00
0.170K+01+ 0.467E+00

y = —0.1

0.399E+03+ 0.851E+02
0.315K+03+ 0.555E+02
0.277K+03+ 0.454E+02
0.244K+03+ 0.350K+02
0.237E+03+ 0.354E+02
0.192E+03+ 0.249E+02
0.166E+03+ 0.192E+02
0.161E+03+ 0.179E+02
0.145E+03+ 0.129E+02
0.127K+03+ 0.104E+02
0.456K+02+ 0.395E+01
0.289K+02+ 0.304E+01
0.309K+02+ 0.320E+01
0.199E+02+ 0.135E+01
0.125K+02+ 0.828E+00
0.580E+01+ 0.470E+00
0.179K+01+ 0.272E+00
0.474E+00+ 0.180E+00

0.1831
0.1883
0.1935
0.1986
0.2038
0.2089
0.2141
0.2192
0.2244
0.2296
0.2708
0.2760
0.2812
0.2915
0.3121
0.3431
0.3843
0.4359

0.424K+03+ 0.771E+02
0.350E+03+ 0.577E+02
0.363E+03+ 0.557K+02
0.248E+03+ 0.340E+02
0.208E+03+ 0.269E+02
0.212E+03+ 0.234E+02
0.148E+03+ 0.133E+02
0.144E+03+ 0.119K+02
0.143E+03+ 0.111E+02
0.114E+03+ 0.769E+01
0.397E+02+ 0.305E+01
0.331E+02+ 0.280K+01
0.274K+02+ 0.242E+01
0.216E+02+ 0.130K+01
0.151E+02+ 0.903E+00
0.605E+01+ 0.372E+00
0.186E+01+ 0.194E+Qa
0.404E+00+ 0.101K+00

y=a. l

0.431E+03+ 0.753E+02
0.347E+03+ 0.525E+02
0.386E+03+ 0.585K+02
0.274E+03+ 0.366E+02
0.294E+03+ 0.394E+02
0.223E+03+ 0.194E+02
0.169E+03+ 0.127E+02
0.137E+03+ 0.991E+01
0.137E+03+ 0.928E+01
0.126E+03+ 0.799K+01
0.460E+02+ 0.325E+01
0.370E+02+ 0.293E+01
0.302E+02+ 0.258E+01
0.231E+02+ 0.139E+01
0.147E+02+ 0.884E+00
a.7GQE+01+ 0.420E+00
0.224E+01+ 0.176E+00
0.495K+00+ 0.853E—01

0.1831
0.1883
0.1935
0.1986
0.2038
0.2089
0.2141
0.2192
0.2244
G.2296
Q.2708
0.2760
0.2812
0.2915
0.3121
0.3431
0.3843
0.4359

y=0.2

0.56OE+03+ 0.11QE+03
0.405K+03+ 0.644E+02
0.315E-j-03+ 0.498K+02
0."74E+03+ 0.394E+02
0.31SE+03+ 0.477E+02
0.2148+03+ 0.167E+02
0.162E+03+ 0.110K+02
0.159E+03+ 0.].07E+02
0.135E+a3+ 0.914K+01
0.133E+03+ 0.843K+01
0.571E+02Z 0.399Eq-a1
0.411E+02+ 0.342K+01
0.345E+02+ 0.296E+G1
0.251E+02+ 0.151E+01
0.164E+02+ 0.981E-t-00
0.643E+01+ 0.386E+00
0.220E+01+ 0.178:+QG
0.560E+00+ 0.878E-—01

y=0.3

0.419E+03+ 0.988E+02
0.396E+03+ 0.897E+02
0.331E+03+ 0.702E+02
0.377E+03+ 0.793E+02
0.401E+03+ 0.848E+02
0.193K+03+ 0.171E+02
0.153E+03+ 0.127E+02
0.151E+03+ 0.126E+02
0.134E+03+ 0.104E+02
0.149E+03+ 0.116E+02
0.595E+02+ 0.531E+01
0.403E+02+ 0.435E+01
0.313E+02+ 0.344E+01
0.232E+02+ 0.160E+01
0.159E+02+ 0.957E+00
a.630E+01+ 0.449E+00
0.238E+01+ 0.223E+00
0.607E+00+ 0.11QE+00
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y=0.4

0.198K+03+ 0.333E+02
0.173K+03+ 0.268E+02
0.149E+03+ 0.256K+02
0.986K+02+ 0.148K+02
0.711K+02+ 0.113E+02
0.287E+02+ 0.661E+01
0.368E+02+ 0.808K+01
0.247E+02+ 0.303K+01
0.146K+02+ 0.155E+01
0.614E+01+ 0.709E+00
0.195K+01+ 0.342E+00
0.423K+00+ 0.142E+00

0.2141
0.2192
0.2244
0.2296
0.2708
0.2760
0.2812
0.2915
0.3121
0.3431
0.3843
0.4359

various data sets extends outside the overlap regions in
any particular kinematical varia e.

~ ~ e

ence a full lo a
analysis using an order-o, , Drell- Yan formalism is needed
to confirm that the trends seen exceed the normalization
errors quoted by the various experiments.

Scaling forms of the cross section versus rapidity an
x& are presented in Tables VIII and IX, respectively. The
ensemble of Drell- Yan data now available combined wit
the world data on deep-inelastic scattering should allow
a more precise determination o t p

~ ~

e arton distributions
in hadrons. 32

we compare here the scaling form

0
(10)de dzF

'th the results of Smith et al. 'g.ls~ In Fi . 12,versus 7. , wi e
ith et al.our data ten s o ed t be lower than those of Smi

d inThe same behavior was also notedas 7 increases. e same
grata tobl' t' s when comparmg our a a

f . s d 8 d' t al. 2 Figure 13 shows
ur revious pu ica ion

those offIto e$ aL an a ier e a.
s 7. bins, where the linearthe z' distributions for various ~r ms, w e

h fI' t. The full statistical power of t escale amplifies t e e ec . e
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FIG. 17. Production crass section times branchIng frac-
tion to lepton pairs or ef the three T S-states observed in t is

t The triangles correspond to electron data anexpenmen . e ria
t e &amon s omuh d d t muon data measured previous y wi
spectrometer.
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FIG. 16. The fit function used to extract T cross sections
supenmpose on e rad th aw mass spectrum af the twa data sets.
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TABLE IX. Scaling form of the dimuon cross section m d o./dm dx~ versus ~v. for bins of xp,
in units of nb GeV /nucleon.

0.1831
0.1897
0.1974
0.2038
0.2117
0.2188
0.2264
0.2338
0.2772
0.2847
0.2917
0.2994
0.3069
0.3201
0.3428
0.3741
0.3993

xF = —0.125

0.872E+01+ 0.322K+01
0.499E+01+ 0.121K+01
0.439E+01+ 0.102E+01
0.399E+01+ 0.839E+00
0.318E+01+ 0.565E+00
0.417E+01+ 0.784E+00
0.230E+01+ 0.312K+00
0.283E+01+ 0.312K+00
0.940K+00+ 0.141E+00
0.106E+01+ 0.163E+00
0.804E+00+ 0.144E+00
0.392E+00+ 0.827K—Ol

0.462E+00+ 0.102E+00
0.411K+00+ 0.587K—Ol
0.232E+00+ 0.446E—Ol
0.188E+00+ 0.485K—01

xF ———0.075

0.565K+01+ 0.119E+01
0.397E+01+ 0.609E+00
0.483E+Ol + 0.657E+00
0.287E+01+ 0.368E+00
0.377E+Ol + 0.460E+00
0.277E+01+ 0.284E+00
0.323K+01+ 0.275E+00
0.306E+01+ 0.223E+00
0.105E+01+ 0.112E+00
0.827E+00+ 0.887E—01
0.866E+00+ 0.980E—01
0.786E+00+ 0.103E+OO
0.640E+00+ 0.102E+00
0.477K+00+ 0.455K —01
0.337E+00+ 0.396E—01
0.131E+00+ 0.292E—01
0.704E—01+ 0.268E—01

0.1825
0.1897
0.1969
0.2041
0.2116
0.2192
0.2264
0.2336
0.2773
0.2844
0.2917
0.2987
0.3064
0.3199
0.3430
0.3760
0.4044

xF = —0.025

0.660E+01+ 0.995E+00
0.712K+01+ 0.922K+00
0.413E+01+ 0.439E+00
0.456E+01+ Q.482K+00
0.444E+01+ 0.391E+00
0.418E+01+ 0.309E+00
0.322E+01+ 0.208E+00
0.328K+01+ 0.197E+00
0.127E+01+ 0.103E+00
0.118E+01+0.101E+00
0.786K+00+ 0.727E—01
0.810K+00+ 0.809E—01
0.689K+00+ 0.772 E—01
0.594K+00+ 0.422 E—01
0.351E+00+ 0.316E—01
0.141E+00+ 0.255E—01
0.764E—01+ 0.222E —01

x F = 0.025

0 720E+01+ 0 894E+00
0.722E+01+ 0.861K+00
0 580E+01+ 0 638E+00
0.439E+01+ 0.360F+00
0.414E+01+ 0.282E+00
0.319E+01+ 0.192E+00
0.331E+01+ 0.199E+OO
0.297E+01+ 0.178E+00
0.120E+01+ 0.856E—01
0.987E+00+ 0.781E—01
0.784E+00+ 0.683E—01
0.833E+00+ 0.735E—01
0.761E+00+ 0.702E—01
0.624 E+00+ 0.387E—01
0.294E+00+ 0.239E—01
0.184E+00+ 0.240E—01
0.830E—01+ 0.192E—01

0.1824
0.1896
0.1970
0.2045
0.2116
0.2188
0.2262
0.2333
0.2770
0.2845
0.2915
0.2992
0.3064
0.3199
0.3433
0.3729
0.4010
0.4367

xF = 0.075

0.853E+01+ 0.124E+01
0.726K+01+ 0.891E+OQ
0.470E+01+ 0.492E+00
0.575K+01+ 0.419E+00
0.414K+01+ 0.249E+00
0.376E+01+ 0.226E+00
0.335E+01+ 0.201K+00
0.324E+01+ 0.195E+00
0.138E+01+ 0.100K+00
0.118E+01+0.917E—01
0.107E+01+ 0.844K—Ol
0.884E+00+ 0.777K—01
0.779E+00+ 0.750K—01
0.600E+00+ 0.372E—01
0.388E+QO+ 0.267K—Ol
0.190K+00+ 0.207E—01
0.925E—01+ 0.180K—01
0.519K—01+ 0.144E—01

xF = 0.125

0.505E+Ol+ 0.102E+01
0.807K+01+ 0.161E+01
0.608E+01+ 0.100E+01
0.490E+01+ 0.383E+00
0.366E+01+ 0.237E+00
0.346E+01+ 0.216E+00
0.341E+01+ 0.205E+00
0.323E+01+ 0.194E+00
0.139E+01+ 0.107K+00
0.120E+01+ 0.986K—01
0.114E+01+ 0.998E—01
0.806E+00+ 0.779E—01
0.799E+00+ 0.801E—01
0.639E+00+ 0.413E—01
0.338E+00+ 0.260K—01
0.191E+00+ 0,209E—01
0.108E+00+ 0.169E—01
0.333E—01+ 0.106E—01
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TABLE IX. (Continued ).

0.2045
0.2120
0.2189
0.2260
0.2334
0.2771
0.2843
0.2915
0.2988
0.3064
0.3198
0.3450
0.3737
0.4054
0.4347

xF = 0.175

0.393E+01+ 0.873K+00
0.339E+01+ 0.465E+00
0.374K+01+ 0.419K+00
0.269E+01+ 0.271K+00
0.281K+01+ 0.261E+00
0.137K+01+ 0.142K+00
0.114K+01+ 0.120E+00
0.876E+00+ 0.958E—01
0.980K+00+ 0.110K+00
0.752E+00+ 0.885E—01
0.642E+00+ 0.469E—01
0.295E+00+ 0.266K—01
0.205E+00+ 0.255K—01
0.114E+00+ 0.207E—01
0.486E—01+ 0.131E—01

xy = 0.225

0.310K+01+ 0.112E+01
0.103K+01+ 0.203E+00
0.104K+01+ 0.167E+00
0.886K+00+ 0.147E+00
0.848E+00+ 0.139E+00
0.783K+00+ 0.124E+00
0.569K+00+ 0.583E—01
0.356E+00+ 0.355K—01
0.225K+00+ 0.279E—01
0.909E—01+ 0.196E—01
0.425K —01+ 0.128E—01

xF = 0.275

0.2998
0.3062
0.3205
0.3461
0.3731
0.4027
0.4318

0.946E+00+ 0.371E+00
0.532E+00+ 0.175E+00
0.370E+00+ 0.742E—01
0.258E+00+ 0.413E—01
0.144E+00+ 0.307E—01
0.122E+00+ 0.276E—01
0.364E—01+ 0.138E—01

2.4) 2.
(D

C3
1.6

1.2

0.8
II
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O
CD
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I
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I
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x
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0psilons

FIG. 18. The T to continuum ratio R defined by Eq. (12),
and the relative yield of T' to T and T" to T. The triangles
correspond to electron data (Ref. 37) and the diamonds to
muon data (Ref. 38) measured previously with this spectrom-
eter.

O.
I

2.
I

3. 4.

p, (Gev)

FIG. 19. y~ distribution for the sum of the three T's. The
solid curve is a fit to the data, the dashed curve gives the
shape of the continuum dimuons under the resonances (see
text).
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TABLE X. Invariant dimuon cross section (Ed 0/d p) evaluated at 2:~=0.1 as described in the
text, in units of pb/GeV nucleon. The T continuum subtraction is described in Sec. IV C2.

pg (G

0.10
0.30
0.50
0.70
0.90
1.10
1.30
1.50
1.70
1.90
2.10
2.30
2.50
2.70

s(GeV) 7—8

0.785E+00+ 0.115E+00
0.973K+00+ 0.861E-01
0.825K+00+ 0.616K-01
0.805K+00+ 0.570E-01
0.569K+00+ 0.422E-01
0.537K+00+ 0.447K-01
0.388K+00+ 0.390K-01
0.312K+00+ 0.380K-01
0.229E+00+ 0.373E-01
0.136K+00+ 0.307K-01
0.137K+00+ 0.433E-o1

8—9

0.333E+00+ 0.333E+00
0.439E+00+ 0.439K+00
0.368E+00+ 0.368E+00
0.370K+00+ 0.370E+00
0.259E+00+ 0.259E+00
0.224E+00+ 0.224K+00
0.180E+00+ 0.180E+00
0.131E+00+0.131E+00
0.875E-01+ 0.875K-01
0.713K-01+ 0.713E-01
0.482E-01+ 0.482E-01
0.272E-01+ 0.272E-01
0.217E-01+ o.217E-01
0.184E-01+ 0.184E-01

pg(Ge

0.10
0.30
0.50
0.70
0.90
1.10
1.30
1.50
1.70
1.90
2.10
2.30
2.50
2.70
2.90
3.10
3.30
3.50
3.90

ss (GeU) T
(continuum subtracted)

0.182K+00+ 0.114K-01
0.217E+00+ 0.846E-02
0.190K+00+ 0.637E-02
0.178K+00+ 0.528E-02
0.164K+00+ 0.463E-02
0.138K+00+ 0.403E-02
0.106E+00+ 0.340E-02
0.909E-01+ 0.325E-02
0.661K-01+ 0.280E-02
0.591K-01+ 0.284E-02
0.414K-01+ 0.249E-02
0.309K-01+ 0.238E-02
0.262E-01+ 0.254E-02
0.182E-01+ 0.245E-02
0.876K-02+ 0.180E-02
0.134E-01+ 0.330E-02
0.400E-02+ 0.127E-02
0.482E-02+ 0.201E-02
0.247K-02+ 0.139E-02

10.5—11.5

0.701E-01+ 0.701E-01
0.784E-01+ 0.784E-01
0.712K-01+ 0.712E-01
0.624E-01+ 0.624E-01
0.503E-01+ 0.503E-01
0.390E-01+ 0.390E-01
0.312K-01+ 0.312E-01
0.234E-01+ 0.234E-01
0.147E-01+ 0.147E-01
0.131E-01+ 0.131E-01
o.7o5E-02+ o.7o5E-o2
0.5ooE-02+ o.5ao E-o2
0.459E-02+ 0.459E-02
0.330E-02+ 0.330E-02
0.215E-02+ 0.215E-02
0.159E-02+ a.159E-o2

2. j, distributions

Invariant cross sections versus pq are presented in
Fig. 14 and Table X for several mass intervals and for
the zp interval (—0.1, 0.2). These were obtained by inte-
grating the cross section over the indicated mass interval
using the formula

in Eq. (9). The fit parameters and average transverse
momentum (p, ) are given in Table XI. Figure 15 shows

(pq) together with results from other experimentsss as
a function of +s. The observed increase of (pq) with
~s is consistent with perturbative @CD calculations. s

In the perturbative calculation, the increased transverse
momentum occurs through higher-order gluon Compton
scattering and gluon bremsstrahlung diagrams.

(
d3o 2E d~ cr

cP p 7l~s dpi' dz~

The curve superimposed on each distribution of Fig.
14 is a At to the data points using the function given

C. T' cross sections

1. a~ dependence

To study the z~ dependence of the r cross section,
the raw data were divided into several z~ bins and the



43 DIMUON PRODUCTION IN PROTON-COPPER COLLISIONS AT. . . 2833

p( (G
0.10
0.30
0.50
0.70
0.90
1.10-
1.30
1.50
1.70
1.90
2.10
2.30
2.50
2.70
2.90
3.10
3.30
3.50

(GeV)

TABLE X. (Continued. )

11.5-13.5

0.508K-01+ 0.642E-02
0.679K-01+ 0.479K-02
0.646E-01+ 0.387E-02
0.492E-01+ 0.263E-02
0.417E-01+ 0.219E-02
0.323E-01+ 0.176E-02
0.247E-01+ 0.146E-02
0.194E-01+ 0.119E-02
0.137K-01+ 0.976E-03
0.866E-02+ 0.731E-03
0.679K-02+ 0.636K-03
0.440E-02+ 0.550E-03
0.334K-02+ 0.483K-03
0.262E-02+ 0.420K-03
0.165E-02+ 0.330K-03
0.120K-02+ 0.284E-03
0.111E-02+ 0.298E-03
0.654E-03+ 0.243K-03

13.5—18.0

0.240K-01+ 0.240E-01
0.206K-01+ 0.206E-01
0.188K-01+ 0.188E-01
0.171E-01+0.171E-01
0.973E-02+ o.973E-02
0.107E-01+ 0.107E-01
0.791E-02+ 0.791E-02
0.605E-02+ 0.605E-02
0.350E-02+ 0.350E-02
0.194E-02+ 0.194E-02
0.200E-02+ 0.200E-02
0.136E-02+ 0.136E-02
0.136E-02+ 0.136K-02
0.600E-03+ 0.600E-03
0.435E-03+ o.4s5E-03

resulting mass spectrum was then At with the sum of four
functions representing the Drell-Yan yield and the three
T yields. Figure 16 presents the overall At superimposed
on the raw mass spectra of our two data sets.

Figure 17 and Table XII show the production cross sec-
tion times branching ratio to muon pairs, Bder/dz~, for
each of the T near z~ ——0. The ratios of the correspond-
ing cross sections, T'/T and T"/T, are shown in Fig. 18
and Table XIII together with the T to continuum ratio
deAned3' as

B(V ~ I+1 ) (do/dzy )(pN ~ VX)
(d2o/drn dz~)(pN ~ 1+t X)

~

1

These same quantities have previously been measured
with the E605 spectrometer for both dielectron and

dimuon events and are shown in the corresponding
plots. In general, there is agreement among the three
measurements with this spectrometer. The second error
shown in Tables XII and XIII is an estimate of the sys-
tematic error introduced by the subtraction of the con-
tinuum fit from the resonance data.

It is interesting to observe that Bdo/dz~ in Fig. 17
seems to be independent of z~ in the range shown, in con-
trast with the continuum cross section that has a positive
slope near z~ ——0, as shown in Fig. 13. If T production
is realized through the strong interaction of quarks and
gluons, isospin symmetry of the color force would imply
that the T production cross section should be symmet-
ric about z~ ——0 in p-N collisions whereas the electro-
magnetic nature of the fundamental interaction in the
Drell-Yan process leads to a forward asymmetry in p-N
reactions.

TABLE XI. Parameters of the dimuon p~ distribution fit for the functional form A/[1 +
(pq/po) ] . Note that the mean transverse momentum (p~) is almost mass independent (excluding
the T s). A continuum subtraction was made in the T region as explained in the text.

Mass range
(GeV)

7—8
8—9
T

10.5-11.5
11.5-13.5
13.5—18.0

A
(pb/GeV )

0.964+0.045
0.436+0.010
0.219+0.004
0.082+0.003
0.067+0.002
0.021+0.001

PO

(GeV)

3.221+0.124
3.141+0.050
3.715+0.041
3.048+0.044
3.074+0.O43

2.951+0.081

(p~)
(GeV)

1.385+0.053
1.351+0.021
1.598+0.017
1.311+0.019
l.322+0.018
1.269+0.035
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TAB I.E XII. Upsilon production cross section times
dimuon branching ratio (Bdo/dx~) versus xy, in pb/nucleon.
The first error is statistical and the second error is an estimate
of the systematic error due to the fitting procedure.

TABI E XIII. Relative production ratios of T' to T and
T" to T, versus x~. R is the T to dimuon continuum ratio
defined in the text (R has the units GeV). The first error is
statistical and the second error is an estimate of the system-
atic error due to the fitting procedure.

Resonance

—0.125
—0.075
—0.025

0.025
0.075
0.125
0.175
0.225

—0.125
—0.075
—0.025

0.025
0.075
0.125
0.175
0.225

-0.125
—0.075
—0.025

0.025
0.075
0.125
0.175
0.225

Bdrr/dx~

2.745 + 0.115+ 0.482
2.966 + 0.085 + 0.325
2.959 + 0.067+ 0.242
3.105 + G.064 + 0.239
2.879+ 0.061 + 0.243
2.892+ 0.070 + 0.287
3.011+0.108 + 0.390
2.514+ 0.292 + 1.242

0.708+ 0.047 + 0.218
0.811 + 0.038+ 0.138
0.859 + 0.032 + 0.140
0.859 + Q.030 + 0.144
0.761 + 0.028 + 0.132
0.795 + 0.033 + 0.157
0.814 + 0.047 + 0.197
0.66G + 0.094 + 0.433

0.369 + 0.034 + 0.115
0.304 + 0.022 + 0.111
0.368 + 0.020 + 0.072
0.454 + 0.021 + 0.096
0.388 + 0.019 + 0.095
0.405 + 0.023 + 0.123
0.463 + 0.035 + 0.146
0.253 + 0.045 + 0.225

—0.125
—0.075
—0.025

0.025
0.075
0.125
0.175
0.225

-0.125
-0.075
-0.025
0.025
0.075
0.125
0.175
0.225

-0.125
—Q.075
-0.025

Q.Q25
0.075
0.125
0.175
0.225

Ratio

0.248 + 0.020 + 0.027
0.271 + 0.015 + 0.012
0.288 + Q.013 + 0.020
0.277 + 0.011 + 0.023
0.265 + 0.011 + 0.021
0.275+ 0.013 + 0.024
0.270 + 0.018 + 0.026
0.263 + 0.048 + 0.029

0.140 + 0.014 + 0.011
0.104 + 0.008 + 0.023
0.126 + 0.007 + 0.012
0.146 + 0.007 + 0.018
0.135 + 0.007 + 0.019
0.140 + 0.009 + 0.026
0.153 + 0.013 + 0.024
0.101 + 0.022 + 0.027

1.422 + 0.316 + 0.510
1.370 + 0.202 + 0.278
1.389 + 0.161 + 0.211
1.550 + 0.168 + 0.227
1.331 + 0.142+ 0.210
1.338 + 0.163 + 0.249
1.582 + 0.298 + 0.401
0.909 + 0.424 + 0.753

2. ~& di8tribution

The p& distribution for T's was extracted from data in
the mass ranges 9.36 & m & 9.54GeV (T), 9.92 & m &
10.12GeV (T'), and 10.26 & m & 10.48GeV (T"). The
x~ range considered was (—0.1, 0.2), and appropriate
continuum subtraction and acceptance corrections were
carried out at each T resonance. The results summed
over the three resonances are shown in Fig. 19 as an in-
variant cross section versus pq, along with a fit (solid
curve) of the same form as used for the continuum data.
The dashed curve shows the shape (po —3.1 GeV) of the
continuum pq distribution in the region of the T reso-
nances. The cross section and fit parameters are tabu-
lated together with the continuum results in Tables X
and XI. An increased yield of T states at large values
of p~, compared with continuum Drell-Yan dimuons, is
clear.

V. CONCLUSIONS

In summary, we have presented a high-statistics mea-
surement of dimuon production in proton-copper colli-
sions at ~s = 38.8GeV. A scaling form of the contin-
uum cross section was compared with an experiment at
~s = 27.4GeV. This comparison and others are con-
sistent with predicted perturbative QCD scale violation
eR'ects. The three lowest-lying T states were clearly re-
solved and the corresponding cross sections times branch-
ing ratios to muon pairs were measured. The pq and z~
distributions of T's are de'erent from those of the con-
tinuum, indicating diA'erent production mechanisms.
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