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We demonstrate how to parametrize the Cabibbo-Kobayashi-Maskawa (CKM) matrix in terms of
its eigenvalues and eigenvectors, generalizing a recent idea of Kielanowski’s. In this version we are
able to reproduce a symmetric CKM matrix with only two angles while predicting a range in the
amount of CP violation. The relation between this parametrization and the standard one is studied.
Some variations of this parametrization are worked out.

I. INTRODUCTION

In spite of the tremendous successes of the standard
model of strong and electroweak interactions, we do not
have any clue towards an understanding of its basic pa-
rameters. In the quark sector there are ten such arbitrary
parameters: six quark masses, three mixing angles, and a
CP-violating phase. It would be highly desirable to ob-
tain a deeper knowledge of the origin of as many of these
parameters as possible, and so a phenomenological study
of this sector is highly advocated.

The three mixing angles (8,,0,,0;) and CP-violating
phase & are incorporated into the quark sector of the
standard model via the Cabibbo-Kobayashi-Maskawa
(CKM) matrix. Among the several conventional parame-
trizations of the CKM matrix that exist, we shall consid-
er the one given in Ref. 1, which is

(§} 5,C5 5,353
V= |—5,¢, €,6,03—5,5:e® ¢,6,5;+5,c;e®| (1)
—35,3, C,5,C;+C,5;e"% 75,5, —¢,c,e™®

where ¢;=cos(8;) and 5;=sin(8;). By an appropriate
redefinition of the quark field phases, each of the angles
6; can be made to satisfy 0=6, < (7/2).

The quark fields are each defined up to a phase, allow-
ing us to rotate the phase & without any loss of generality.
Hence it becomes important to define a rephasing-
invariant CP-violating parameter. This was done by con-
sidering a combination of elements of ¥, in which the
number of incoming and outgoing up- and down-quark
fields are the same, so that rephasing of these fields can-
not alter the combination. Such a combination was given
in Ref. 2:

T =Im(t;0;5) =Im(V,, V57 5V %) . 2)

Unitarity of ¥ then implies that for the three-generation
case all possible ¢,,;5’s are related to each other. Conse-
quently there is only one independent CP-violating quan-
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tity J. Thus if any element of ¥ is zero, J vanishes and
there is no violation of CP in the quark sector. For exam-
ple, if 53=0 then ¥y vanishes, implying J=Im(t,3;5)
=0. Similarly, for 3,=0,V; =0=J=Im(t3,5)=0.
For 5, =0 the first generation completely decouples from
the others and there is again no CP violation. Hence in
the parametrization [Eq. (1)] the CP-violating phase can
be completely absorbed into a redefinition of quark fields
if any one of the mixing angles vanishes, leading to no CP
violation in the quark sector.

Recently a new parametrization of the CKM matrix in
terms of its eigenvalues and eigenvectors has been pro-
posed by Kielanowski.> The rephasing freedom of the
quark fields implies that two CKM matrices ¥ and V' are
physically equivalent provided

v=u,uvul, 3)
where U=diag(el¢‘,el¢2,el¢3) and Ui=diag(l,e'w‘,el¢2).
This freedom may be exploited to fix the eigenvalues of V'
such that tr¥ =0 and detV'=1.2 The eigenvectors may
be constructed in terms of three angles (/3,,3,,8;) and one
phase a. In this parametrization the phase a drops out of
the CKM matrix when 3;=0. However, unlike other pa-
rametrizations, the CP-violating quantity J does not van-
ish; rather it is given in terms of the other two angles 3,
and B,. In this case the CKM matrix is symmetric and is
completely determined by these two angles.

In this paper we generalize the latter parametrization
so that choosing ;=0 will yield a range of J values. In
our general parametrization we have, in addition to the
B; and a, the variables ¢, x, and y, which can be con-
tinuously varied using the above rephasing freedom. In
the observable results, these three new variables reduce to
x and =y —¢/3. For a particular choice of ¢, x, and
7, the CKM matrix is defined by B; and a. When ;=0
the phase a again drops out, yielding a two-angle param-
etrization of V. J depends not only on 3, and 3, but also
on the chosen values of the parameters. Different choices
of these parameters for the same value of 5 are not phys-
ically equivalent. We consider several variations of this
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generalized two-angle parametrization. In all cases we
relate the two parameters 3, and 3, to the parameters of
¥ and give the relations which correspond to the condi-
tion B3;=0. Since for a given x and I'" (in this parametriz-
ation) we can eliminate two parameters (3; and a) by
choosing ;=0, in all cases we get two constraint equa-
tions in terms of the variables 6, and & of V. Hence by
fixing two angles, ¥ and J are completely determined.

II. REPARAMETRIZATION OF THE CKM MATRIX

We will examine V, created from ¥ by rephasing as in
Eq. (3). The eigenvalues of V satisfy its characteristic
equation

A=k A+ kA —ky=0 @)
where k;=trV,k,=1[(tr¥V)?—tr(V?)], and k;=detV.
The unitarity of V gives k,=(trV)* detV=k}k;. The
unitarity of U, means that it drops out of tr¥ and detV,
J
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from Eq. (3). We then have

V=t (UP)=e""'7, +e' 7, +¢" 57, (5)
and

detV =det(UP)=¢" """ P ger 77 . 6)

Let tr¥V=xe'”, a general complex number with real pa-
rameters. The unitarity of V allows us to write
detV=e¢, a phase. Equation (4) then becomes

A —xe A2+ xe "TeltA—eit=0 . (7)
This can always be simplified by the transformations
A=e'*? Aand y =T +¢/3, to get

A —xeTA?+xe " TA—1=0. (8)

Choosing tr¥ =0 and detV=1 (as in Ref. 3) gives A*=1
from Eq. (4). After solving for the eigenvalues A, A,,
and A, the corresponding eigenvectors may be chosen as®

cy TS1€3 5153
= - i - j
W= |810 |, W= |€1Cyc3 78,8538 |, wy= | —cicys3s5c5e" 9)
518 c18,¢3tc,s5e' —cC5,83Fcyc e’

where ¢; =cos(B;) and s;=sin(3;). The reparametrized
CKM matrix may then be formed:

V=}»1w1®w41r +k2w2®w§ —i—)\2w3®w;r
=wAw' (10)
where W is the matrix of eigenvectors

W=(w, w, w;) (11)

and A=diag(A,A,,A;) is the diagonalized CKM matrix.
Again by an appropriate redefinition of the quark field
phases, each of the angles 3; can be made to satisfy
0=pB;=(7/2).

Then following this prescription for V, there is no need
to make the above choices for detV and tr¥. The most
general solution of Eq. (7) is easily obtained from Eq. (8)
by applying the standard solution to a cubic; the resulting
eigenvalues are

}\’1___ei¢/3[e—2ﬂ'i/3(A +B)1/3+e2m'/3(A —B )1/3+C] ,
}\.2=ei¢/3[627ri/3(A +B)1/3+e—2m'/3(A _B)1/3+C] ,

. 12
Ay=e'*[(4+B)*+(4—B)'*+C], 12
where

4= 27=9x2+2x e

54 ’
172
p— |27=18x?—x*+8x?cos(3T)
108 ’

and

[
T=y—¢/3. (13)

These eigenvalues are universal: they do not depend on
any of the B; or a, but only on the choices of ¢, x, and y.
Note that the factor e’#/3 is present in every eigenvalue,
and hence in every element of the CKM matrix. This
direct ¢ dependence will vanish in the observable results
(the magnitudes of the CKM matrix elements, and J)
leaving only x and T'. It is thus convenient to consider
detV=e® to be unconstrained, and to use
trV =xe!T1¢/3 a5 a quantity with two arbitrary vari-
ables, x and I'. We will follow this practice. The value of
trV =xe!T+¢/3 is constrained by Eq. (5). Freedom to
choose the ¢; allows I' to be any angle and puts the fol-
lowing limits on x:

x| <Py |+ Pyl +1P5] (14)

It is preferable to consider detV unconstrained, because if
detV is set to a particular value, a constraint is placed
upon the ¢;. This in turn restricts the range of x more
than in Eq. (14). For example, choosing trV to be real
(¥ =0) and detV to be one implies

1|V22|“|V33H5“711—X€i¢115“7223+|1733| , (15)

which reduces to the limits found in Ref. 3 when x =0.

We pause here to comment on the nature of the choice
of tr¥. Consider any two such choices, yielding eigenval-
ues {A,A,,A3}, and {A},A5, A%}, If we use the eigenbasis
[Eq. (9)] in each case then requiring the corresponding
CKM matrices ¥ and V' to be physically equivalent im-
plies from Eq. (3) that

trA =tV =te(W VWA") (16)

and so the J value and magnitudes of the elements of ¥V’
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will not be equivalent to those of V since wiUW is not a
diagonal phase matrix. Hence choosing 5;=0 for V is
not equivalent to choosing B;=0 for V’. Alternatively, if
A’'=UA where U is a diagonal phase matrix, then

v'=wuw'v (17)

|

0=sin(a)sin(B,)sin(28,)sin(2B,)sin(2B;)[ (A, —A)* Ay +(Ay—A3)*A, + (A3 —A,)*A,] .

An identical condition follows from setting |Vy;|=|V3,|
and also from setting |V 3|=1|V;;|; hence Eq. (18) is
necessary and sufficient for the CKM matrix to be magni-
tude symmetric. This condition is satisfied whenever any
two eigenvalues are equal, or when any one of the 3, is a
multiple of (77/2), or when a is a multiple of 7. By direct
calculation using Eq. (10) it is straightforward (but some-
what tedious) to show that each of these choices yields a
fully symmetric CKM matrix up to the phase equivalence
(3). Hence any magnitude symmetric CKM matrix is
phase equivalent to a fully symmetric CKM matrix,
dependent upon only three parameters.

In the sequel we shall take 3;=0 to obtain a generali-
zation of the two-angle CKM matrix of Ref. 3. Rather
J

Lei3(x —1—iV3+2x —x?), —1=x<3,
M=, —
! Le 3 (x—1—-Vx?—2x—3), x<—lorx23,
le®3(x —14+iV3+2x —x?), —1=<x<3,
A= ) —
2 %e’¢/3(x—1+\/x2—2x—3), x<—lorx=3,
}\-3=ei¢/3 .
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and so V' and V are not physically equivalent. In this
case requiring physical equivalence between ¥ and V' en-
tails the use of a different eigenbasis for each.

We close this section by examining the conditions
necessary for the CKM matrix to be magnitude sym-
metric. Setting |V ,|=|V,,| yields

(18)

than working with the eigenvalues (12) we shall work
with the parameters x and T'; setting x =0 will then
directly recover the results of Ref. 3.

III. EXAMPLES

We now go on to investigate how the J value and mag-
nitudes of the CKM matrix depend upon the choice of
tr¥. The most general expression one can write down is
extremely complicated and will not be reproduced here.
We shall proceed instead by considering various particu-
lar cases.

Consider first the choice tr¥ =xe¢/3(I'=0). Then the
solutions of Eq. (7) are

(19)

Note that, as discussed above, the factor e’#/3 will vanish in the magnitudes of the CKM matrix elements, and in J, so

the observable results are independent of detV. If all the eigenvalues are real except for a common phase then the prod-
uct V¥V, V1, V5 is real. Thus J=0 for x = —1 or x = 3. Unitarity of V implies that the only relevant range of x is
—1=x =3; we shall consider the case in which x varies over this entire range, although it is possible to adjust ¢ so that
x >0. We are interested in the case where ;=0 and a drops out. Then the magnitudes of the CKM matrix elements
are

Vi l=1v1—1sin(28)(3+2x —x?) ,
V12| = V5 | =1Lsin(2B)) cos(B,)V 3+2x —x2,
|V13|=|V31|=% Sin(2/31)sin(B2)\/3+2x —x?,

|Vl =1"1—1sin%(2B3,)(3—x)— L sin*(2B,) cos*(B,)(3+2x —x?) , 20
| Va3l =1V3,|=1sin(2B,)1/(3—x)— Lsin?(2B,)(3+2x —x?) ,
| V33l =1/1—15sin*(23,)(3—x)— Lsin*(2B,) sin*(B,)(3+2x —x?) ,
and J=Im(V | V,,V,V3 ) is
J = cos(2B;) sin*(2B,) sin*(23,)(34+2x —x?)*/% . 21

If we ignore experimental constraints, the maximum range of J that we can get by varying f8;, B, and x is
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—(V3/18)SJ <(V3/18).

To understand the implications of 8;=0 and any particular choice of x, we shall now relate the various angles and
the phase of parametrization (1) to those of our new parametrization (10), modulo the redundant phase transformation
(3). This is done by equating the modulus of four of the elements of the CKM matrix, for the two parametrizations (1)
and (10). For 3;=0 the relations are given by

cos(2B,)V'3+2x —x?

1—x

6, =arcsin[ 4 sin(2B3,)V'3+2x —x?], 6,=pB,, 6;=f, S=arctan (22)
The quadrant that 6 lies in may be determined by equating J for the two parametrizations (1) and (10). As per the dis-
cussion at the end of Sec. II, for any value of x the CKM matrix is symmetric and 6,=6; for 8;=0. Different choices
of x in this case imply different predictions of the CP violation. The fact that we are exploiting the rephasing freedom

to get different choices of x, but then predicting different values for the rephasing-invariant parameter J, follows from
the discussion at the end of Sec. II.

We use the experimental values of the magnitudes p=|V;/V,;| and J to set limits on f3;, B,, and x.
J=(2.8-6.9)X 1077 is obtained from Refs. 3 and 4. We take the total spread of the average results in Ref. 5 to get
p>=0.006-0.028. The source of all magnitudes but |V ;| is Ref. 6 (using the 20" best-estimate values); |V}, | is calculat-
ed from p and |V,;|. The experimental values of the magnitudes of the CKM matrix elements that we use are

0.9748-0.9761 0.2173-0.2230 0.003-0.010
0.2169-0.2226 0.9734-0.9752 0.039-0.062 | . (23)
0.004-0.020 0.037-0.060 0.9980-0.9992

First we solve for 3, using the magnitudes of the first-row elements of the CKM matrix. We then solve for 3, and x us-

ing the magnitudes of the first two rows, and our expressions for p* and J. We find that the ranges allowed by the data
are

B,=0.11-0.78, [3,=0.013-0.046, x=—0.9-1.3. (24)

For these magnitudes, Eq. (14) becomes |x | <2.9462-2.9505.
As a second example, we choose the case where tr¥V =e’(T 7%/3) (3 phase). Then the solutions of Eq. (7) are

A= —iei#/3e T2, kzzieiqs/se—ir/z, Ay=ei®/3eil 25)

As before, the factor e’®/* will vanish in the element magnitudes and in J. We are again interested in the case where
B3=0 and a drops out. Then the magnitudes of the CKM matrix elements are

Vi 1=lcos(2B)|, V5| =1V, |=sin(2B,)cos(B,), |V i3|=1¥3|=sin(2B,)sin(B,) ,

[V | =1"1—1sinX(2B,)—sin*(2B,) cos*(B,) + L cos(23,)sin*(23,)sin(3T) ,
22 2 2 2

(26)
| V31 =1V3,| =1 sin(2B,)1/2 —sin*(2B,)—2 cos(2B,) sin(3T) ,
|V331=1/1—1Lsin*(2B,) —sin*(2B3,) sin*(B,) + 1 cos(2/3,) sin*(23,) sin(3T) ,
[
and J=Im(V |V, VEV3 ) is
n¥2nVnba 2B, 05[315%,
0,=

J=1cos(2B,) sinX(2B,) sin2(2B,) cos(3T") . 27) Y le—28, T<p=T,
As above, if we ignore experimental constraints, the max- =B 0:=B, (28)
imum range of J that we can get by varying 8, 3,, and I’ 3 T T
is —(V3/18)<J <(V3/18). STt 0=Bi<,

The old parameters from Eq. (1) can be expressed in 6= 3 T o
. . T

terms of the new parameters, as described in the above 5F_7 e <p = 5

section. For this special case, the old parameters are
given in terms of the new parameters by Note that again, 6,=6; because the CKM matrix is sym-
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metric for B;=0, and the amount of CP violation can be
varied over a range by choosing I".

Note that, by the argument at the end of Sec. II, each
of the parametrizations (20) and (26) are equivalent up to
transformations of the form (3).

IV. DISCUSSION

The proposed reparametrization (10) of the CKM ma-
trix provides an interesting arena for testing new possible
flavor symmetries.

In this work above, we have chosen to consider detV
unconstrained and tr¥ =xe T *4/3 to depend on the pa-
rameters x and I'. Although the CKM matrix elements
depend on ¢, in the observable results it is only present
within I" and so can be ignored without loss of generality.
Our special cases represent only two simplifications of the
general eigenvalues (12).

Also in the above, we have followed Ref. 3 in setting
B3=0, for which the CKM matrix is symmetric. In this
case a drops out of the matrix elements, and hence from
their magnitudes and J as well. The same effect can be
achieved by setting any one of the 3; to be 0 or (7/2), by
setting =0, or by setting any two of the eigenvalues
equal to one another. However, setting 3; =0 puts some
of the elements (and hence their magnitudes, and J) to
zero. Symmetry of the CKM matrix and the matrix of
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magnitudes of its elements is related to the presence of q;
in a symmetric CKM matrix « either vanishes or may be
removed by a transformation of the form (3). Although
setting 3, =0 would not be a good choice, the other possi-
bilities could also have been used in our special cases.

We note that a CKM matrix with symmetric magni-
tudes is consistent with all present-day experimental
data.* Arbitrarily choosing detV and tr¥ to have some
definite values (as in Ref. 3) will yield a precise deter-
mination of B, and B,, leading to an accurate prediction
of p and J. Such predictions, however, are contingent
upon this choice. We have shown that the present
bounds on the various CKM angles in the new parame-
trization are in general rather poorly determined, even
when f3; is set to zero.

Note added. After completion of this work we received
a paper by Branco and Parada’ which reaches similar
conclusions to ours concerning Kielanowski’s parame-
trization and which also finds that p? and the CP-
violating parameter are constrained for a symmetric
CKM matrix.
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