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(Received 13 August 1990)

We have determined my,=79.91+£0.39 GeV/c? from an analysis of W—ev and W—puv data
from the Collider Detector at Fermilab in pp collisions at Vs =1.8 TeV. From this result and the
world-average Z mass, the weak mixing angle is determined to be sin*6,, =0.232+0.008. An upper
bound on the top-quark mass derived from this result is discussed.

I. INTRODUCTION

The unification of electromagnetic and weak interac-
tions! 73 is one of the most important landmarks in the
understanding of the fundamental nature of matter. The
masses of the intermediate vector bosons W and Z are
fundamental to the standard model. Their ratio yields a
measurement of the weak mixing parameter sin®0y,
which can be compared to determinations made using
other methods, thus testing the consistency of the model.

Measurements of the W and Z masses have come from
the CERN pp collider program.*> More recently, accu-
rate Z mass measurements made by the Collider Detector
at Fermilab® (CDF) and the SLAC Linear Collider’ (SLC)
have been surpassed by those at the CERN e "e ~ collider
LEP.*!!

We describe here a measurement of the W mass using
the CDF at the Tevatron. A large sample of W bosons
was recorded in an exposure of 4.4 pb~! of 1.8-TeV pp
collisions. The W mass is measured using both electron
and muon decays of the W.

In Sec. II we describe the CDF and the triggers used to
collect the W samples. The initial selections of the elec-
tron and muon data samples are outlined in Sec. III. The
detector calibration necessary for measuring the W mass
is detailed in Secs. IV and V. In Sec. VI the final selec-
tion criteria for the W mass samples are described. The
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procedure used to extract the W mass is described in Sec.
VII. The simulation of W decay and detection along with
the systematic uncertainties this introduces in the mass
measurement are detailed in Sec. VIII. The measurement
is summarized in Sec. IX, and the implications are dis-
cussed in Sec. X.

II. DETECTOR AND DATA COLLECTION

The CDF is a 5000-ton detector built to study pp col-
lisions.!?> A quarter section is shown in Fig. 1. The CDF
coordinate system defines the positive z axis along the
direction traveled by the protons. The y axis is vertically
upward and the x axis is radially outward from the center
of the Tevatron ring. The angles 8 and ¢ are the
usual polar and azimuthal angles. Pseudorapidity,
n=—Intan(68/2), is the polar angle variable appropriate
for longitudinal phase space. The solenoid provides a
magnetic field of 1.4116 T for magnetic analysis of
charged particles in the central region (40° <6 < 140°).
Calorimeter coverage extends to within 2° of the beam
line (2°<6< 178, —4.2<n<4.2).

A. Tracking detectors

A vertex time-projection chamber system'> (VTPC)
surrounds the beam pipe and extends *1.4 m along the
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FIG. 1. CDF as configured during the running. Closest to the interaction point (at the far left) are the VTPC’s, surrounded by the
CTC, the solenoid coil, central EM and hadron calorimeters, and the central muon chambers. To the right are forward gas calorime-

ters and muon toroids.
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FIG. 2. Event vertex distribution along the beam line for the
inclusive W decay to electron candidates. The distribution for
the inclusive W decay to muon candidates is similar. In the
final event sample, we require |z| <60 cm.

beam line from the interaction point. This chamber mea-
sures charged-particle tracks in the r-z plane to within
3.5° of the beam line. The interaction vertex of the pp
collisions is reconstructed with an rms resolution of 1
mm in the z direction. This vertex is used as the origin in
computing the transverse energy (E;=E sinf) deposited
in each calorimeter cell. The distribution in z of recon-
structed vertices in candidate W events is shown in Fig. 2
and is well described as a Gaussian of mean —1 cm and

554.00mm [.0.

2760.00mm 0.D.

FIG. 3. Layout of wires at the end of the central tracking
chamber (CTC) showing the grouping into nine superlayers and
the 45° Lorentz angle.
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FIG. 4. Energy deposited in CEM and CHA by muons from
J /¢ dimuon candidates. An invariant-mass plot for these can-
didates is shown in Fig. 11. The energy deposition is consistent
with that seen in test-beam studies.

width 31 cm. This spread in vertices reflects the convolu-
tion of the proton and antiproton bunches in the collider.

The central tracking chamber'* (CTC) surrounds the
VTPC. The CTC was designed to measure charged-
particle tracks in the r-¢ plane to determine their curva-
ture in the magnetic field and thus their momenta. The
CTC has 84 layers of wires grouped together in nine “su-
perlayers” (see Fig. 3). The nine superlayers are subdi-
vided into measurement cells. Five superlayers have 12
sense wires per cell, parallel to the beam direction. These
axial layers are used for the primary determination of the
track curvature. In the other four superlayers, each cell
has six sense wires with a 3° stereo angle to provide infor-
mation necessary to determine the polar angle of the
tracks. The cells in all superlayers are tilted at a 45° an-
gle with respect to the radial direction to compensate for
the Lorentz angle of electron drift in the magnetic field.
This allows the electrons to drift azimuthally (in the ideal
case), simplifying the time-to-distance relationship.

The rms momentum resolution of the CTC is
Spr/pr=0.0020p, (py in GeV/c) for isolated tracks.
The addition of a requirement that a track intersect the
beam at the beam position point (beam constraint) ex-
tends the effective tracking radius / from 1 to 1.3 m,
thereby improving the effective resolution (which scales
as 1/B1%) to 8py/pr=0.0011p;. Complete tracking in-
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formation is only available for 40° < 6 < 140°. Tracks out-
side this angular region do not pass through all layers of
the chamber and consequently have a poorer momentum
resolution.

Muon chambers!® are located behind the central
calorimeters at a radius of 3.47 m. There are approxi-
mately five hadronic absorption lengths of material be-
tween the muon chambers and the interaction point. The
chambers cover the rapidity region |n|<0.63 (56°<6
< 124°). There is a gap between neighboring chambers at
the boundary at =0 of about 7=0.05. A 2.4° gap in ¢
between adjacent 15° calirometer sections also is not
covered. The four layers of drift cells in a muon chamber
provide three-dimensional reconstruction of tracks via
single-hit time-to-digital converters (TDC’s) in the trans-
verse direction and charge division in the longitudinal
direction. A drift resolution of 250 um (¢) and a
charge-division resolution of 1.2 mm (z) are determined
from cosmic-ray studies.

Figure 4 shows the distribution of energy deposited in
the central calorimeter by muons from candidate J /v de-
cays. This distribution is similar to that obtained in a
57-GeV/c muon test beam. The average energy deposit-
ed is 0.3 GeV in the electromagnetic calorimeter (CEM)
and 2.0 GeV in the hadronic calorimeter (CHA).

LEAD
SCINTILLATOR
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B. Calorimeters

The CDF has three calorimeter systems: central, plug,
and forward (see Fig. 1). The central (—1.1<y<1.1)
system is made up of lead-scintillator shower counters
(CEM) followed by an iron-scintillator hadron calorime-
ter. The active elements of the calorimeters outside the
central region are gas-proportional chambers with
cathode pad readout. The plug electromagnetic and ha-
dronic calorimeters cover 1.1<|y|<2.4, and the for-
ward electromagnetic and hadronic calorimeters cover
2.2< |yl <4.2.

The central electromagnetic calorimeter!$ (CEM) is
used to measure the energy of the decay electron in the W
decays in this analysis. It consists of 31 layers of poly-
styrene scintillator interleaved with 30 layers of lead ab-
sorber. Including the outer chamber wall, magnet coil,
and the calorimeter itself, there are 19 radiation lengths
of material. The central calorimeter is composed of 15°
wedges in ¢ (see Fig. 5). Light from the scintillators is
read out through wavelength shifters on both sides of a
wedge in projective slices (cells) of the caloirmeter that
cover 0.1 units of i per cell. Proportional chambers with
fine-grained (1.5-cm spacing) strip and wire readout are
located at a depth of 6 radiation lengths. The positions of

YA

LIGHT
GUIDES

WAVE SHIFTER
SHEETS

FIG. 5. Cutaway view of a central electromagnetic calorimeter module. The wavelength shifters collect the light from the layers
of scintillators and indicate the cell structure in 7. Each wedge subtends 15°in ¢.
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electron showers are measured with 3-mm accuracy with
these chambers.

The energy scale used in triggering for each of the 478
CEM cells was defined by 50-GeV electrons in a test
beam and has been maintained by !*’Cs sources.!” All six
CDF calorimeter systems are used to the infer the trans-
verse energy of the neutrino coming from W decay. Each
of these calorimeters used calibrations derived from stud-
ies in test beams with electrons and pions. We have
checked the gas electromagnetic calorimeter energy
scales with electrons from W and Z decay. The hadron
calorimeters’ response was checked with jet data.'® In
addition, we have studied the overall calorimeter perfor-
mance in minimum-bias events, i.e., data taken with a
minimal interaction trigger (see below). The detector
response to these events should be similar to the response
to the underlying event (the cylindrically symmetric com-
ponent of the particles other than the W itself) in W pro-
duction events.

C. Trigger

The interaction rate during the running at the Teva-
tron collider was 10° times higher than the CDF data-
recording capability. To reduce the interaction rate to a
rate that could be written to tape, we used a four-level
trigger system.!” A description of the triggers relevant to
the collection of W candidates follows.

The lowest level of the triggering scheme, level-O,
selected inelastic collisions by requiring that time-of-
flight counters on either side of the interaction region (see
Fig. 1) be hit in coincidence. This is the minimum-bias
trigger. This trigger decision was available in time to in-
hibit data taking during the next beam crossing, 3.5 us
later.

The level-1 decision was made within the 7 us allowed
by level-0. If the event failed in level-1, the front-end
electronics were reset in time for the second crossing
after the initial level-O decision.

The level-1 calorimeter trigger system'® computed the
energy flow in both the electromagnetic and hadronic
compartments of the calorimeter. For W electron candi-
dates, all events were required to have at least 6 GeV in a
single trigger cell of the central electromagnetic calorime-
ter. A trigger cell combines two cells of the central
calorimeter in the same wedge and is therefore 0.2 in 7 by
15° in ¢.

The level-1 muon trigger used hits from the muon
TDC’s to identify high p; track ‘“‘stubs” in the muon
chambers. The trigger imposed a cut on the time
difference |t,—1,| or |t;—1t,| (see Fig. 6) between two ra-
dially aligned wires in a muon tower, where ¢; is the drift
time to the ith wire in a muon tower.?® This restricted
the maximum allowed angle of a track with respect to an
infinite-momentum track emanating from the pp vertex
and thus applied a cut on the p; of the track. Multiple
scattering softens the trigger threshold in track pr. Ap-
proximately two-thirds of the data set used in this
analysis was gathered with a p; threshold of 3 GeV/c,
while the other third, taken early in the run, had a
threshold of 5 GeV/c. A measurement of the trigger

F. ABE et al. 4
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efficiency using cosmic rays shows that the efficiency for
muon track finding in level-1 in either case is above 90%
and is independent of p, for tracks with transverse
momentum greater than 15 GeV/c (see Fig. 7). Either
wire pair of each muon tower can generate a level-1
trigger.

In level-2, both the electron and muon triggers (as well
as other triggers) used two-dimensional tracks found by
the central fast tracker (CFT), a hardware track proces-
sor’! which used fast timing information from the CTC
to detect high-transverse-momentum tracks. The track
finder analyzed prompt hits from the axial sense wires of
the CTC to identify tracks by comparing the hits in the
CTC to predetermined hit patterns for the range of trans-
verse momenta allowed by the CFT trigger threshold.
The processor covered the p;, range from 2.5 to 15
GeV/c with a momentum resolution of 8p;/p%=3.5%
(where pr is in GeV/c). The list of tracks found was
presented to the rest of the CDF trigger system for use in

1.0 F
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FIG. 7. Efficiency of the muon level-1 trigger as a function of
track pr. The efficiencies for both the 3 (X ) and 5 GeV/c (O)
thresholds are plotted. The solid and dashed lines show predic-
tions which include multiple scattering for the 3- and 5-GeV/c
thresholds, respectively, but not the loss due to § rays (Ref. 46).
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level-2 decisions. The level-2 muon selection imposed a
nominal 6-GeV/c threshold for tracks. The efficiency for
finding tracks above 25 GeV/c was 98%, independent of
track density in the event (see Fig. 8).

The level-2 trigger selected central electrons if (1) a
cluster of transverse energy (see Ref. 22) was found with
12 GeV or more, (2) a track found by the CFT, with nom-
inal threshold pr>6 GeV/c, pointed toward the wedge
containing the cluster, and (3) less than 12.5% of the en-
ergy in the cluster was in the hadron compartments. By
studying events passing other triggers, we found this
trigger to be 98% efficient for W electrons. Comparisons
of this trigger to lower-threshold electron triggers re-
vealed that it was fully efficient for transverse energy
above 15 GeV.2>2* In this analysis we will only study
electrons with E;>25 GeV.

The level-2 muon trigger®® matched the list of tracks
found by the CFT to stubs found by the muon level-1
trigger using lookup tables which took into account mul-
tiple scattering. These tables were stored in read-only
memory (RAM). The p; and ¢ for CFT tracks which
had a match were then passed to the rest of the level-2
trigger system.

The data sample used in the muon analysis was select-
ed by requiring only a match between a stub in a muon
tower and a CFT track. No calorimeter information was
used.

A level-3 trigger system?® was also implemented during
the running period. This consisted of a ‘“farm” of 60
Motorola 68020 processors. All of the data for each
event were available for each trigger decision. Because of
the constraints on execution time per event, we used
streamlined versions of the complete CDF reconstruction
code.

The level-3 electron filter required that the electron
cluster that was identified in level-2 have at least 12 GeV
as reconstructed in software.?’” The filter also required
that the fast reconstruction find a track of at least 6
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FIG. 8. CFT efficiency as a function of track pr. The solid
line is the nominal efficiency for the threshold used. The plotted
points are the trigger efficiency for muon level-2 (CFT con-
volved with an assumed matching efficiency to the muon
chambers of 100%) from muon data.
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GeV/c associated with the cluster.

The fast, two-dimensional track reconstruction algo-
rithm determined the p; and ¢ of tracks at the radius of
the muon chambers. Tracks above the level-3 p thresh-
old of 9 GeV/c were matched to stubs identified by the
muon level-1 trigger electronics within a 5° window in ¢.
If no match was found, the event was rejected.

D. Data collection

We collected the data used in this analysis over a 12-
month period. The peak machine luminosity grew to
over 2X10%* cm™2s™!. The overall trigger rate was lim-
ited to 1-2 Hz by the speed with which we could transfer
data to tape. The average event record contained 120
kbytes of information. Our final 4.4-pb ™! sample consists
of 4X 10° events recorded on 5500 magnetic tapes. The
muon sample contains only 3.9 pb~! because of a mal-
function of the muon trigger during the early part of the
run.

III. EVENT SELECTION

In this section we describe the selection criteria used to
obtain the initial data samples used in determining the W
mass. W and Z decays are the primary source of charged
leptons with transverse momenta above 20 GeV. Fur-
thermore, the neutrino from W decay escapes the detec-
tor, producing an apparent transverse-energy-flow imbal-
ance. We isolate W decays by looking for high-
transverse-momentum electrons with large missing ener-
gy or by looking for muons.

A. Electron event selection

We base our electron event selection on the missing-
transverse-energy (E;) signature for W-—sev decays.
The neutrino transverse energy is determined by measur-
ing the net transverse energy imbalance in an event. We
do this by constructing the vector

Er=3 Erf;, (1
i

where the sum is over all cells of the calorimeter and the
i, are two-dimensional unit vectors pointing from the
event vertex to the cell centers. The neutrino (vector)
transverse energy is then given by E;=—E,. Because
the low- quadrupole magnets obscure part of the for-
ward hadron calorimeter, the sum in Eq. (1) is limited to
those cells with || <3.6. To be included in the sum, in-
dividual cell energies (not transverse energies) must
exceed detector-dependent energy thresholds. These
thresholds are 100 MeV in the central electromagnetic
and hadronic cells, 300 MeV in the plug electromagnetic
calorimeter, 500 MeV in the plug hadronic and forward
electromagnetic calorimeters, and 800 MeV in the for-
ward hadron calorimeter.

We reconstruct the calorimeter transverse energy in
data events and require (1) that |E;| be greater than 20
GeV. We further require (2) that the E; significance
(S=|E;|/v 3 E7) be greater than 2.4 GeV'/2, which is
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a cut of more than 40 in minimum-bias events which
should be azimuthally symmetric. Here the 3 E refers
to the scalar sum of all transverse energy observed in the
event using the above tower thresholds and 7 range. This
cut helps eliminate poorly measured jet events. It is
essentially irrelevant for the clean W —ev topology (see
Fig. 9). We select electrons by requiring (3) that the
events have one or more clusters of energy with E
greater than 15 GeV. Our (jet) clustering algorithm
starts with a single calorimeter seed cell with E, greater
than 3 GeV. It then adds all cells within a cone of 0.7
[opening angle=(An*+ A¢?)!/?] having energy greater
than 0.1 GeV, computing the energy weighted centroid of
the cluster. The procedure iterates (starting with the
cone centroid rather than the seed cell) grouping energy
inside a cone of 0.7 until the centroid stabilizes. Further
details can be found in Ref. 28. We also require (4) that
the leading (highest E) cluster has at least 5% of its en-
ergy in the electromagnetic calorimeter; this avoids un-
physical events with all the energy deposited in the had-
ron calorimeter. Finally, we require (5) that there be no
cluster with E;=>5.0 GeV opposite the leading one,
within 30° of azimuth. This reduces the residual dijet
background. Even when mismeasured, dijet events gen-
erally leave some jet activity opposite the leading cluster
of energy.

These requirements give a factor of 60 reduction from
our initial data sample; we are left with 65000 events
from 4.4 pb~!. A Monte Carlo estimate shows that this
procedure has an 80% efficiency for selecting W candi-
dates that leave an electron in the central detector.?

To isolate a clean W sample from the inclusive £ data
sample described above, we make additional require-
ments on the electron. These requirements are as follows.
We require (6) that the highest-energy cluster, which cor-
responds to the electron, be located in the central detec-
tor (|n] <1.0), (7) that the fraction of the cluster energy
in the electromagnetic compartment be greater than
85%, and (8) that a track of momentum p point at the
cluster with E /p <2, where E is the energy of the cluster.
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FIG. 9. E; significance (described in the text) for a sample of
dijet events (dotted histogram) and our W sample (solid histo-
gram). The normalization of the dijet sample is arbitrary.
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An inclusive central W electron sample of 3350 events
remains after these requirements are met.

B. Muon event selection

Our first pass selection of muon candidates cuts only
on quantities associated with the muon. The same fast,
two-dimensional track-reconstruction algorithm used in
the level-3 trigger is used to select events containing a
track with transverse momentum above 20 GeV/c.
These events are then completely reconstructed, and
events containing a muon with p; =20 GeV/c that de-
posited less than 2 GeV of energy in the electromagnetic
calorimeter and less than 6 GeV in the hadronic calorim-
eter are kept for further analysis. These requirements re-
sult in a sample of 10385 events. Selection requirements
for the final mass samples will be discussed in Sec. V1.

IV. CHARGED-LEPTON
MEASUREMENT CALIBRATIONS

A. Muons

The most important calibration for W decays to muons
is that of the central tracking chamber. It is there that
we measure the muon p;. Calibration of the muon
chambers themselves enters only in our ability to match
tracks in the muon chamber with the extrapolated CTC
track. We first discuss calibration of the muon chambers
and readout electronics before taking up calibration of
the tracking chamber.

Calibration of the muon chambers is straightforward.
The relative timing between channels is determined by
pulsing the sense wires. The global timing is fixed by
comparing the earliest hit distribution with the beam-
beam crossing time. The drift velocity is monitored by
comparing the drift-time differences between alternate
layer sense wires which are offset by 2 mm. The charge
division coordinate is calibrated using signals from *>Fe
sources located inside the chambers. Survey information
is used to fix the muon chamber positions relative to the
beam interaction region. Finally, the matching of CTC
tracks to muon stubs serves as an overall check. Figure
10 shows the distribution of differences of extrapolated
CTC tracks and muon stubs. The distribution is con-
sistent with multiple scattering.

Calibration of the CTC begins with pulsers used to
determine relative timing between channels. The deter-
mination of timing offsets, drift parameters, and a beam
position is performed on a run-by-run basis. We deter-
mine the chamber alignment parameters by using
charged-particle tracks in minimum-bias events. The tilt-
ed geometry of the drift-chamber cells means that each
track provides a measurement of the drift-time relation-
ship. These calibration constants are calculated on line
and are available for the first pass reconstruction. Hav-
ing reconstructed tracks with this alignment, we find
average axial residuals of 180 um and average stereo re-
siduals of 225 um. The beam center is determined with
5-um accuracy for a (typical) 50-um beam size.

Remaining tracking chamber distortions fall into two
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FIG. 10. Match between the CTC track extrapolated to the
lowest wire plane of the muon chambers and the muon chamber

track at that point (R-¢ plane). X =0 is defined to be the mid-
point of the muon chambers in the calorimeter wedge.

categories: (1) overall magnification due, for example, to
mechanical loading and (2) azimuthal misalignments. An
overall dilatation of the chamber is equivalent to an error
in the magnetic-field strength. The nominal wire loca-
tions are surveyed with a precision of 50 um, and the ab-
solute magnetic field is mapped to +0.05%. We check
for residual chamber dilatations using samples of J /¢
and Y dimuons (see Fig. 11). Compared to the Particle
Data Group (PDG) values,>® both the J /¢ mass and the
Y mass are correctly determined, 3.0963+0.0005 (CDF)
versus 3.0969+0.0001 (PDG) and 9.457+0.005 (CDF)
versus 9.4603+0.0002 GeV/c? (PDG), respectively.
Muon transverse momenta in these samples are typically
5-6 GeV/c. We conclude that the tracking chamber
momentum scale is known to at least 0.1%, averaged
over charges.

The other concern is azimuthal alignment errors which
can effect the chamber’s resolution at high momenta by
leading to charge-dependent sagitta errors of the type

1__1 —i—i (et,ut), (2)
p ptrue A

1 1 1 -

—=———— (e ,u), (3)
p ptrue A ‘LL

where A is a false momentum. By comparing average
energy-to-momentum ratios {E/p) for electrons and
positrons, we get

1__ 1 B
A (E)++(E)_(<E/P>+ (E/p)_). @)

By equalizing { E /p ) for electrons and positrons and re-
quiring that they emanate from a common beam spot, we
determine 166 wire-layer azimuth offsets (one for each
wire layer at each end of the chamber less two overall
phases). The sign-dependent shifts are 3% before the
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FIG. 11. (a) Invariant-mass distribution of a sample of J /¢
dimuons and (b) a sample of Y dimuons which we use as a check
of the tracking chambers’s momentum scale. From the agree-
ment between the CDF measured masses and the world-average
masses, we conclude that the tracking chamber is absolutely
calibrated to 0.1%. The curves correspond to a Gaussian-plus-
second-order-polynomial background fit to the data with the
width a free parameter.

alignment correction for a 35-GeV/c track and are less
than 0.2% after. Such a shift has a negligible effect on
the statistically charge-symmetric samples of the size be-
ing considered. We also correct for the effect of gravity
on the chamber wires. We use cosmic rays, which pro-
vide apparent tracks of equal momenta but opposite
charge, to verify the alignment. Figure 12 shows the im-
provement in curvature matching of cosmic-ray branches
after the alignment. The alignment does not change the
scale; it only improves the resolution at high momentum.
When the beam position is included in the track fit, the
chamber resolution is 8pr/pr=0.0011p; (pr in GeV/c)
or about 1.3 GeV/c for the 35-GeV/c tracks typical of W
decay leptons.

As a check of the tracking chamber calibration, we
compare the Z mass we measure® with our Z°—pu*u™
sample to the world average, which is dominated by the
LEP measurements. Our result is m,(puu)=90.7110.45
GeV/c?. The PDG average®* is m;=91.161+0.031
GeV/c? These are in good agreement.
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FIG. 12. Difference in curvature between the incoming and
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of equal, but opposite signed curvature. The solid (dotted) his-
togram shows the matching after (before) chamber alignment.
The matching is normalized to the curvature uncertainties and
thus should have mean 0.0 and o 1.0. The residual charge
asymmetry corresponds to an 0.3% difference in momentum for
a 35-GeV/c track.

B. Electron calibration

Having verified the momentum scale of the CTC, we
use it to determine the energy scale of the calorimeter.
Electron showers in the central calorimeter may span
several calorimeter cells in a single wedge. For a cluster
(as found by our algorithm) to expand beyond one cell, a
neighboring cell must have more than 100 MeV of Er.
We use the two highest-energy adjacent cells of the elec-
tromagnetic calorimeter to compute an electron energy.
A response map for each cell, determined in the test
beam,’! gives a correction based on the shower position
measured by the strip chambers. This correction ac-
counts for light attenuation, the effect of cracks, and
transverse shower leakage, and is accurate to =1% over
the fiducial area we use, defined below.

Calorimeter cell-to-cell variations can lead to offsets of
the form

E;=Eq .(1+¢) . (5)

Here the offsets € are common to electrons and positrons.
We equalize the gains in individual calorimeter cells us-
ing a sample of inclusive electrons with E;x > 15 GeV. In
order to select the sample of inclusive electrons, we re-
quire the fraction of the electron candidate’s energy leak-
ing into the hadron calorimeter compared to the energy
in the electromagnetic calorimeter be less than 0.04, the
energy sharing among cells in the cluster be consistent
with that observed in the test beam, the shower profile
seen in the strip chamber be consistent with test-beam
showers (Y?/Npg < 10 for 9 degrees of freedom in each
view), and the CTC track and shower positions match
within 8x <1 cm and 8z sin6 <8 mm. These distribu-
tions are shown for the electrons from the W sample in
Fig. 13; no selection on these variables was made for this
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sample. We further require 0.7 <E /p = 1.3 (see Fig. 14),
and the pulse-height ratio of wires to strips of the strip
chamber be within 40% of the nominal. This results in
the selection of 17000 electron candidates, about 35 per
tower. The selection is not highly restrictive, leaving
about 4% background. This background can shift the
mean E /p, but it influences all cells similarly. The result-
ing relative cell gains have an average statistical accuracy
of 1.7%. Figure 15 shows a distribution of the ratio of
individual cell gains to those derived from test-beam cali-
brations.

The overall scale factor for the CEM energy comes
from a comparison of E /p for W electrons to a predic-
tion that includes radiative effects. The W sample pro-
vides a pure (>99%) sample of electrons. The calibra-
tion relies on the comparison of the measurement of the
electron’s energy in the calorimeter to the measurement
of the electron’s momentum in the tracking chamber. It
is independent of the electron’s kinematic distribution ex-
cept for small calorimeter nonlinearities which will be
discussed in Sec. X. We use the same fiducial region for
both the calibration data and W mass data. We require
that the centroid of the strip chamber shower associated
with the electron be more than 1.5° away from central
wedge boundaries, 12 cm from the calorimeter module
separation at 90°, and 45 cm away from the central-plug
boundary of the calorimeter. The average energy does
not match the average momentum exactly, as high-
energy electrons radiate in the detector, lowering the ob-
served momentum. The W decay may also have associat-
ed internal radiation. While the calorimeter measures
most of the radiated photon energy, the tracking
chamber measures only the momentum of the charged
track. Thus we expect E /p =1 on average.

We fit the peak of the E /p distribution (see Fig. 16) to
a Gaussian. Events in windows centered on the peak are
fit using a log-likelihood method. A typical window is
0.90<E/p<1.12. For our selection of windows, the
simulation predicts shifts in the central value of the fit of
less than 1% due to radiation. This technique is statisti-
cally more favorable and less sensitive to uncertainty in
material than that of Ref. 6.

The size of the radiative tail is predicted from the nom-
inal amount of material in the detector, or alternatively,
it can be used as an empirical measure of the material.
The radiative tail in the data is quantified as the mean
E /p for all electrons with E/p <1.4. The simulation
predicts that this mean should be shifted by about 3%. A
comparison of the peak shift and truncated mean shift in
the simulated sample to the data indicates that the radia-
tive tail in the simulation is a bit too large. For our final
estimate of the material in the detector causing external
radiation, we combine the material as accounted for in
the simulation weighted by its uncertainty with an empir-
ical determination from the radiative tail with its statisti-
cal uncertainty. The nominal peak shift of 0.94% pre-
dicted by the amount of material in the radiative simula-
tion is reduced to 0.87%. The shift of the peak is as-
signed a systematic error of 0.10%, reflecting this uncer-
tainty in material. Additional systematic uncertainty due
to sensitivity to choice of fitting window, resolution, and
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FIG. 13. Six different variables we use in the inclusive electron. The arrow in each figure shows the cut in each variable. We do

not use these quantities to select the W mass sample.

LSHR [in (b)] is the sum over the neighboring electron cells:

> [E;(obs)—E;(pred)]/o. The predictions, along with their uncertainties o, come from test-beam measurements. We use distribu-
tions like these to determine the efficiency of these cuts when applied in other analysis (Refs. 23, 24, and 41).

data selection is 0.11%. The statistical uncertainty for
this sample of 1700 W electron candidates is 0.16%.
Thus we are left with an overall systematic uncertainty
on the energy scale of

(0. 1O(ztracking)-l_o' 16(Zstat)+0' 102

(material

)+O' 1l(zsyst))l/2 (6)

=0.24% .

We consider one further complication. Some of the en-
ergy from the event underlying the W ends up in the
same cell(s) as the electron being measured. We estimate
this to be 50 MeV in each electromagnetic cell. This en-
ergy is included in the calibration. This definition creates
a negligible nonlinearity (3X 107#) in comparing W’s to
Z’s.

We can check the calorimeter calibration by compar-
ing the Z mass we measure in the calorimeter to that in
the world average. Our calorimeter result from Ref. 6 is
mz(ee)=91.12+0.52 GeV/c?. If scaled up by 1.0028 for
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FIG. 14. E /P distribution for 17000 inclusive electrons
which we use to determine cell-to-cell relative normalization in
the central electromagnetic calorimeter.
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FIG. 15. (a) Cell-to-cell factors applied to the nominal test-
beam gains maintained using sources. There is an overall shift
of 1.7% in the average calibration of the calorimeter with a
spread of 2.5%. (b) Statistical uncertainty on setting each of the
cells. The average setting uncertainty of the individual cells is
1.7%.

the new energy scale used in this analysis, the value com-
pares well with the PDG value®® of 91.161+0.031
GeV/c?.

V. NEUTRINO ENERGY CORRECTIONS

We use minimum-bias events taken during the course
of normal data taking to study the E, response. There
are overall offsets in E+ due to residual pedestal and noise
problems of —250+40 MeV in x and 100£40 MeV in y
in the projections of the E, of these events as shown in
Fig. 17. We correct for these average shifts in the recon-
struction of the W events. The resolution in E; can be
approximated by a constant times the square root of the
total scalar E; observed in the event (see Fig. 18):

172

o(E,,)=(0.47+0.03 GeV'’?) [2 E; (7)

This relationship applies before multiplicative corrections
discussed below. Our model of W production consists, in
part, of an uncorrelated underlying event that behaves
similarly.

When measuring E in an event with a charged lepton,
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FIG. 17. (a) x projection of E; for 340000 minimum-bias
events. (b) y projection.
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FIG. 18. Dependence of S=Ey/( 3 Er)'/?, a neutrino-
resolution variable, on the total scalar E, observed in the event.
This plot shows that the constant of proportionality between E,
and (3 Er)'? is 0.47 GeV'/? over the range of 3 E; covered
by the W decay candidates (see Fig. 27). The residual 3 Eg
dependence of S has negligible effect on the W mass.

move only that tower from the computation of E,. We
then define ¥ to be the E of the event with the lepton
effects nominally removed. The neutrino transverse
momentum is then reconstructed as

v=H—p; , (8)

where [ refers to e or p.

There are three additional corrections to be made. (1)
Studies of the amount of energy deposited in central
calorimeter cells away from the charged lepton in W
events show that, for the 100-MeV single-tower energy
threshold, an average of 202 MeV per cell of underlying
event energy is lost in removing a cell. We correct ¥ ap-
propriately for electron and muon events. (2) In electron
events, we find an average of 260120 MeV of excess ener-
gy in the surrounding cells. This is consistent with expec-
tations from transverse electron shower leakage. We par-
tially correct ¥ for this leakage and constrain the Monte
Carlo model (see Sec. VIII) to reproduce its component
along the charged-lepton direction (#;). Systematic un-
certainties associated with these procedures are quite im-
portant since an error in ¥ directly effects the W mass.
We study these systematics by comparing the projections
of ¥ (#, and #,) parallel and perpendiuclar to the
charged-lepton direction. (3) The response of the
calorimeter to low-energy hadrons has been measured.'®
The calorimeter response to charged particles is shown as
a function of momentum in Fig. 19. In order to compen-
sate for calorimeter nonlinearities, we multiply ¥ by a
factor kJ=1.4. Associated systematics will be discussed
in Secs. VIII and IX.

2081

1.50

T

1.25 |
1.00

AU

0.75

E./ P,
H
by

0.50

0.25

TN |
10°

Cooad

PR |
100 10!
P, (GeV/c)

FIG. 19. Ratio of the energy observed in the combined ha-
dronic and electromagnetic calorimeter using nominal test-
beam calibrations compared to the track momentum for isolat-
ed charged pions. The response at low energies is depressed.
The fragmentation of jets (into charged and neutral hadrons) is
such that this falloff in response results in an undermeasurement
of jet energies by a factor of approximately 1.4 for low-energy
(30-GeV) jets.

0.00

VI. W MASS SAMPLE

The final samples for mass measurement involve fur-
ther selections. For both samples, we require each lepton
pr (electron or muon and reconstructed neutrino) to be
above 25 GeV/c. This reduces background with little
loss to the mass information. To maintain calorimeter
Hermeticity, we eliminate events with interaction vertices
greater than 60 cm away from z=0. The calorimeter
measurement of £, is a major component of the overall
resolution. We restrict ourselves to more accurately mea-
sured, relatively clean events by requiring no calorimeter
transverse-energy cluster, other than the one including
the electron, above 7 GeV (before applying k2). The dis-
tribution of cluster transverse energies for the electron
sample is shown in Fig. 20. An alternative to this jet cut
is discussed in Sec. IX.

The electron sample is restricted to the fiducial area
used in determining the energy scale. The E /p ratio
must be less than 1.4. Only one track may point to the
electron seed tower. To remove mismeasured Z—ee
events, no other track with p;>15 GeV/c may be
present. The events that fail this cut are consistent with
Z —ee. Finally, we reject events in which the electron is
part of a possible photon conversion pair, identified by ei-
ther a soft opposite-sign track accompanying the electron
or the absence of at least half the expected hits in the
VTPC. Most of the detector material causing conver-
sions is located at the outer radius of the VITPC. The
conversion filter removes 3% of the events in the sample.
This is consistent with no background, as the study of
conversion candidates from regions with little or no ma-
terial finds an accidental rejection of 3—4 %.

The muon sample is further refined by requiring no
more than 3.5 GeV combined electromagnetic and ha-
dronic energy be observed in the struck calorimeter tower
(see Fig. 4). The muon track in the CTC is required to
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FIG. 20. Jet pr (raw cluster) spectrum associated with W
candidates. Attempting to measure extra partons (responsible
for such jets) degrades the neutrino resolution. We remove all
W candidates with associated jets above 7 GeV/c of py. Our jet
clustering threshold is about 5 GeV; the spike at O represents W
events where no jet cluster is found.

match the primary vertex of the event. The distance dx
between the extrapolated CTC track and the muon stub
is computed, and the requirement |dx|<1.5 cm is im-
posed as shown in Fig. 10. To reduce punchthrough
background, the dijet cut as applied to the electron sam-
ple is applied to the muon sample (no cluster above 5
GeV within 30° back to back in ¢ with the muon). As in
the electron sample, we reduce the background from
Z — 1l by allowing no other track with p; greater than 15
GeV/c. This also eliminates the background from cosmic
rays arriving in time with a pp collision. Additional
cosmic rays are removed by rejecting events with a track
of pr greater than 10 GeV/c within 3° in ¢ of the direc-
tion opposite the muon or with a second muon stub con-
sistent with a cosmic ray. The final samples contain 1130
electron candidates and 592 muon candidates.

VII. FITTING PROCEDURES

Unlike the measurement of the Z° mass, which is done
by comparing the data to an analytic form, the measure-
ment of the W mass relies on the comparison of the data
to Monte Carlo line shapes for various kinematic quanti-
ties of the charged-lepton—neutrino system. We infer the
neutrino py from the transverse-energy imbalance we ob-
serve in the detector; we cannot measure the longitudinal
momentum of the neutrino. The Monte Carlo predic-
tions include the physics of W decays as well as a simula-
tion of detector response. We vary the W mass (and
width) hypothesis in the simulation and compare the re-
sults to the data.

While the electron, muon, and neutrino p; spectra
from W decay display a Jacobian edge, it is smeared both
by the poorly determined p; of the parent W and by
detector resolution. By combining the inferred measure-
ment of the neutrino p; with the charged lepton p, we
limit the sensitivity of our measurement to the p; of the
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W. We use the transverse mass of the charged-
lepton—neutrino system to determine the W mass:

mp={2ptpy[1—cos(¢'—¢*)1}1/*, )

where [ labels the transverse momentum and azimuth of
the electron or muon, and v refers to the reconstructed
neutrino. This is the three-dimensional analogue of the
product of four-vectors that gives the invariant mass.
The transverse-mass distribution for our final data sam-
ples is shown in Fig. 21. The upper edge of the
transverse-mass distribution is kinematically constrained
by the W mass and, thus, provides most of the informa-
tion in the fits. The loss of energy into longitudinal
motion can only reduce the observed transverse mass.
We also study the charged-lepton and neutrino py spec-
tra as a check of the details of our model.

We determine the mass of the W by fitting the trans-
verse mass to Monte Carlo predictions with my, and Iy,
as parameters, or with ', constrained to 2.1 GeV, the
value predicted by the standard model. The Monte Carlo
model will be discussed in detail in Sec. VIII. We gen-
erate predictions for my, p}, and p} for masses m, be-
tween 77.8 and 82.3 GeV/c? in steps of 0.5 GeV/c? and
widths ', between 0.375 and 2.25 GeV in steps of 0.375
GeV and between 2.25 and 6.0 GeV in steps of 0.75 GeV.
Roughly 10° W decays go into the prediction of the line
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dashes is the range of transverse mass used in the fit. (b)
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shape for each mass-width combination. We store the
distributions in 1-GeV/c? intervals of transverse mass,
giving an mjy (or pk,p}) probability distribution,
P(my,Ty).

There is a sensitivity to a correlation of the fluctuations
of a relatively small sample the size of the data samples,
1130 and 592 events, and the larger Monte Carlo samples
used for each value of mass and width in the fitting grid.
This would be reflected in a fitting uncertainty of about
100 MeV/c?. We reduce the effect of these fluctuations
by smoothing the line shapes as follows. We parametrize
the contours in my, at constant m and I', by a second-
degree polynomial. These contours are plotted in Fig. 22
for Ty, =2.25 GeV/c. After this smoothing, there is a re-
sidual uncertainty of 50 MeV/c? which persists even
when fitting very large Monte Carlo samples. We thus
assign a 50-MeV/c? uncertainty due to the characteristics
of the fitter.

We compare the simulated line shapes to the data us-
ing an event-by-event likelihood. We maximize the likeli-
hood function

L:H [Pz(mW7FW)] )
InL =3 In[P;(my,Ty)],

(10)

as a function of mass and width with the MINUIT optimi-
zation package.’?> The product and sum extend over all
events in our fitting range (65 <my <94 GeV/c?). Al-
though we generate line shapes at discrete masses and
widths, we interpolate in both directions to generate a
prediction for any mass and width. Several methods of
interpolation (bilinear, polynomial, bicubic, and bicubic
spline®®) give the same results. For our final results we
use the bicubic spline, which consists of successive one-
dimensional interpolations. At each of the four grid
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FIG. 22. Raw relative probability surface as a function of
my and mg for 'y, =2.25 GeV/c. The contours at constant
my are then parametrized by second-degree polynomials.
Masses are given in units of GeV/c2.
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FIG. 23. Likelihood contours in mass and width showing the
correlation between the mass and width. The electron sample is
shown.

points surrounding the desired mass-width point, we
specify the probability P, the derivative in each direction,
dP/dmy, and dP/dT'y, and the cross derivative
3%P /d3m Al y,. We determine the derivatives at the grid
points with one-dimensional splines. We then use a cubic
polynomial to find an interpolated value. This provides a
continuous prediction in my, and T'y,.

Once we have the line shape for a given mass and
width, we compute the probability P;(my,,T"y,) that any
individual event comes from this distribution by doing a
linear interpolation between the nearest stored probabili-
ties. A cubic spline interpolation gives identical results.
We fit only the shape of the distribution and not the num-
ber of events. The statistical uncertainty will be further
discussed in Sec. IX.

Figure 23 shows the coupling between the fit mass and
width. MINUIT reports a 20-40 % correlation between
these parameters. The detector resolution and fit width
are highly correlated, which implies a correlation be-
tween the mass and detector resolution. This motivates
the need to understood the detector resolution in making
Monte Carlo predictions.

VIII. UNDERLYING EVENT MODEL
AND ITS SYSTEMATICS

We adopt a model for W production and detector
response. We attempt to include in the model sufficient
degrees of freedom to reflect the uncertainties in W pro-
duction and detector response. These degrees of freedom
are the parton distribution functions, the W p distribu-
tion for the sample, the lepton measurement resolution,
the underlying event uncorrelated fluctuations, the p -
dependent calorimeter response and resolution for recoil
energy to the W p,, and the net balance of transverse-
energy flow parallel to the lepton direction, which in-
cludes lepton subtraction effects. For each of these
effects, we determine what constraints may be applied to
them from the data and the consequent limits on their
contributions to systematic uncertainties in the W mass.
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FIG. 24. Predicted m distribution for several choices of
parton distribution functions. The solid line is MRS-B (Ref.
38), the dashed DFLM-2 (Ref. 37), the dotted DO-1 (Ref. 36),
and the dot-dashed EHLQ-1 (Ref. 35).

The choice of fit range will be motivated by these sys-
tematic considerations and by the background considera-
tions discussed in Sec. IX.

The Monte Carlo program generates W decays to lep-
tons from the lowest-order QCD production process:

9—->W . (11
The program includes the W polarization in the decay:
W—lv. (12)

The simulation begins by generating the W rapidity,
mass, and polarization distributions for the mass my,
width I',, and parton density being simulated. The par-
ton density distributions are discussed in Sec. VIII A.
The rapidity distribution reflects the parton distribution
functions used to model the initial pp collision. The mass
distribution reflects the convolution of the parton lumi-
nosities with an approximate®* relativistic Breit-Wigner
line shape:

dN s

~ . (13)
dmy,  (s—m3)?+s T3 /m3,

We model only that part of the Breit-Wigner line shape
that is within seven widths (I"j,) of each nominal mass.
We include the polarization distribution to model W *’s
coming from u quarks in the antiproton (or W™ ’s from &

quarks in the proton) which have the opposite helicity of
the more plentiful W*’s coming from u quarks in the
proton. Rapidity y;, mass m;, and polarization P; are
chosen for the W from these distributions by rejection.
The decay angle (6f) of the lepton (e or u), in the
rest frame of the W, is generated according to a
(14 P;cos@¥)? distribution. Finally, a random lepton de-
cay azimuth ¢; is generated. The lepton and neutrino
four-vectors in the laboratory are calculated from
m;, y;, 0F, and ¢,.

The event vertex, the geometry of the detectors, the
detector resolution, and the finite p; of the W are simu-
lated next. A z vertex is chosen from a Gaussian distri-
bution of rms 30 cm truncated at £60 cm (see Fig. 2).
We propagate the boosted charged lepton from the vertex
to the detector where the fiducial cuts are simulated. The
rapidity cuts play a role in determining the detailed shape
of the Jacobian peak.

We smear the lepton momentum with the appropriate
resolution function. To obtain the reconstructed neutri-
no, the resolution of the calorimeter and its momentum-
dependant response to the recoil of the W transverse
momentum are modeled and an uncorrelated background
event is added. The resolution parameters as well as the
pr of the W are discussed in Sec. VIIIC. We offset # in
the Monte Carlo program to match the data, as is dis-
cussed in Sec. VIII B. We finally require p+>25 GeV/c
and p7 =25 GeV/c as is done with the data sample.

We study the change in fit mass from variations of the
model by fitting Monte Carlo samples generated ap-
propriately.

A. Parton distribution functions

Several reasonable choices of parton distribution func-
tions are used to simulate W production. We test
Eichten-Hinchliffe-Lane-Quigg set 13° (EHLQ-1), Duke-
Owens sets 1 and 2°° (DO-1, DO-2), Diemoz-Ferroni-
Longi-Martinelli sets 1-3* (DFLM-1, DFLM-2,
DFLM-3), Martin-Roberts-Stirling set B (MRS-B), and
MRS-E (Ref. 38) as a sample of the different possible as-
sumptions we could make. We make MRS-B our stan-
dard choice. The differences between it and the other
newer parton distribution functions (MRS-E and
DFLM1-3) are small; these functions have been tuned
more recently, expressly for the purpose of studying
weak-boson production at the colliders.>®

Varying the assumed structure of the proton varies the

TABLE 1. Comparison of mass fit values for various choices of lower cutoff of the fit range. The
upper cutoff is 94 GeV/c?. All masses listed are in units of GeV/c2 Monte Carlo samples are fit using
a grid generated with the MRS-B parton distribution.

Lower cutoff MRS-B EHLQ-1 DO-1 DFLM-2
55 GeV 80.01+0.03 79.924+0.03 80.07+0.03 79.94+0.03
60 GeV 80.02+0.03 79.9440.03 80.06+0.03 79.961+0.03
65 GeV (nominal) 80.01+0.03 79.941+0.04 80.00+0.03 79.94+0.04
70 GeV 80.03+0.04 79.93+0.04 79.95+0.04 79.94+0.04




TABLE II. Comparison of mass fit to Monte Carlo samples
using different parton distribution functions (PDF’s) for the
nominal fit range 65-94 GeV/c2. All masses listed are in units
of GeV/c2. The fitting grid used the MRS-B parton distribu-
tion.

PDF choice Monte Carlo
MRS-B (nominal) 80.01+0.03
MRS-E 80.0010.03
DFLM-1 79.96+0.03
DFLM-2 79.94+0.04
DFLM-3 79.97+0.03
DO-1 80.00+0.03
DO-2 79.99+0.03
EHLQI1 79.94+0.04

W longitudinal-momentum distribution. Figure 24 shows
how the transverse-mass prediction varies with choice of
parton distribution functions.

One Monte Carlo sample (with my;,=80.0 GeV/c?) is
generated for each of the parton distributions tested. The
overall model is otherwise fixed. We then fit these sam-
ples with our standard line shapes which use the MRS-B
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parton distribution set to give the values in Tables I and
II.

Table I shows that for most parton distribution func-
tions the mass is insensitive to the choice of lower cutoff.
We choose 65 GeV/c? to limit our sensitivity to the
choice of parton distribution function and to reduce fur-
ther the potential background in our fits (see Sec. IX B).
The largest deviation from the input mass is 60 MeV/c2.
We take 60 MeV/c? as an estimate of the uncertainty due
to parton distribution functions.

B. Parallel balance

The distributions of the projections of the background
event energy parallel and perpendiular to the charged
lepton, #, and #,, are shown in Fig. 25. The offset after
subtraction of the lepton energy (as described above) is
—76%115 MeV for the electron sample and —115+150
MeV for the muon sample. These offsets are consistent
with the expectations from the dijet requirement, which
preferentially removes events with energy opposite the
charged lepton. We match the average # j in the model
to the data. This procedure also accounts for possible
imperfections in the lepton removal. Figure 26 shows
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FIG. 25. Projection of the underlying event Fr onto the charged-lepton direction (#) (a) for electron events and (b) for muon
events. The curves are the prediction of the model. The projection of the underlying event E; perpendicular to the charged-lepton
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putation. The x axis gives the minimum m ¢ used; the maximum
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data over the range 50-94 GeV/c?, giving slightly lower (40-
MeV) average ¥

that the offset depends on the range of m included in its
determination. The trend of the offset with m, is well
reproduced by the model. To allow for possible systemat-
ic error, we assume that only events with m;>70
GeV/c? influence the result; using only these events, the
statistical matching accuracies become 150 and 215 MeV
for the electron and muon samples. We note that to
prevent possible pathological events from biasing the re-
sult, the offsets are computed using a +10-GeV window
about # =0 and that the statistical uncertainties corre-
spond to the truncated distributions (see Fig. 25). The
statistical accuracy of the #; match corresponds to un-
certainties in mass of 170 and 240 MeV/c? for the elec-
tron and muon samples, respectively.

C. Resolution and pTW

Several parameters in the model used in the Monte
Carlo simulation contribute to the overall resolution.
These are the lepton resolution, the underlying event
resolution, the response and resolution in measuring the
recoil to the W pr, and the assumed input p}’ distribu-
tion. We use other data to constrain all the parameters
except the input p/ distribution, adjusting the latter to
obtain internal consistency with the observed W data.
We determine each ‘uncertainty by varying the parameter
within its constraints with all other parameters fixed. Al-
though there are correlations (redundancy) among the
parameters, we conservatively take the uncertainties to
be independent. This part of the model has been tuned
on the higher statistics W electron sample, and the result-
ing uncertainty (except for the charged-lepton resolu-
tions) is common to both electron and muon samples.

Electron energy resolution was determined in test-
beam studies to vary as 13.5%/V E; (E; in GeV).
There is an additional contribution of (2.0£0.5)% aris-
ing from cell-to-cell setting (1.7%) as well as systematic
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variations in mapping the response versus position and
possible time variation. For a typical electron p; of 35
GeV/c, the constant term contribution is substantial.
Varying the constant term by +0.5% gives rise to a 70-
MeV variation in fit mass. This variation is quite conser-
vative, changing the typical electron energy resolution of
2.9% from 2.6% to 3.3%.

For muons, the resolution is described by
dpr/p7r=0.0011py (py in GeV/c), Gaussian in 1/p;.
From the width of the E /p distribution (see Fig. 16) and
the allowed variation in electron resolution, the tracking
resolution is known to +10%. If we vary this resolution
by 10%, we obtain an 80-MeV/c? shift in fit mass for the
muon sample.

We now turn to the uncorrelated underlying event; the
recoil energy will be treated next. We assume that the
characteristic azimuthally symmetric £ of this contribu-
tion should be similar to that of minimum-bias events,
shown in Fig. 18. In the Monte Carlo simulation, the to-
tal E; of an event is selected according to the observed
distribution (Fig. 27), which has been corrected event by
event for the E associated with the W recoil momentum.
We take this associated E; to be 1.4 times the nominally
reconstructed p}" in order to reflect the angular spread in
the energy flow, which is enhanced by the magnetic field.
Varying this multiplier from 1.2 to 1.8 changes the fit
mass by 20 MeV/c2. Models with a correlation put in be-
tween the background event total E; and p}? give no sys-
tematic shift in the mass. The added contribution (in
GeV) per transverse component, taken from minimum-
bias events, is given an rms of (0.47+0.03)VE (Ey in
GeV). The uncertainty corresponds to a mass variation
of 90 MeV/c>.

High-p; W’s are balanced by recoil energy in the form
of jets. The actual recoil energy observed is lower be-
cause of the response in the calorimeter. For jets with a
raw cluster energy of 20 GeV, the energy scale is
depressed by a factor of 1.4.!% Response to the 3-5-GeV
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FIG. 27. Transverse energy observed accompanying the elec-
tron in W decay candidate events, corrected for the E; associat-
ed with the W transverse momentum. This distribution is used
as an input to the detector model of the neutrino resolution.
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FIG. 28. Degradation factor k, used in our model to simu-
late the effect of calorimeter nonlinearities and magnetic sweep-
ing on the energy flow underlying W’s. Above 30 GeV/c we use
a constant factor of 1.4 to account for calorimeter nonlineari-
ties. The extrapolation to lower p; is constrained by the mea-
surement of the hadronic recoil in dilepton decays of Z’s (see
also Fig. 29). The dotted lines indicate the constraint from the
Z data.

recoil energy more typical of these W samples should be
further depressed by magnetic sweeping and trapping.
Charged particles with transverse momentum below 400
MeV/c will curl up in the magnetic field and not reach
the central calorimeter.

The energy response of the calorimeter to the recoil en-
ergy is modeled by taking the observed nominal energy
imbalance E} to be given by p¥ /k,, where k, is a piece-
wise continuous linear function of p} as shown in Fig.
28. The parameters describing the response function at

Events per GeV/c

Illllllll
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FIG. 29. Dilepton p,, observed in Z events compared to our
model’s prediction (solid line). The inset shows the 7-§ coordi-
nate system. Since the leptons tend to be back to back, p, is
largely determined by track angles. To the extent that the W
and Z py distributions should be the same at low p this shows
that our model includes an appropriate W p;. The dotted lines

show the relatively normalized predictions for 1o variations of
k.
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low values of p# can be obtained from the study of
transverse-momentum balance in Z events. We study the
pr balance along the lepton bisector azimuthal projection
P, (see Fig. 29). We assume that k, is linear between O
and 30 GeV/c in actual p} and obtain a value of
k,=2.3+0.3 at p//=0. For p} of 30 GeV/c and above,
we use the constant value k) =1.4. The average value for
k, is 2.0 for our data sample. The uncertainty in deter-
mining the parameters of k, vs p} corresponds to an un-
certainty of 50 MeV/c? in the W mass.

This recoil-energy imbalance (EY) is smeared accord-
ing to a Gaussian of width o ;. A constraint on o .
is obtained by unfolding the background event contribu-
tion from the p, measurement in Z events. The result is
O recoin = (0.85%339)4/pr. The uncertainty in o corre-
sponds to an uncertainty of 60 MeV/c? in the W mass.
The direction is not smeared.

For a given set of model parameters, we empirically
unfold an input p}¥ distribution, forcing the output distri-
bution to agree with the observed p;’ distribution. The
input distribution and the output and observed distribu-
tions are shown in Fig. 30. The average of the input pp
distribution is constrained to +49%, corresponding to a
20-MeV/c? shift in fit mass. Note that this is not a mea-
surement of any actual p}’ spectrum, even for this highly
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FIG. 30. (a) Input p; distribution of the W candidates un-
folded from the observed distribution using the model. (b)
Agreement between the observed W pr distribution and the
simulation.
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biased sample, but only a constraint within the model.
For example, varying the recoil response at p =0 within
its nominal error results in an *£11% variation in average
pY. Variations in the skew (the first moment, holding the
mean constant) of the assumed input p}¥ distribution can
give 50-MeV /c? shifts in fit mass.

The overall systematic uncertainty due to uncertainty
in resolutions and p}¥ distribution, adding all contribu-
tions in quadrature, is then 145 MeV/c? for electrons and
150 MeV/c? for muons. These include 130 MeV/c?,
which is common to the two samples, coming from un-
derlying event energy and resolution, recoil response and
resolution, and the allowed variation of the input p; dis-
tribution.

D. Summary of uncertainties of the model

The contributions to the uncertainty of the W mass
due to systematic uncertainties in the model are (1) 60
MeV/c? for parton distribution functions, (2) 130
MeV/c? for underlying event resolution and p}’ (common
to e and ), (3) 70 and 80 MeV/c? for electron and muon
resolutions, and (4) 170 and 240 MeV/c? for calorimeter
energy balance parallel to the electrons and muons.

IX. RESULTS AND SYSTEMATICS

The results of the fits with I', constrained to 2.1 GeV
are 79.8410.35(stat) GeV/c? for the electron sample and
79.78+0.53(stat) GeV/c? for the muon sample (see Fig.
21).

These results need to be corrected to account for inter-
nal QED radiation. Collinear radiation for electrons is
accounted for in the calibration procedure (Sec. IV B),
and external radiation is small for muons. A radiative
simulation® is used to predict the angles and energies of
radiated photons. These photons reduce the observed W
mass. We treat the photon appropriately according to its
distance from the lepton in the calorimeter cells. The re-
sults are not sensitive to assumptions about the efficiency
of observing low-energy photons. The predicted mass
shifts are 7010 MeV/c? for electrons and 125410
MeV/c? for muons.

A. Uncertainty in the fitting procedure

As discussed in Sec. VII, we have assigned 50 MeV/c?
of uncertainty to the fitting procedure. We check the
overall statistical uncertainties by comparing the spread
in fit values and uncertainties of a large number of Monte
Carlo samples of the same size as the electron and muon
samples. These are shown in Fig. 31. The statistical un-
certainties for our fits to the data are typical.

B. Backgrounds

We consider several sources of background in the W
sample. The sequential decay W —7— leptons mimics
the direct decay; however, the resulting m, distribution
is softer [see Fig. 32(a)]. We simulate a large sample of
these sequential decays [using the ISAJET (v6.12) (Ref. 40)
pp physics simulation] and conclude that only 4 events
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FIG. 31. Spread in fit masses obtained from 200 simulated
event samples containing (a) 1130 and (b) 600 events (the num-
ber of events in our respective fit samples). We use the spread in
this distribution to check the statistical uncertainty obtained
from the fits.

should enter the electron sample, with only 1.5 events
entering the fit (my>65 GeV/c?). We add 10 times the
predicted 7 background to our data sample and scale
down the result; we predict a 4-MeV shift in W mass.

For the electron sample, another estimate of potential
background comes from the photon conversion analysis
discussed above. The measured inefficiency of the con-
version filter is about 20%. Even if the 3% of events re-
moved by the conversion filter are all assumed to be back-
ground, less than 1% background can remain. If we add
the conversion events [see Fig. 32(b)] to the electron sam-
ple and refit, the mass is lowered by 40 MeV/c2.

Z events, where one of the charged leptons is lost,
mimic W events. This could be an important background
as Z charged leptons can have higher momenta. Howev-
er, the cross section for Z— Il production is 10 times
lower than that for W—Iv production.*! The jet veto
(see Sec. VI) eliminates events with second electrons pro-
ducing E greater than 7 GeV in the calorimeter. In ad-
dition, we remove events with second tracks above 15
GeV/c in both electron and muon samples. We simulate
the production and decay of Z’s and find only 0.1% satis-
fy our W electron selection criteria. This predicts only
one such event in our electron W sample. The Z’s that
survive tend to have an m distribution similar to that of
the 7’s. We conclude this has a negligible effect on our fit
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FIG. 32. (a) ISAJET (v6.12) prediction of the m, distribution
for charged leptons from the sequential decay W—7—e. These
exhibit a softer m distribution and could shift the mass down-
wards since they are not included in the model. (b) m distribu-
tion of conversion candidates selected by our filter. These are
consistent with the over efficiency of our filter.

mass. In the muon sample, we estimate that an upper
limit on the number of remaining Z’s is 4%. Adding a
4% background consistent with the shape of the Z’s
changes the mass by 20 MeV/c2.

Finally, we have studied the effect a flat background
would have on the fit mass. Adding even a 1% back-
ground of this form shifts the electron sample mass up by
only 70 MeV/c2. We take 50 MeV/c? as the potential
uncertainty in the W mass due the presence of back-
ground in the electron sample.

Cosmic rays are a significant background to the muon
sample. We estimate that the number of cosmic rays that
remain in the muon sample is less than 0.4%. This spec-
trum is approximately flat. A 1% flat background to the
muon sample increases the fitted W mass by 110 MeV/c2.
We take 110 MeV/c? as the uncertainty in the W mass
due to background in the muon sample.

C. Summary of uncertainties

The nontrivial uncertainties for the W mass determina-
tion are summarized in Table III. For the electron and
muon samples, the statistical uncertainties are 350 and
530 MeV/c?, respectively. The energy scale uncertainties
are 190 and 80 MeV/c?, and all other systematics are 240
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TABLE III. Uncertainties in the W mass measurement. All
uncertainties are quoted in units of MeV/c?. In parentheses are
the statistical (and overall) mass uncertainties if T'j, is deter-
mined in the fit as well. The scale uncertainties are in common
with the Z mass measurement (Ref. 6). The uncertainties which
are the same for both samples are listed as common.

Uncertainty Electrons Muons Common

Statistical 350 (440) 530 (650)

Energy scale 190 80 80
(1) Tracking chamber 80 80 80
(2) Calorimeter 175

Systematics 240 315 150
(1) Proton structure 60 60 60
(2) Resolution, W pr 145 150 130
(3) Parallel balance 170 240

(4) Background 50 110

(5) Fitting 50 50 50
Overall 465 (540) 620 (725)

and 315 MeV/c? The uncertainties common to both
electron and muon data samples are 80 MeV/c? for the
chamber tracking scale, 60 MeV/c? for parton distribu-
tion functions, 130 MeV/c? for the underlying event
model, and 50 MeV/c? for systematic due to fitting. The
energy scale uncertainties are common with the respec-
tive CDF Z mass samples.

D. Systematic checks

As a check for pathologies, we have subdivided the
data by lepton charge, time during the data taking, and
geography in the detector (proton or antiproton direc-
tion). None of these subsets show significant variation.
The lepton sign selected samples give fit masses (in
GeV/c?) for positive leptons of 80.06+0.49 and
79.111+0.74 and for negative leptons of 79.77+0.50 and
80.41£0.76 for electrons and muons, respectively (statist-
ical uncertainty only). These values correspond to a mass
difference m(W+t—W ™ )=—0.19+0.58 GeV/c?, con-
sistent with expectations from CPT conservation. As
check for bias in the E selection of electron events, we
use a sample selected with the electron cuts discussed in
Sec. IV. This sample of 1128 events, of which 1018 are
common to both electron samples, gives
my,=80.021+0.35(stat). The nominal sample gives
my, =79.841+0.35(stat). We have checked for pathology
in the details of selecting clean event topologies by re-
peating the electron analysis, dropping the jet cut at 7
GeV, and requiring pJ’ <20 GeV/c. This results in a
1420-event sample. We repeat the exercise for this new
sample of determining an appropriate input p}’ distribu-
tion as well as the electron subtraction parallel balance.
The mean p? in this case is 6.8 GeV/c (to be compared
with 5.6 GeV/c in our standard sample), and the shape of
the input distribution is different. The resulting fit mass
is lower than the nominal fit by 100 MeV/c2.4? We find
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TABLE 1V. Comparison of mass and width fit values for various choices of upper cutoff of fit range
for the electron sample. All masses listed in GeV/c? and widths in GeV/c. These particular Monte
Carlo samples had m; =80 GeV/c? and ', =2.2 GeV.

Width floated

Cutoff (GeV/c?) Fit to data (my;ITy) X?/Npg Fit to Monte Carlo samples
98 79.61+0.41;2.6+0.5 24.5/30 79.98+0.05;2.29+0.07
96 79.591+0.42;2.74+0.6 23.7/28 79.96+0.05;2.31+0.08
94 (nominal) 79.53+0.43;3.0+0.5 22.1/26 79.98+0.05;2.39+0.10
92 79.41+0.43;3.7+0.7 19.8/26 79.95+0.05;2.43+0.11
90 79.43+0.37;3.7+0.8 17.9/22 79.92+0.09;2.59+0.34

Width constrained

Cutoff (GeV/c?) Fit to data (my) x2/Npg Fit to Monte Carlo samples
98 79.87+0.34 27.3/31 80.01+0.03
96 79.82+0.34 26.0/29 80.03+0.03
94 (nominal) 79.84+0.35 25.4/27 80.01+0.03
92 79.86+0.35 25.1/25 80.04+0.04
90 79.78+0.36 21.0/23 80.01+0.04

no evidence for systematic effects. The systematic uncer-
tainties for this fit are larger than in our usual analysis.

In our analysis we scaled the underlying event energy
by a factor of k)=1.4. While this may be best for those
events with large p)’, we investigate the effect of chang-
ing k2 from 1.0 to 1.8. Setting k0=1.0 and repeating the
electron fit, we find my, =79.92+0.34(stat) GeV/c?,
while setting k2=1.8, we find my =79.79+0.37(stat)
GeV/c2. These changes in fit mass show no evidence for
additional systematic uncertainty. Studies of large simu-
lated samples with different values of k0 show no change
in the fit mass.

If we change the upper limit to the fit range, we ob-
serve variations in the fit mass and width as shown in
Table IV for electrons and Table V for muons. The
fixed-width fits are more stable than the variable-width
fits when we change the model resolutions. The likeli-

hood contours showing the mass-width correlation are
shown in Fig. 23.

As a further check, we also fit the lepton p;, spectra.
These are shown in Fig. 33. Of the parameters in the un-
derlying event model, the shapes of the charged-lepton
spectra are sensitive only to the assumed p}? distribution
and lepton resolution. The tests described in Sec. VIII
vary one parameter of the model at a time. To evaluate
the systematic uncertainty for fits to lepton spectra, we
vary parameters in the model and extract a new input p}’
distribution. We then vary the p;’ within its constraints
and find changes of up to 250 MeV/c? in the fit mass.
The calibration, proton structure, background, and fitting
uncertainties affect the charged-lepton spectra in the
same way as the m spectra. The parallel energy balance
does not affect the fits to the charged-lepton p; spectra.
We obtain 430- and 310-MeV/c? overall systematic un-

TABLE V. Comparison of mass and width fit values for various choices of upper cutoff of fit range
for the muon sample. All masses listed in GeV/c? and widths in GeV/c. These particular Monte Carlo

samples had m,, =80 GeV/c?and ', =2.2 GeV.

Width floated

Cutoff (GeV/c?) Fit to data (my;Ty) x*/Npg Fit to Monte Carlo samples
98 79.461+0.64;3.4+1.0 34.2/30 80.01+0.04;2.19+0.05
96 79.69£0.65;2.3+1.0 29.7/28 80.01+0.05;2.18+0.06
94 (nominal) 79.68+0.65;2.3+1.1 29.3/26 80.00+0.04;2.18+0.07
92 79.90+0.25;0.4+1.5 25.9/24 80.01+0.04;2.17+0.07
90 79.971+0.61;0.41+2.3 25.9/22 80.00+0.04;2.28+0.07

Width constrained

Cutoff (GeV/c?) Fit to data (my) X2/Npg Fit to Monte Carlo samples
98 80.06+0.52 33.8/31 80.00+0.04
96 79.76+0.52 29.6/29 80.00+0.04
94 (nominal) 79.78+0.53 29.1/27 80.00+0.04
92 79.54+0.54 26.5/25 80.00+0.04
90 79.69+0.57 26.1/23 80.02+0.04
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FIG. 33. Charged-lepton p; distribution for all (a) electron and (b) muon W candidates, selected for measuring the mass. The cor-
responding neutrino p; distribution (c) for the electron sample and (d) for the muon sample. The best fit to the data is overlaid in

each case.

certainties to my, derived from the electron and muon p,
fits, respectively. The electron spectrum fit gives
my,=80.0610.40(stat)+0.43(syst) GeV/c2 The muon
spectrum fit gives my, =79.4410.56(stat)0.31(syst)
GeV/c2.

Fitting the neutrino p; spectra, we find
my,=80.2010. 52(stat)+0. 55(syst) GeV/c? and
my,=79.8910.78(stat)+0.48(syst) GeV/c? for the elec-
tron and muon samples. We estimate an uncertainty of
330 MeV/c? due to the assumed input p} distribution
determined as was described previously for the fit to the
charged-lepton spectra. The neutrino distributions are
also quite sensitive to the modeling of the underlying
event and detector resolution.

The consistency of these fits lend credibility to the m
fits. We use the latter for our final results. None of the
fit values quoted above include radiative corrections.

E. Final results

After adding the radiative correction, the final result
from the W electron m distribution is

my,=79.911+0.35(stat)£0.24(syst)

+0.19(scale) GeV /c? . (14)
The final result for the muon m distribution is
miy=79.9010.53(stat)£0.32(syst)
+0.08(scale) GeV /c? . (15)

The two CDF W mass measurements may be combined,
keeping track of common uncertainties discussed above,
to give

mSPF=79.914+0.39 GeV /c? . (16)

X. IMPLICATIONS OF THE MEASUREMENT

The CDF measurement may be compared to the recent
UA2 absolute result*’ of

m 3A2=80.7910.31(stat)+0.21(syst)

+0.81(scale) GeV /c? . 17)
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In order to obtain improved accuracy, the UA2 quotes
the value taking their energy scale by matching their
measured Z mass to more accurate determinations from
LEP.* We can duplicate this exercise and take our scale
from the PDG Z mass value of 91.161+0.031 GeV/c2.%¥
Although our scale uncertainty in this case becomes ir-
relevant as it is common to the W and Z mass measure-
ments, the larger statistical uncertainty on our Z mea-
surements must be included. The result is
my=79.92+0.45 GeV/c? for the two samples com-
bined. This compares to the UA2 measurement (scaled
to a Z mass of 91.15 GeV/c?) of my =80.49+0.49
GeV/c? The results of both experiments, each optimally
obtained, combine to give

mSPFTUAZ=80.134+0.31 GeV /c? . (18)

We measure the weak mixing angle using the definition
2

m
sin%0y =1——2 (19)
mz
Using CDF  measurements alone, we obtain

sin?0y, =0.235+0.010 and 0.224+0.014 for the electron
and muon samples, respectively. The uncertainty in the
electron sample includes (in quadrature) +£0.0015 as a
systematic effect of possible nonlinearity in the calorime-
ter electron measurement. The two results may be com-
bined to give sin’0,,=0.2314+0.008. A more accurate re-
sult uses our absolute W mass and the world average Z
mass to give

sin’0y, =0.2317+0.0075 . (20)

This measurement has implications for the possible
mass of the as-yet unfound top quark. These implications
are summarized in Fig. 34. The measurement of the
weak mixing angle is applied to calculations* of predic-
tions as a function of assumed top mass. The results are
consistent with the absence of a top signal in CDF
searches.”»?*%5 The allowed region corresponds to a top
mass below 220 GeV/c? (95% C.L.).
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FIG. 34. Comparison of the weak-mixing-angle measure-
ments from sin’@y, using the world-average Z mass and our W
mass measurement with radiative predictions (Ref. 44) using a Z
mass of 91.161 GeV/c?, as a function of assumed mass for the
top quark. The 89-GeV/c? lower-limit top mass (95% C.L.) is
from Ref. 45. The curves, from top to bottom, correspond to
Higgs-boson masses of 1000, 250, and 50 GeV/c?.

This measurement of sin?fy, may be combined with
the UA2 result of 0.220210.0095 (Ref. 43) to give an
overall result from direct mass measurements in hadron
collisions of sin’@y,=0.227+0.006. The combined value
corresponds to a top mass below 230 GeV/c?.
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