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Data from an extensive air shower detector of ultrahigh-energy cosmic rays shows shadowing
of the cosmic-ray flux by the Moon and the Sun with signficance of 4.9 standard deviations.

This is the first observation of such shadowing. The effect has been used to determine that the
+0.13°

angular resolution of the detector is 0.75° T 5o,

I. INTRODUCTION

Our collaboration has been conducting, since 1986, an
extensive air shower (EAS) experiment with the goal of
observing emissions from discrete sources in the Galaxy.
Since neutral particles, such as v rays, are undeflected
by galactic magnetic fields, it is expected that they will
reveal the location and nature of their sources. Recent
observations of ¥ rays from compact binary systems have
raised the exciting prospect that a site of acceleration of
ultrahigh-energy (UHE) cosmic rays (charged particles
and nuclei) may be in these systems. Establishment of
this would be a significant step in our understanding of
cosmic radiation.!

To observe point sources, neutral particles emitted
from them must be detected above the nearly isotropic
background of ordinary cosmic-ray protons and nuclei.
For a point source, the signal/background ratio is in in-
verse proportion to the square of the angular resolution.
Therefore, a critical feature of an EAS detector system
is its angular resolution.

Our apparatus samples the particles in the cascade
with an array of scintillator detectors. Both the parti-
cle count and the relative arrival time are measured by
each detector. The arrival times, measured to ~ 1 ns, are
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used to determine the direction of the primary-cosmic-ray
particle.

We have previously reported episodic emission from
Cygnus X-3 and Hercules X-1,23 but as of yet we have
found no sources which are steadily emitting UHE v
rays.* In each case, the method used to analyze the sig-
nal, or set a limit on the flux, requires knowledge of the
actual angular resolution. Because the signal we detected
contained an insufficient number of events to determine
the angular resolution, and because of the general paucity
of signals, it is important to verify that the apparatus was
actually operating with the estimated angular resolution,
and that no significant systematic “pointing” errors were
present.

It was originally proposed by Clark® that the shadow
of the Moon and the Sun could be observed with high-
energy cosmic rays. Since the Moon and Sun each have
an angular radius of approximately 0.26°, and since the
expected angular resolution of the apparatus is approx-
imately 0.7°, we should be able to observe a reduction
in the detected cosmic-ray intensity due to shadowing.
However, a large sample of events is necessary to obtain
a statistically significant result, because the dip in inten-
sity is small.

The magnetic field of the Sun causes some deflection
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of charged cosmic rays. For 50-TeV protons, the Sun’s
shadow is slightly distorted and is displaced by less than
0.15° assuming the Sun’s magnetic field is a dipole with
a strength of 1 G at the surface of the solar equator.®
We have neglected magnetic deflection in this analysis,
since it is much smaller than the angular resolution of
the detector.

II. ESTIMATES OF THE
ANGULAR RESOLUTION

Previously, the angular resolution was estimated by (a)
subdividing the array into two subarrays and (b) com-
puter simulations. We have also used measurements of
shower muon directions in a shielded tracking detector
to study systematic pointing errors. These methods and
results are summarized here; somewhat more detailed de-
scriptions have been given elsewhere.”3

Using method (a), the set of struck detectors for each
shower is divided into two subsets, and the arrival di-
rection is computed independently for each. The distri-
bution of the angle differences between subsets is used
to estimate the overall angular resolution. It gives an
average angular resolution of about 0.8°, neglecting any
systematic errors common to both subarrays. The result-
ing resolution may vary by 0.1° depending on the way
the subarrays are chosen. The distribution of angle dif-
ferences is approximately what would be obtained from
a Gaussian density.

Method (b) relies on Monte Carlo simulations of the
detection and digitization processes using observed time
and particle detector responses. These indicate that the
angular resolution is approximately 0.7°.

Systematic pointing errors were evaluated by compar-
ing the EAS arrival direction with the direction of shower
muons measured in a 12 m? tracking detector that was
operated together with the array for approximately 2
years. By studying distributions of the difference in pro-
jected angles measured by the tracking detector and the
array, it was possible to estimate the maximum system-
atic error between the two measurement methods; this
was approximately 0.2°. The width of these distributions
was consistent with the angular resolution obtained with
methods (a) and (b).

III. DATA

The data used in this search for the shadow of the
Moon and Sun comprise 108 x 108 showers recorded over
the interval April 1986 to February 1990.° Over this in-
terval, the trigger rate has increased from ~0.5 sec™! to
~4 sec™!, due to an increase in the number of scintil-
lators, and a lowering of the trigger threshold. In this
analysis, the geocentric right ascension a and declina-
tion § of the Moon was computed using an algorithm by
Van Flandern and Pulkkinen;!? formulas from the Astro-
nomical Almanac!! were used to compute o and § of the
Sun. Over the time interval of interest both determina-
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FIG. 1. The angular density of events vs angular displace-

ment from the center of the Moon or Sun for 238 389 showers
with arrival direction within 5° of the Moon or Sun. The
solid curve is the density predicted for a Gaussian angular
resolution with standard deviation of 0.75°.

tions have been verified to agree with the tabulations of
these quantities given in the Astronomical Almanac to
within 0.05°. Corrections for parallax were made to the
Moon coordinates.!? The angles between each shower ar-
rival direction and the Moon and Sun were computed.3

We now consider the subset of 238 389 events within
5° of the Moon or within 5° of the Sun. The majority
of events in the data set (154051) are near the Moon.
This is due to the strong dependence of the sensitivity
of the detector on the (local) zenith angle of the shower,
which favors the Moon, particularly during the winter,
when the most recent data were recorded.

Figure 1 shows the angular density, dN/d?, as a func-
tion of the angular distance from-the Moon or Sun.!*
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FIG. 2. The deficit (defined in the text) for the Moon and

Sun data as a function of the maximum angle. The total ex-
pected deficit is also indicated. Note that, because the deficit
is an integral out to the maximum angle, the points in the
graph are statistically correlated.
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The shadowing is evident in this figure. Before consider-
ing the shape of the dip, it is possible to verify that its
depth is correct. The measured density between 2° and
5° from the Moon or Sun, where shadowing is negligible,
is used to calculate the expected number of events close
to the Sun and Moon. The difference between this num-
ber and the number of observed events within an angle
B from the center determines a “deficit,” or number of
missing events. Figure 2 shows this deficit for the com-
bined Moon and Sun data. The absolute value of the
deficit is determined by the measured density and the
angular sizes; the measured deficit is seen to be in statis-
tical agreement with expectations.

It reaches a plateau near 1°, as expected for an angu-
lar resolution of ~ 0.7°. The statistical significance of
the deficit depends on the assumed angular resolution.
Using our previous estimates of our angular resolution,
the significance of the deficit can be seen to be between
4.5 to 5 standard deviations. A background sample of
393 112 events offset from the Moon or Sun was treated
in the same manner; no significant deficit was obtained.

IV. DETERMINATION OF THE
ANGULAR RESOLUTION

The shape of the angular density distribution is sen-
sitive to the angular resolution of the detector. We de-
scribe here a use of the maximum-likelihood method!®
to estimate the resolution. The method requires a prior:
knowledge of the resolution function; we assume that it
is a two-dimensional Gaussian distribution. Studies of
the data support this hypothesis, and also indicate that
the width o of the Gaussian is a function of the num-
ber of detectors struck by the shower particles. In this
analysis, we neglect this dependence, and the resulting
estimate of o is for an average over the distribution of
struck detectors.'®

The probability used to construct the likelihood is most
conveniently written in terms of a scaled variable z

_1—cos(p)
TIC cos(Pmax) (1)

where [ is the angle between the shower arrival direction
and the Moon or the Sun. The distribution of z can be
shown to be

dP Blis a2 20
dP | _ Buis -p(:)%/202 5
dz & 2037 ¢ ’ 2)

where fus is the angular radius of the Moon or Sun,!”
and o) is approximately equal’® to o. The likelihood is
the product of the normalized probability dP/dz for each
event in the sample. The normalization of the probability
ensures that the likelihood will have a maximum at the
correct o if there is shadowing in the data.

The likelihood has been computed numerically for
many trial ¢’s, both for the combined Sun and Moon
data and for the background data; its natural logarithm
is plotted against trial o in Fig. 3. The curve for the data
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FIG. 3. The natural logarithm of the likelihood as a func-

tion of the trial sigma for the Moon and Sun data set, and for
the background data set.

shows a maximum at 0.75°, the background at greater
than 1.75°. For a flat background, the likelihood is ex-
pected to maximize at a large o, and to become very
small at small o. The statistical significance of the result
can be estimated using the Gaussian approximation, for
which the “number of standard deviations, ” N, is

N, = V 2(wmax - woo) )

where wmax and we are the natural logarithm of the
likelihood for the trial o which maximizes the likelihood,
and for a very large o. For these data, we find

Ny, =49 .

If we take as the uncertainty in o the interval between w
at its maximum and where the value of w has decreased
by 0.5, then the result may be stated as

_ o 40.13°
o =0.75" T{oe -

This analysis was repeated separately for the 154051

events in the Moon data set; the result was o

_ o +0.17°
—0.80° T917.

In addition, to the likelihood analysis, a least squares
fit of the angular distribution was made to Eq. (2). For 25
angular bins, out to 5°, x? is a minimum?® for o = 0.76°.

V. RANDOM AND SYSTEMATIC ERRORS

The results obtained on our angular pointing error
from the Moon and Sun shadow analysis may be com-
bined with our previous estimates of our random point-
ing error to constrain the possible systematic errors. To
explore this, we have considered the effect of a system-
atic “pointing” error superposed on the random errors.
A numerical calculation of the density of the shadow,
i.e., the second term on the right-hand side of Eq. (2),
was made assuming a Gaussian random error distribu-
tion with o of 0.7° and a systematic offset. The rms
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radius of the shadow was then computed. For systematic
offsets of less than 0.5°, the rms radius is close to the
assumed random error o; its value is within 9% of what
would be obtained by adding the offset and the random
error o in quadrature. For larger offsets, the rms radius
is dominated by the offset.

The shadowing result for o obtained above would ad-
mit a systematic error of up to approximately 0.6°. Sys-
tematic errors much larger than 0.6° require random er-
rors to be significantly smaller than we have estimated

with methods (a) and (b).

VI. CONCLUSIONS

The shadowing of the high-energy charged cosmic-ray
background by the Moon and Sun has been clearly ob-
served. The statistical significance of the shadow ob-
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servation is 4.9 standard deviations. We believe this is
the first such observation. The magnitude of this effect
agrees with expectations. The mean angular resolution
of the apparatus as determined by analysis of the shape
of the occultation is 0.75° t%;{)%;. This is in agreement
with our previously published estimates.
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