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We describe a new hadronic-interaction model for the calculation of high-energy cosmic-ray cas-
cades in the atmosphere. High-energy muons above 0.5 TeV at production are transported through
7000 hg/cm? of rock in order to obtain the multiplicity and lateral distributions at different depths.
These distributions are parametrized to facilitate the calculation of the muon-bundle rates deep un-
derground. As an illustration, these results are applied to calculate the rates of coincident multiple
muons in a detector of finite area at the Gran Sasso Laboratory. We study in particular the sensi-
tivity of rates of high-multiplicity events to chemical composition of the primary cosmic radiation
and to uncertainties in the interaction model. Our results point to the importance of the coincident
measurement of showers at the surface to maximize the power of an underground detector to study

the primary composition.

I. INTRODUCTION

The elemental composition and energy spectrum of pri-
mary cosmic rays are intimately linked to their galactic
evolution. Thus, the knowledge of these properties may
provide information useful to discriminate between com-
peting theories of the origin of cosmic rays, their ac-
celeration, and propagation through the galactic volume.
The search for ultrahigh-energy y-ray (UHE > 10'* eV)
sources is another aspect of the problem of the origin of
cosmic rays. In fact, were the detection of UHE ¥ rays
confirmed, it would imply that these sources accelerate
charged hadrons with energies up to about 10'7 eV.
Despite the great astrophysical interest, energies above
the TeV region are inaccessible to direct observations due
to flux limitations, and can be investigated only indirectly
by studying the properties of secondary particles pro-
duced in atmospheric cascades. Thus, progress in these
fields depends on the availability of accurate simulations
of cosmic-ray-induced air showers.

The sensitivity of air-shower experiments has been lim-
ited, producing contradictory interpretations of the prop-
erties of the primary-cosmic-ray beam above 10'° eV.
New arrays, now in the design or construction stage, will
attack this problem with improved accuracy in sampling
the various components of extensive air showers. As a
pertinent example, we mention the recent starting of
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combined measurements of the electron component at
the surface and high-energy muons deep underground at
the Gran Sasso Labor.atory.l The surface array, EAS-
TOP, will also provide sampling over a large area ( ~ 150
m?) of the muon density (E,>2 GeV) and high-energy
hadron (E, ~0.5-10 TeV) content near the shower core.

Recent data from collider experiments provide the
characteristic features of nucleon-nucleon interactions at
energies up to 10'° eV and allow the development of
reasonable models of the atmospheric cascade, even
though the kinematical regions covered by accelerator
and cosmic-ray experiments are only partially overlap-
ping and some uncertainty remains in describing the
properties of the particle production in nucleus-nucleus
interactions.

This paper is devoted to the presentation of a Monte
Carlo code to follow the hadronic, electromagnetic, and
muonic components in air showers (HEMAS) initiated by
hadron primaries. Based mainly on a previous simula-
tions developed by Wrotniak? and by Gaisser and
Stanev,® the HEMAS code describes multiple hadron pro-
duction by means of a multicluster model reproducing
the observed features at collider energies and extended to
include the nuclear target effects. Extrapolation to the
highest energies (10'7 eV) beyond the accelerator region
is made in the context of the inelastic “Ins physics.” In
the present version (HEMAS-1) the interaction and decay
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processes in the atmosphere are simulated only for had-
rons (7, K, and N) and muons above 500 GeV. Elec-
tromagnetic particles (y and e™) are not followed by the
Monte Carlo simulation; however, the total size of each
shower (N, ) is calculated at ground level by using an ana-
lytic formula for the contribution of each 7, e* and sub-
threshold hadron. A three-dimensional Monte Carlo
simulation of the muon propagation through rock has
been coupled to the cascade program in order to generate
muon events deep underground. In this configuration
HEMAS is an adequate tool to interpret the muon bundle
events observed in underground detectors and has al-
ready been applied in the analysis of data from the nu-
cleon stability experiment* (NUSEX) to study the compo-
sition of the primary cosmic-ray radiation in the energy
region from 10'? to 107 eV.

The paper is organized as follows. In Sec. II we de-
scribe in detail the interaction model. Then we briefly
summarize the main features of the simulation of the
muon propagation through the rock in Sec. III. Section
IV contains parametrizations of the muon multiplicity
and lateral displacement distributions deep underground,
based on Monte Carlo results. As suggested in Ref. 3 pa-
rametrizations of the results of the Monte Carlo simula-
tion can be used as a substitute for generation of com-
plete events. This procedure is relatively very fast ( ~30
ms per event compared to ~5 s per shower at 1000 TeV).
These parametrizations do not depend on any particular
experiment configuration; once inserted in an event gen-
erator provided with the map of a specific mountain, with
rock characteristics (density and chemical composition),
and the apparatus geometry, they are particularly useful
for determining the power of an experiment to discrim-
inate between different compositions and for the analysis
of the multiple-muon data. In Sec. V we discuss the
dependence of the underground muon results on the
hadron-air interaction model. In Sec. VI we illustrate the
use of the parametrizations by calculating event rates in
detectors of different sizes at Gran Sasso.

II. INTERACTION MODEL

The mean proton path length in the atmosphere A, ,;
is related to the proton-air inelastic cross section o, ;. by

5 2.4X%10*

Ay air (8/cm?) 7, a (mb) (1)
with similar relations for the other hadrons. Cross sec-
tions of hadrons on nuclei are not measured directly at
energies greater than several hundred GeV. The relation
to proton-proton cross sections is rather well understood
and can be used’ to extend the hadron-nucleus cross sec-
tions to energies equivalent to E,;, =100 TeV. Extrapo-
lations to higher energies are more model dependent. In
these calculations we have used a set of formulas tradi-
tionally used in cosmic-ray calculations,® which have the
form o ~a +b[In(s)]"%. These are represented by con-
tinuous curves in Fig. 1 (and referred to in Sec. V as set
a). For comparison, and to explore the sensitivity of the
calculation of the muon parameters to the assumed cross
sections, we have also made some test runs using the
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FIG. 1. Cross sections for hadrons on air as a function of the
incident energy E. Solid lines, Ref. 6; dashed lines, see text. (a)
proton-air; (b) upper curves, m-air; lower curves, K-air.

cross sections shown as dashed lines in Fig. 1 (set b). The
dashed lines are obtained from an extrapolation of the pp
cross section due to Durand and Pi.” The corresponding
p-nucleus cross sections are obtained using the relation of
Ref. 5. The dashed lines for mesons are calculated simi-
larly to the calculation of Ref. 7 for protons [S. Tilav
(private communication)]. The results of this test are re-
ported in Sec. V.

In the hadron-air interaction model® the particles are
produced in clusters according to the more recent
theoretical® and experimental'® considerations. The algo-
rithm for pp and pp interactions is close to the GENCL
code developed at CERN by the UAS Collaboration. '* It
was first written and checked against pp data at V's =53
GeV and against pp data from Vs =53 to 900 GeV.
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Then, the effects of the nuclear target mass were included
in the model. The interaction model is described in detail
in the remainder of this section.

A. Non-single-diffractive pp and pp events

The steps of the Monte Carlo algorithm are, for non-
single-diffractive (NSD) events, as follows.

(a) Choose the number of charged hadrons n, from a
negative-binomial (NB) distribution:'!

, ng+k—1 (ng)/k |"e
(nen)= Nen 1+ (ngy ) /k
1 J o
1+{ny)/k
with
n+k—1
n =k(k+1)---(k+n—1)/n!.
The energy dependence of the parameters is given by
(ny)=-—1.0+7.2s%127 (3)
k~'=—0.10440.058 In(V’s ) 4)

with s in GeV2,

(b) Choose the nature of the leading particles (p or n or
their antiparticles): (i) in pp interactions the probability
of charge exchange p—n (or p—7) is taken from Ref.
10. (ii) For pp interactions the charge-exchange probabil-
ity (~40%) was deduced from the mean proton and the
mean neutron multiplicity measured at the CERN
ISR,'>!% and was considered energy independent. The
resulting mean inelasticities at E,,,, =150 TeV (Vs ~540
GeV) are, respectively, 0.52 for the non-charge-exchange
process and 0.63 for the charge-exchange one.

(c) Produce a given number of kaons. The kaons are
grouped into pairs (clusters) of zero strangeness including
pairs with neutral kaons and with kaon resonances. The
pairs KTK~, K*K° K°K~, and K°K° have all the
same production probability and each kaon is a K* with
60% probability, according to ISR measurements.'* The
actual number of kaon clusters is drawn from a Poisson
with a mean deduced from the K /7 ratio®!*

(K*)/{7m*)=0.056+0.00325Ins . (5)

Then, the K *’s decay into K 7 pairs.

(d) Regroup the remaining charged particles (pions)
into clusters that include an admixture of neutral pions to
give the observed correlation'® between the photon multi-
plicity n,, and n:

(n,)=2+1.030n,, . (6)

(e) Choose the masses of the pion clusters from a
Gaussian distribution with a mean that depends on the
number of pions in a manner'® related to the masses of
pion resonances, such as the p.

(f) Give an excitation energy E to each kaon cluster,

C. FORTI et al. 42

chosen from an exponential distribution:
dN /dE?=const X exp(—2E /b) , @)

where the value 0.75 GeV for the b parameter provides
the correct {p, ) for the charged kaons. '°
(g) Choose the transverse momentum of the leading nu-
cleons and of the meson clusters from an exponential-law
distribution:
bp,

—d—n;=const><e‘ , (8)
dp;

where b=6 (GeV/c) ™}, or from an inverse power-law dis-
tribution:
dn const

dn _ _ const 9)
dp}  (pX+p,)°

where p?=3 GeV/c while a decreases logarithmically
with energy:

Al 1
@=37 5 01+0.0011Ins

(10)

For the single-pion clusters p, is always sampled from the
distribution (8). For the pion clusters with at least two
particles, for the kaon clusters and for the leading nu-
cleons, the probability for using (9) increases in propor-
tion to the number of clusters in the event. This repro-
duces the increase of the transverse momentum with the
event multiplicity reported by the UAIl experiment. 17
Moreover, as a consequence of the energy dependence of
a, the (p, ) of all charged particles increases logarithmic-
ally with energy, according to the UAS results. > In Fig.
2 we show the Monte Carlo results for the p, distribution
at Vs =540 GeV compared with a parametrization of the
UAI data.'®
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FIG. 2. Transverse-momentum distribution for charged par-
ticles with |y| <2.5, in pp NSD interactions at V's =546 GeV.
The Monte Carlo result (histogram with statistical errors) is
compared to a fit of the UA1 data (Ref. 18).
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(h) The azimuthal angles of the leading nucleons and of
the meson clusters are chosen randomly between 0 and
27. Then, the resulting momenta p, and p, of each clus-
ter, in the plane perpendicular to the beam direction (z),
are translated in such a way that there is conservation of
the x and y components of the total momentum.

(i) The c.m. rapidities of the leading nucleons and of
the N meson clusters are chosen in three steps.

(1) Sample N4 +2 values of the so-called prerapidity,
from a distribution with a central plateau and two Gauss-
ian wings. '°

(2) Choose between these N +2 values the ones corre-
sponding to the leading nucleons. The leading forward
(backward) is given the highest (smallest) prerapidity with
a high probability. This probability is adjusted to get the
desired shape of the leading particle Feynman x (x) dis-
tribution!>!* in pp interactions at Vs =53 GeV. The
prerapidities of the meson clusters are chosen randomly
among the N, remaining values.

(3) The prerapidities y’ are then transformed into the
true rapidities y using y =4 +By’, where A4 is deter-
mined from the total-longitudinal-momentum conserva-
tion, and B from the total energy conservation.

(j) Finally, the clusters decay isotropically in the cluster
rest frame and each particle is transformed first to the
nucleon-nucleon c.m. system, then to the laboratory
frame.

The technique of rapidity sampling just described
reproduces the rapidity distribution at various energies
(Fig. 3)—with the increase of the particle density in the
central rapidity region—and the correlation between ra-
pidity and multiplicity of charged hadrons (Figs. 4 and 5).
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FIG. 3. Inclusive pseudorapidity distributions of charged

particles. The Monte Carlo results (histograms) are compared
to data for pp NSD interactions (Ref. 21) at V's =53 GeV and
for pp NSD interactions (Ref. 22) at Vs =200, 546, and 900
GeV.
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FIG. 4. Charged-multiplicity distributions in pp NSD in-
teractions at Vs =546 GeV in the regions |7 <0.2 (1), 0.5 (2),
1.5 (3) and 3.0 (4) plotted as {(n) P(z) vs z=n/{(n). The
Monte Carlo results (histograms) are compared with UAS data
(Ref. 23) (open circles). The vertical scale has to be multiplied
by a factor 10’ for |5| <3.0, 10? for |n| < 1.5, 10' for |y| <0.5,
and 1 for |9| <0.2.

B. Target effects in nondiffractive events

We have modified the nucleon-nucleon event generator
in order to include the nuclear target effects, while retain-
ing the correlations among transverse momentum, multi-
plicity, and energy.

(a) The number of charged hadrons is still sampled
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FIG. 5. Pseudorapidity distributions of charged particles in
four charged multiplicity windows for pp NSD interactions
Vs =546 GeV. The Monte Carlo results (curves) are compared
to UAS data (Ref. 24).
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from a negative-binomial distribution. The average
(ng, ) in p-air collisions is obtained by integrating the ex-
pected inclusive rapidity distribution dn, /dy which is
calculated at any energy by using the relation between
the rapidity density with a nuclear target and that with a
target nucleon. This relation has been investigated by
Voyvodic?® analyzing data on rapidity and pseudorapidi-
ty distributions for various nuclear targets at lab energies
from 24 to 400 GeV. He showed that the ratio R , of the
rapidity density with a nuclear target of mass 4 to the ra-
pidity density with a target nucleon can be satisfactorily
parametrized by means of a single function B(z) of the
scaling variable z =y /Ins:

dn /dy( -A)___R = 482 11
dn/dy(pp)  Ral?) ’ o

where y is the lab rapidity. The function B(z) calculated
from the considered set of data, depends neither on the
target mass A4, nor on the c.m. energy Vs over the range
studied. The relation (11) has been used to derive the ra-
pidity distribution in p-air collisions from the rapidity
distribution in pp collisions. We took ( 4)=14.5 and
calculated the function R ,(z) for air nuclei.®

To obtain the pp rapidity distribution, we have used
the measured rapidity distribution in pp NSD interac-
tions. In the range Vs =53-900 GeV, this distribution
can be described®® by a single function F(£) of the scaling
variable £=y*/yg, where y* is the c.m. rapidity and

ye=InVs:

1 do
F)=——F——
5 (3 ) 0ine 46

=a(1+b|g])e < 1E" (12)

with a=0.485, b=0.6, ¢c=2.7, and d=3.0.

We assume the validity of the relations (11) and (12)
holds beyond the energy region of the measurements. In
Fig. 6 the expected rapidity distribution for p-air col-
lisions at Vs =10 TeV (curve 2) is compared to that cal-
culated for p-p collisions (curve 1). The area under the
curve 1 (~63.3) represents the average multiplicity of
charged particles in pp nondiffractive collisions, quite
close to the result (67.7) provided by the formula (3), ac-
tually used in the simulation of the pp interactions. The
increase of the multiplicity of charged particles produced
in p-air interactions, relative to the multiplicity in pp in-
teractions derives from the intranuclear cascading of par-
ticles that are slow enough to materialize inside the nu-
cleus. As a consequence, in p-air collisions the backward
particle production ({n, }y.ckw~61.0, in Fig. 6) exceeds
the forward particle production ({n )¢~ 38.8) and
the distribution gets asymmetric in the c.m. projectile-
target nucleon. The negative-binomial k& parameter of
the forward hemisphere of p-nucleus collisions is known
to be independent of the target mass and identical to that
in pp collisions.?’ In the backward hemisphere the k pa-
rameter does depend on the target mass, 7 but the energy
dependence of this effect is not known. For simplicity,
therefore, we neglect the backward excess and use a dis-
tribution that is symmetric about y * =0 in the projectile-
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FIG. 6. Inclusive rapidity distributions (in the projectile-

target nucleon c.m.) for charged particles produced in pp (curve
1) and in p-air (curve 2) nondiffractive interactions at Vs =10
TeV, calculated using the functions F(£) and R (z) (see text). In
our algorithm, the backward particles between the curve 2 and

the dashed curve are not produced.

target nucleon c.m. (see the dashed curve in Fig. 6). The
average charged multiplicity in a p-air collision is thus
taken as twice the charged-particle rapidity density in-
tegrated over the forward c.m. hemisphere and the k pa-
rameter also is taken as symmetric, Eq. (4). This
simplification makes a negligible error in the calculation
of deep-underground muons because it does not affect the
forward particles. For examples, even at an energy as
high as Vs =10 TeV (equivalent to E,; =5.3X10'® eV),
the backward charged hadrons that we neglect to pro-
duce, which represent on average about 20% of the total
charged multiplicity, would carry less than 10~ * of the
total energy E,,,. Of these hadrons, less than 3% would
have more than 1 TeV (that represents approximately the
threshold energy for a muon to transverse 3000 hg/cm?
of standard rock).

(b) The nature of the leading nucleons is determined
from the cross section for the charge-exchange process
p+Be—n+anything, compared to the cross section for
the non-charge-exchange process p+C—p +anything.?®

Steps (c), (d), (e), and (f) are carried out as for pp col-
lisions.

(g) The transverse-momentum distribution in p-nucleus
collisions has been measured at 300 GeV/c on various
targets.”’ The ratio R ,;(p,) of the inclusive cross sec-
tion on a target of mass A to that on a proton target for
production of a particle of type i (i =m,K,p) has been
parameterized in the form

R, (p)=4""", (13)
where the «a; are functions of p,, slightly different for
each particle type. We approximated the functions R;
with a single function R, for all particle types:
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R (p,)=(0.0363p,+0.0570)K for p,<4.52 GeV/c ,

(14)
R(p,)=0.2211K for p,>4.52 GeV/c ,

where the normalization constant K is irrelevant for the
p, sampling. The transverse momentum of the leading
nucleons and of the meson clusters is chosen from the ex-
ponential or the power-law distribution as in Sec. IT A (g),
but with each distribution (8) and (9) multiplied by R (p,)
and renormalized to 1. We verified the consistency of ap-
plying the correction factor (13) to the cluster distribu-
tions even though it was determined experimentally for
particle distributions. We assume that the shape of R is
energy independent.

(h) The azimuthal angles of the final particles are
chosen as for pp collisions.

(i) The prerapidity of the clusters is assigned as in pp
collisions; however, the algorithm for assigning the for-
ward leading nucleon prerapidity is modified to make the
resulting leading nucleon elasticity distribution softer in
p-nucleus collisions. Sampling of the leading nucleon
prerapidity has been tuned in order to reproduce the re-
sults quoted by Jones?® concerning the x, distribution in
p-carbon collisions at 100 GeV and in p-beryllium col-
lisions at 300 GeV as shown in Fig. 7. Direct comparison
of these distributions with those from the p-air model is
possible because the carbon and beryllium masses are
close to the average air mass and because the leading xp
distribution exhibits a slow dependence on the target
mass.

(j) Cluster decay and transformations to the lab frame
are the same as for pp.

Our model for p-air interaction assumes a scaling viola-
tion in the central rapidity region, according to the re-
sults obtained at ISR and at CERN collider energies.
As a consequence, in going from a beam energy E,, =1
TeV to 10* TeV, the mean number of charged pions with
xp <0.05 grows by a factor of about F=7. Concerning
the extreme fragmentation region (xp>0.50), where
there are no data available from the pp collider experi-
ments, our model predicts a small (F=1.60) scaling viola-
tion effect (Fig. 8).

We studied the x distribution of the hadronic parents
of the underground muons. We found that for primary
vertical protons of energy between 10'* and 10'® eV and
for rock thicknesses between 3000 and 6000 hg/cmz, the
fraction of muons whose parents have x> 0.50 is about
10-15 %, while about 45-60 % of the muons are pro-
duced by the decay of hadrons with x <0.10.

C. Nondiffractive interactions of 7 and K on air

While the model of pp and pp collisions is based
on data that extends up to V's =900 GeV, which is
equivalent to E),, =430 TeV, meson cross sections have
only been measured up to a few hundred GeV lab energy.
Thus, we have simulated the interactions of pions and
kaons using an appropriately modified version of the p-air
model. In particular, the main difference between the
meson and the proton interactions is that the former have
a weaker leading effect than the latter. Accordingly, the
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FIG. 7. xj distribution of the leading nucleon in fixed-target
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p+air—p+anything is compared to data (continuous curve) at
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Jones (Ref. 28). (b) The Monte Carlo result (histogram) for
p+air—n-+anything is compared to data (continuous curve) at
lab energy 300 GeV for p+Be—n-+anything quoted by Jones.
Each distribution is normalized to unit area.

forward leading meson prerapidity is chosen in such a
way that the probability for the leading meson to have
the largest prerapidity is smaller than for a leading nu-
cleon. The Monte Carlo simulation has been tuned (Fig.
9) to the experimental data’' of the x, distribution of
charged pions obtained in interactions of 7+ and K+ on
a carbon target.

D. Single-diffractive-hadron-air events

Single-diffractive (SD) events (projectile fragmentation
only) are generated in a fraction F; of all inelastic col-
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xp (dn,/dxg)

FIG. 8. Inclusive x distributions of charged pions produced
by our model in 10° p-air nondiffractive interactions at lab ener-
gy 1 TeV (dashed curve) and at lab energy 10* TeV (continuous
curve).

lisions, very slightly decreasing with energy:
F,=0.125—0.00321ns , (15)

F, is about 10% at ISR energies®’ and 8.5% at CERN
Collider energies. >

In the single-diffractive interactions we are consider-
ing, the target nucleon is still intact after the collision,
while the incident hadron (7, K, or nucleon) is excited to
a system (diffractive cluster) of higher mass but with the
same quantum numbers (charge and strangeness in our
simulation), which subsequently decays.

These are the main steps in event generation.

(a) Sample the mass M of the diffractive cluster using a
probability distribution:

dN _ _ const

d(M?*/s)  M?/s

in agreement with the scaling in M?*/s observed from
ISR to CERN Collider’ energies.

(b) Sample the four-momentum transfer squared ¢ ( <0)
using a distribution:

(16)

d—zconstXe-llw’"""Jb, (17)
dli|

where the b parameter®® is 7 (GeV/c) ™% and t,,, is the
minimum four-momentum transfer squared required to
produce the mass M.

(c) Sample the azimuthal angle of the target nucleon in
the final state, randomly between O and 27.

(d) Sample the number n, of charged particles in the
diffractive cluster from a negative-binomial distribution,
as in the nondiffractive case, but with s replaced by M? in
the calculation of the {n, ) and k parameters, according
to recent experimental data.’’

(e) Sample the number of 7° in the cluster from a Pois-
son with the mean obtained from the formula (6) taking
into account that in our model the #%s are the only

|1r|]r1|1|xvuulx|r|]rv

20 ¢ a)m -=>m ]
o Exp. data
10 — Hist.: HEMAS
09
08 |
0.7
Foosl
g 05
S 0.4 |
G
- 0.3
e
]
02 | J
N B B A B
0 0.2 0.4 0.6 0.8
Xp
N IR IS R SR
10l = b)K—>7T
F o Exp. data .
100 L Hist.: HEMAS |
= 107! _
> E E
el E E
3 : ]
o 10‘2.__ —
~ 3
=3 E 3
* r ]
1073 | —~
NP P RN SR N
] 0.2 0.4 0.6 0.8 1

Xp

FIG. 9. x; distributions of final charged pions in meson in-
teractions on fixed target at lab energy 100 GeV. (a) The Monte
Carlo result (histogram) for 7% +air— 7~ +anything is com-
pared to data (O) from Barton er al. (Ref. 31) with a Carbon
target. The data are normalized so as to coincide with the
Monte Carlo results in xz=0.3. (b) The same as (a) for
Kt +air—x " +anything.

source of gammas.

(f) Perform the decay of the cluster into ‘“leading had-
ron + pions,” according to the longitudinal phase space,
in three steps: (1) sample the p, of each particle from an
exponential distribution with (p,)=0.45 GeV/c, as-
sumed independent from the mass M of the cluster; (2)
sample randomly the prerapidities of the decay products;
(3) operate, on each prerapidity y’, a linear transforma-
tion y’'—y = A + By’ [similar to that used for the meson
clusters in nondiffractive interactions, see Sec. IT A (i)].

(g) Finally, perform the Lorentz transformations from
the cluster rest frame to the c.m. of the target nucleon
and projectile hadron and then to the lab frame.
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The same scheme is used for pp, p-air, n-air, 7-air, and
K-air diffractive interactions.

In Fig. 10 the particle density dn /d7 at the diffractive
cluster’s kinematical central value

(n)=In(Vs /M) (18)

is shown as a function of the cluster mass M. The Monte
Carlo results are compared with the pp SD data of the
UA4 Collaboration’” at Vs =540 GeV. The result ob-
tained assuming isotropic decay for the diffractive clus-
ter, which is consistent with experimental results at ISR
energy,>? is shown for comparison. At high energy it is
clear that the diffractive cluster does not decay isotropi-
cally. Figure 11 shows the pseudorapidity distributions
for the mass windows with (M )=20 and (M )=80
GeV. Within the accuracy of the experimental data the
shape of these distributions is rather satisfactorily repro-
duced.

The present version of the Monte Carlo code allows us
to describe the evolution of high-energy hadrons and
muons in atmospheric cascades. Minimum threshold is
500 GeV, due to the fact that the algorithm for the trans-
formation of prerapidities does not work correctly for
lower energies. The collision generator is coupled to oth-
er subprograms which allow (i) calculation of the electron
size by means of a semianalytic approach,* (ii) interac-
tion of incident nuclei with air using either a simple su-
perposition model (independent collisions of nucleons) or
an algorithm with a detailed treatment of the nuclear
breakup, and (iii) propagation of the atmospheric muons
to the underground detector.

Since the present work is focused on the physics of
multiple underground muons, in the following we de-
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FIG. 10. Charged-particle density in pseudorapidity at the
diffractive cluster kinematical center, in pp SD interactions at
Vs =540 GeV, as a function of the cluster mass. The data (Ref.
37) from UA4 are compared with the Monte Carlo results (con-
tinuous curve). The result obtained with a model with isotropic
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parison.
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scribe the procedures to calculate the muon yield at the
depth of detection. This includes the muon propagation
segment and the parametrization of the muon produc-
tion. For heavy nuclei both the superposition and frag-
mentation models have been considered and the results
compared.

III. MUON PROPAGATION THROUGH THE ROCK

Each muon produced in the atmospheric cascade is
transported underground using a three-dimensional
Monte Carlo routine.*’ The total rock thickness A is di-
vided into steps Az. For high-energy muons an appropri-
ate choice has been found to be At=25 hg/cm?. Typical
energy losses in each step are of the order of a few GeV,
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which are negligible compared to the initial energy of the
muon. Thus the average angular deflection per step
changes very slowly from step to step. Whenever the
muon, in the course of its history, reaches an energy such
that the average angular deflection is larger than a limit-
ing value, then the spacing is reduced accordingly. A
limiting value of 1 degree has been chosen to keep the
desired accuracy without increasing substantially the
computing time. For each step, the energy loss is calcu-
lated in order to get the average muon energy (E,)
along its track. In this calculation,® ionization*' and
pair production*’ have been treated as continuous pro-
cesses while bremsstrahlung®® and nuclear interaction**
have been treated stochastically. The mean energy (E,, )
is used for the sampling of the angular deflection and of
the lateral displacement occurring in Az. The use of the
Gaussian approximation together with an appropriate
choice of the mean scattering angle*’ provides results in
excellent agreement*® with those obtained using a com-
plete distribution based on Scott-Snyder-Moliere theory.
The correlation between angular and radial displace-
ments is taken into account according to the distributions
of Ref. 46.

The main uncertainty in the simulation of the muon
nuclear interaction, coming from the extrapolation of the
photon-nucleon cross section as a function of the photon
energy, has been investigated.* We find that, if instead
of a logarithmically growing cross section (as assumed in
the Monte Carlo simulation), we use a constant one, the
muon intensity underground for 4 <7500 hg/cm? does
not change more than 1%. Predictions of this routine
concerning the local muon spectrum and angular spread
between muon pairs at the Mont Blanc underground lab-
oratory, where the NUSEX detector is operating (at a
vertical depth of 5000 hg/cm? of standard rock), have
been found in excellent agreement with the measured dis-
tributions (Refs. 47 and 48, respectively).

IV. PARAMETRIZATIONS FOR
UNDERGROUND MUONS

The results of our simulation of atmospheric cascades
can be summarized in a set of parametrizations which
give the distributions of the muon multiplicity N, and of
the perpendicular distance of muons from the shower
axis R, as functions of primary mass, energy and zenith
angle and of detector depth. The results obtained here
differ from those of Ref. 3 mainly in the multiplicity dis-
tribution and in the shape of the lateral distribution.
However, the mean number of high energy muons is
quite similar in the two calculations, and the distributions
themselves are not drastically different.

We emphasize that the parametrizations we present
here are for muons at the depth of the detector after
propagation through the rock. We have made a set of
Monte Carlo runs for primary nuclei of mass 1-56 with
energies from 2 to 10° TeV/nucleon and zenith angle
0<60<60°. For each event, all muons above 0.5 TeV at
production are saved for propagation underground.
Table I gives results for the mean number of muons
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TABLE I. Mean number of muons above 500 GeV at pro-
duction, generated in proton showers of energy E, (TeV) at zen-
ith angle 28°.

E, (TeV) 10 10 10° 10* 10°
(N,

0.299 2.31 12.5 71.6 436

above 0.5 TeV at production, which can be compared
with other calculations in a manner that is independent
of the treatment of propagation through the rock. Each
muon with energy greater than 0.5 TeV is propagated
through the rock as described in the previous section and
checked for survival to slant depths 3000, 4000, 5000,
6000, and 7000 hg/cm2 of standard rock (Z=11, 4A=22).
In all cases the altitude of the underground laboratory is
taken to be 965 m above sea level, as at Gran Sasso.
However, the results depend only weakly (< 5%) on this
choice because the production height of the muons is
much greater (12—-18 km for vertical showers).

The mean number of muons (N, ) which go through a
rock thickness 4, produced by primary cosmic rays of
mass A, energy E, and zenith angle 6, follows with a
good approximation the scaling law

E,(N,)

A secB :f(EP/E# )g(Ep/E#) d (19)

— 70681 __ 9.134
g(E,/E,)=0.02126(E, /E,,)***(1—E, /E,)>'* ,

(20)
48.27
(E,/E,)=ex , 21
B, /B =exp 9.467+(E, /E,)***
valid for E, /E,, > 2, with the parameter
E,=0.53(e**10 % —1) (22)

where 4 is in hg/cm? of standard rock; E, is the energy
per nucleon in TeV.

The function g (E,/E,) is of the form originally sug-
gested by Elbert* to describe the mean number of high
energy muons in an atmospheric cascade. Our result for
the mean number of muons at the depth of the detector
includes a correction factor f(E,/E,)>1 which rapidly
approaches one for large values of its argument. We be-
lieve that this is a consequence of fluctuations in the sur-
vival probability which we have included in the simula-
tion. There is, however, a single relation, Eq. (22), be-
tween the parameter E, and depth. The parametriza-
tions given in Egs. (19)-(21) are valid for E,/E, >2. We
have checked that the region E,/E, <2 contributes to
the single muon rate at the 1% level and is completely
negligible for multiple muons.

The muon distributions deep underground are well de-
scribed by parametrizations which have the same form as
the multiplicity distribution and p, distribution in indivi-
dual interactions.

The distribution of the multiplicity N, is well fitted by
a negative-binomial function:
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PN )= Nytk =11 (N)/k |
K N, 1+(N,)/k
1 k
X TNk (23)
with
k=A2/310F((NH)/A) 24)
and
F({N,)/A4)=0.748+0.330log,o({N,, )/ 4)
+0.045[log,o({N, )/ )] . (25)

The lateral distribution of the muons perpendicular to
the shower axis is well reproduced by an inverse-power-
law form

1 dN, _ (a—1)a—2) R,
N, dR, R @ (Ro+R,)"

(26)

The constant Ry, is related to the (R, ) and a parameters
through the formula

a—3

Ry="""(R,) @7

The (R, ) parameter is given by
0.114
(R,)=G(E,,E,,0) |11.62E [ *%% | £ sec | ,
P
(28)

where
G(E,,E,,0)= A (E,,0)+B(E, 0)(E,~1), 29)

A(E,,0)=1.39—0.383X +6.72X 102X ?+0. 1(sec6— 1),

(30)
B(E,,0)=[3.14X10"2+6.65X 103X —1)](2—sech)

(31)
with X =log,o(E, /1 TeV). The a parameter is
1.138
=C(E,)) |————F+-—1+0.848
@=CE) e+ (R, 0 B2
with
C(E,)=exp(2.413—0.260X +0.0266X?) , (33)

where (R, ) is in meters. When (R#) <1.13 m the ex-
ponential form
1N 4

—2R /(R )
—_ ze M M
u Hu <R,u>

(34)

must be used instead of the power-law (26).

Figure 12 shows comparisons between the muon multi-
plicity distribution obtained with the Monte Carlo pro-
gram (histograms), the best fit with a negative binomial
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FIG. 12. Muon multiplicity distribution from primary verti-
cal protons of energy E for rock thickness 3000 hg/cm? The
histogram (with statistical errors) represents the Monte Carlo
result; the continuous curve is the best fit with a negative bino-
mial; the dashed curve is a Poisson distribution with the same
average as from the Monte Carlo result. (a) 30 000 showers with
E=100 TeV; (b) 1000 showers with E =10* TeV.

(continuous curves), and a Poisson with the same (N, )
as from the Monte Carlo simulation (dashed curves), for
two different values of primary energy. The Poisson is
the functional form suggested in Ref. 3; for a fixed (N P ),
it represents the limit of the NB when the k parameter
tends to infinity. As a consequence, the fluctuation of the
multiplicity provided by the NB,

o?=(N,)/k +(N,) , (35)

is larger than the fluctuation expected from a Poisson
with the same average.

Figure 13 shows comparisons between the lateral dis-
placement distribution obtained with the Monte Carlo
program (histograms), the best fit with an inverse-power-
law function (continuous curves), and an exponential dis-
tribution with the same (R, ) as from the Monte Carlo

I
simulation (dashed curves), as suggested in Ref. 3. Here
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FIG. 13. Muon lateral distribution (events per AR) for 1000
proton showers of energy E = 10* TeV, zenith angle 6=28° and
for rock thickness h. The histogram (with statistical errors)
represents the Monte Carlo result; the continuous curve is the
best fit with an inverse power law; the dashed curve is an ex-
ponential distribution with the same average as from the Monte
Carlo result. (a) h=23000 hg/cm?; (b) h= 6000 hg/cm?.

the comparisons are shown for the same primary energies
but at different slant depths 4 and therefore different
values of the parameter E,. We notice that when the ra-
tio E, /E, decreases (for lower rock thicknesses and/or
for greater primary energies), the multiplicity and the la-
teral distributions exhibit a noticeable deviation from the
conventional ones (Poisson and exponential, respectively).
Note that the lateral distribution is non-exponential at
small distances as well as in the tail of the distribution.
The parametrization described here does not incorpo-
rate a correlation between muon multiplicity and lateral
distribution. We know that such a correlation must exist
at some level because events that start unusually high in
the atmosphere will tend to produce more muons because
the parent mesons decay more easily in the more tenuous
part of the atmosphere. To investigate the possible
significance of this effect quantitatively, we looked at
showers generated by protons at 1000 TeV and zenith an-
gle 28°, as observed at slant depth of 3000 hg/cm?. In
Fig. 14(a) we report the mean distance { H ) of the muon
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FIG. 14. Relation among muon multiplicity, height of pro-
duction and lateral distribution. (a) Mean slant height of muon
origin as a function of muon multiplicity; (b) Mean perpendicu-
lar core distance as a function of muon multiplicity. The results
are for proton showers of 1000 TeV at zenith angle 28° observed
at a slant depth of 3000 hg/cm’. The mean core distance for all
N,is (R, ) =4.60 m. The mean multiplicity is (N, )=2.26.

production point from the sea level as a function of muon
multiplicity; Fig. 14(b) shows the corresponding mean
perpendicular distance of muons from the shower axis.
All muons at the depth of the detector are counted. The
effect shown here is potentially significant in view of the
fact that it is the relative frequency of high-multiplicity
events that is sensitive to composition at high energy
(>10" eV). The fact that events of high multiplicity are
more spread out will decrease the probability of a proton
to generate an event with large N, in a finite detector.
We expect this correlation to be much less significant for
heavy primaries because of the intrinsically smaller fluc-
tuations in showers initiated by heavy nuclei. For exam-
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ple, in a test run with incident iron nuclei of 1000 TeV to-
tal energy at 3000 hg/cm?, and zenith angle 28°, we found
no systematic correlation between muon multiplicity and
lateral spread of the muons at the detector level. We are
investigating the possibility of making a parametrization
that includes the correlation between lateral distribution
and multiplicity as a function of primary mass, energy,
zenith angle, and depth.

To maintain the generality of the parametrizations, we
have also neglected the effect of the Earth’s magnetic
field, which depends on geographic location of the detec-
tor and on azimuthal angle of each shower. The relative-
ly small charge separation caused by traversing the
geomagnetic field is discussed briefly in Ref. 3.

V. DISCUSSION

We have made several assumptions and simplifications
in the calculations that lead to the parametrizations de-
scribed above. In this section we describe these assump-
tions and assess the associated uncertainties in the re-
sults.

A. Cross sections

To test the sensitivity of the results to the assumed
cross sections, we generated 5000 proton showers at 1000
TeV incident energy with 28° of zenith angle, using the
two different sets (a and b) of cross sections already de-
scribed in Sec. II (in Fig. 1 the cross sections of set a are
reported as continuous curves; the dashed curves refer to
set b). At 1000 TeV the proton air cross sections are

set a: 0,,,=416 mb, (36)

set b: o =382 mb, 37)

p-air
and differ by about 9%. The mean number of muons per
shower produced in the atmosphere with energy greater
than 1 TeV is decreased by about 5% when the smaller
cross section is used. The values of energy used in this
test are in the most important energy regions for calcula-
tion of multiple muons deep underground.

B. A production

A production is not included in the calculation. To
evaluate the effect of this simplification we ran 5000 pro-
ton showers with E, =1000 TeV at 28°, with and without
the production of A. When A production is included
with an accompanying kaon (most importantly in the for-
ward fragmentation region) the mean number of muons
per shower produced in the atmosphere with energy
greater than 1 TeV increases by about 2%.

C. Prompt muons

Production of prompt muons is not included in the cas-
cade program. Following the arguments of Ref. 3, we ex-
pect the contribution to muon groups to be unimportant
up to slant depths of at least 7 km of water equivalent
(km we) even for an amount of charm production® that is
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larger than now believed possible. For a more recent re-
view of prompt muon production in cosmic rays see Cas-
tagnoli et al.’!

D. Nuclear target effects

The introduction of nuclear target effects into the mod-
el is the source of some uncertainty because their behav-
ior at high energy ( > 400 GeV lab energy) depends on an
extrapolation of experimental results. We have checked
the sensitivity to these assumptions by generating vertical
proton showers at EP =10, 100, and 10* TeV with all tar-
get effects turned off in the interaction model. This re-
sults in decreased inelasticity, decreased {(n. ) and de-
creased (p,) relative to hadron-nucleus interactions.
Even such an extreme mutilation of the model leads only
to modest changes in the properties of the muons. For
slant depths between 3000 and 5000 hg/cm? (N,) in-
creases by 4-5 % for E, =10 TeV and decreases by about
5% for E, 2100 TeV. The mean separation of muons is
some 10-15% smaller for all values of E,. These
changes occur when nuclear target effects are neglected
altogether. We therefore conclude that the model of nu-
clear target effects introduces no significant uncertainty
into the properties of the calculated muons.

E. Inelasticity

An important consequence of this model of hadron-air
interactions, in which the final-state multiplicity is
chosen first for each interaction, is that the mean inelasti-
city decreases slowly as energy increases, from 0.62 at 1
TeV (Vs =43 GeV) down to 0.57 at 10* TeV (Vs =4330
GeV). A similar effect has been found in other simula-
tions using multicluster generation.>> However, there are
opposite theoretical predictions about the energy depen-
dence of the inelasticity above accelerator energies, for
example, in multiple-scattering models of hadronic in-
teractions.>® In the latter models, energies of the secon-
dary particles are selected first in each event, with the
multiplicity of each event determined by the point at
which energy is exhausted.

To explore the magnitude of the uncertainty in rates of
underground muons from this source, we have generated
some events with a low-inelasticity model (II) and a
high-inelasticity model (III). In these models the inelasti-
city still decreases with the interaction energy, but its
values are remarkably different from those obtained with
the standard model (I) (see Table II). Vertical proton
events were generated for each model at Ep=102, 103,

TABLE II. Mean inelasticity for the process p+air
— N+anything, at different lab energies E|,;, according to the
three interaction models considered in the text. Model I is pre-
ferred.

E. (TeV) 10? 10° 10*
Model I 0.61 0.58 0.57
Model II 0.54 0.51 0.50
Model III 0.68 0.65 0.65
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and 10* TeV. The lateral distributions are indistinguish-
able within statistics. For slant depths from 3000 to 5000
hg/cm?, model III (more inelastic) produces somewhat
fewer muons ( = 7%) than the standard model I and mod-
el II (more elastic) produces somewhat more muons
(=12%). Interpretation of the sign of this effect is not
simple because it results from two competing effects. It
has been assumed that the multiplicity distribution
remains unchanged as the inelasticity varies. This means
that, in the more inelastic model III, each pion in the cas-
cade has higher energy and is therefore less likely to de-
cay. On the other hand, there are more pions with ener-
gies high enough to produce a muon above the threshold
to reach the detector. The situation could be different in
models in which the multiplicity is allowed to increase as
the inelasticity increases. In any case, we infer from this
test that uncertainties in extrapolation of the inelasticity
do not give rise to large uncertainties in the expected
properties of underground muons.

F. Diffractive component of the interaction

The simulation of the hadron-air diffractive interac-
tions were performed by using a model tuned to the pp
SD interactions. No target effects were included in the
model and the same scheme was assumed also for the
meson-air interactions. To test the sensitivity of the re-
sults to the details of the treatment of diffraction, we have
generated showers of selected energies with and without a
diffractive component, while keeping the cross sections
constant. The differences in lateral distribution and mul-
tiplicity are small (less than 5% for (N #) and less than
10% for (R, )). We conclude, therefore, that the treat-
ment of diffraction introduces negligible uncertainty into
the model.

G. Primary nucleus fragmentation

The parametrizations presented above have been ob-
tained in the context of the superposition model: a
shower due to a primary of mass A4 (> 1) and energy E is
equivalent to A showers generated by A nucleons of en-
ergy E/ A interacting independently from the top of the
atmosphere. If, instead of the superposition model, we
treat in a more realistic way the primary nucleus frag-
mentation, the shower develops somewhat deeper in the
atmosphere. As a consequence, the mean number of
high-energy muons (N, ) and their mean distance from
the shower axis (R, ) are lower. This effect has been in-
vestigated by using a Monte Carlo routine for the nuclear
fragmentation.’* We studied the multiplicity and lateral
distributions of muons produced in showers induced by
iron nuclei with energy per nucleon E, between 10 and
10° TeV/nucleon and zenith angle 6 between 0 and 60°, at
depths & between 3000 and 5000 hg/cm?:

(i) The ratio F (N, of the mean number of muons ob-

tained with the fragmentation model to the mean number
of muons obtained with the superposition model does not
exhibit a clear dependence on Ep, 0, and h; the values are
all approximately between 0.75 and 0.95 and the mean
value is about 0.84.
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(ii) The ratio F( , of the mean muon lateral displace-
H

ment obtained with the fragmentation model to the mean
muon lateral displacement obtained with the superposi-
tion model is in the range 0.80-1 even though it does not
exhibit a clear dependence on 6 and h. However we no-
ticed a slight dependence on the energy per nucleon (for 0
and h fixed). We found an average value of 0.84 at 10
TeV/nucleon with a logarithmic increase of about 0.04
per decade of E,,.

We obtained similar effects for the showers induced by
a particles, so that it is reasonable to assume

Fiy)=0.84, (38)
F(g,)=0.80+0.04log o(E, /1 TeV) (39)

independently of the primary mass 4 (>1). In Sec. VI
the effects of these correction factors on the rates of the
multiple-muon events will be illustrated.

VI. APPLICATIONS

The main features of a muon bundle are the multiplici-
ty and the relative distance between muon pairs (in a bun-
dle with N muons, there are N(N —1)/2 independent
pairs). Figure 15 shows the average values of these quan-
tities, for vertical showers at a fixed slant depth (4000
hg/cm?) as a function of the primary energy, for proton
and iron induced showers. For high primary energy
(E >2000 TeV) the multiplicity is much more sensitive to
primary mass (for a fixed primary energy) than is the
muon lateral spread. For example, above 5000 TeV, the
ratio of (N#) for iron compared to proton induced
showers is larger than 3, while the average distances be-
tween muon pairs do not differ more than 20%. For that
reason the multiple-muon rates are expected to be the ob-
servables more sensitive to the primary composition.

The rate of events with N muons detected can be ex-
pressed as

Ry=3 [dE ¢ ((EVPy(E, 4)="3, [dE Sy(E, A) .
‘ A

(40)

Here ¢ ,(E) represents the differential flux of nuclei of
mass A4, at energy E, according to a given composition
model [see Eq. (41) below]. The function Py represents
an acceptance for the detection of N muons due to a pri-
mary of mass A and energy E. This function does not de-
pend on the composition model. It depends on the
shower development (through the muon multiplicity and
lateral spread), on the shape of the mountain above the
laboratory [through a function 4 (6,¢) which associates a
given rock thickness to a given primary direction (6,4)],
on the rock properties (through the rock density and
through a function that converts the actual rock thick-
ness into a standard rock thickness®®), on the detector
geometry and efficiency and on the track-reconstruction
capability. Some examples of Py function for N=1, 6,
and 16 are shown in Fig. 16. Once the function Py has
been calculated for a given set of ( 4,E) values, the rate
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FIG. 15. Muon multiplicity and separation from Monte Car-
lo simulation, for vertical showers observed at 4000 hg/cm? un-
derground as a function of primary energy for protons and iron
nuclei. (a) Mean multiplicity at the depth of a detector [con-
tinuous curves are fits of the Monte Carlo results, Egs.
(19)—(22)]. (b) Mean separation between pairs of muons [events
with N,=n contribute n(n —1)/2 to this average]; dashed
curves are drawn only to guide the eye.

of events with N muons, for a given composition model,
can be obtained first by multiplying Py(4,E) by ¢ ,(E)
(the model-dependent function S is obtained), then in-
tegrating over the primary energy E and finally summing
over the five mass components. All these steps of the cal-
culation are very fast (a few seconds), so that an arbitrary
number of different composition models can be checked
for comparison with data.

The only time consuming operation is the calculation
of Py( A,E). It can be realized in two ways.

(a) The event generation. This is a Monte Carlo ap-
proach in which samples of events are generated (for
fixed values of mass A and energy E) directly from the
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parametrizations and folded into the detector. In this
case all details of the detector can be applied event by
event (on the assumption that the small fraction of stop-
ping muons is neglected). This calculation procedure re-
quires much work because it is a multistep one: first, the
muons are generated relative to the shower axis; then the
axis position relative to the detector is sampled and the
event is folded into the detector; the simulated raw data
produced are recorded on a file which is the input of a
routine for the track reconstruction and the histogram-
ming.

(b) The numerical integration. Alternatively, one can
use the parametrizations as the basis of a numerical in-
tegration to obtain Py( A4,E) for a set of values of 4 and
E. The latter option is much faster but requires one to
assume that for a given muon direction one can calculate
an area inside which the probability of detection (and
reconstruction) of the associated track is 1, independently
of the presence of other muons in the event. This calcu-
lation technique was already applied to the analysis of the
NUSEX data,* in which the detector was considered as a
box and a minimum vertical track length was assumed
for the detection and reconstruction of each track. This
possibility relied on the fact that the NUSEX detector is
constituted of a large number (134) of horizontal stream-
er tubes so that one can define a minimum vertical track
length for which the detection efficiency is almost 1;
furthermore, the tracks reconstructed in the two orthogo-
nal views can be associated so that the number of planes
crossed by each track is known and a comparison with
the calculation is possible. A complete description of the
numerical integration technique can be found in Ref. 56.

Another procedure sometimes used for the calculation
of the multiple muon rates R is to sample the mass and
the energy within a series of energy bands according to a
given composition model. As a consequence of the spec-
trum steepness, the primary energy has to be sampled
separately from several bands; for example, at Gran Sasso
the bands could be from 2 to 10 TeV, from 10 to 10?
TeV, ..., from 10° to 10° TeV. In this case the number
of steps in the calculation is reduced; instead of a run for
each mass A4 and energy E, the generation for a given
composition model requires just one run for each energy
band. However, in this case, the result of the calculation
is not the function Py( A4,E), but its integrals over the
bands already weighed with the flux ¢ 4,(E). Thus, in this
case the whole calculation has to be repeated for any
model that one wants to check.

Whichever procedure is used, it is helpful to know
which are the important energies and masses for the in-
tegral in Eq. (40). We will therefore display the integrand
Sy(A,E) as a function of E and A in Figs. 21-23 below,
after we have discussed a range of composition models.

In the following, we report the results of the calcula-
tion of rates of multiple, coincident muons in a simplified
version of the MACRO detector.’” Rather than attempt-
ing to simulate the real detector, we have represented a
single “supermodule” as a box of 12X 12X5 m?’, requir-
ing a minimum vertical track length of 2 m for each track
to be detected and reconstructed. This simplification is
necessary for applying the numerical integration tech-
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nique described above. Even though it is not adequate
for interpretation of real data, for which it will be neces-
sary to simulate in detail the response of the actual detec-
tor, it is sufficient, however, to illustrate the sensitivity of
a detector of this general size and location to the elemen-
tal composition of the primary cosmic rays. We give ex-
amples both for a single “supermodule” (hereafter indi-
ca}ted as SM) and for six “supermodules” (72X 12XS5
m”).

We compare the rates of single and multiple muons for
four representative compositions in the literature. These
same models were used in the analysis of Ref. 4. In each
case the cosmic ray nuclei are treated as five groups of
mass (average mass: A =1 for protons, 4 =4 for alphas,
A=14 for the CNO group, 4=28 for the Mg-Si group,
and A=56 for the Fe group). The differential flux for
each mass component has been expressed through a
power law:

$E)=K(E/1 GeV)™7 41

where ¢ , and K are in nuclei/(m?s sr GeV/nucleus). For
energy E bigger than a cutoff value E_, the slope changes;
it is indicated as y(E > E,) in Table III. This table* lists
the values of the parameters (normalization constants,
slopes, and cutoff energies) of the four models we consid-
er.
(i) p-poor model (PP). This cosmic-ray composition®® is
inferred from the intensities of ¢ families observed both
at Mt. Kanbala and at Mt. Fuji. Its main distinctive
features are a low value of the proton cutoff (E,=10’
GeV) and a big increase of the ratio iron/proton [see Fig.
17(a)].

(i) Maryland model (MD). This model® provides
steep proton and a spectra and a big relative increase of
Mg-Si and iron fluxes [see Fig. 17(b)].

(iii) Constant-mass-composition model (CMC). In the
CMC model all the mass groups have the same spectral
slope so that the increase of the heavy nuclei percentage
is uniquely due to the rigidity dependent steepening [see
Fig. 17(c)]. The version used here is based on the analysis
of Kempa and Wdowczyk® of the hadron intensities at
mountain altitudes, and differs only in the use of ¥y =2.71
rather than y =2.70 below the rigidity cutoff.

(iv) Linsley model (LI). In the model suggested by
Linsley,“ the existence of a new proton source is as-
sumed. This source takes over at high energy and cancels
the effect of the conventional proton bend. As a conse-
quence, the proton percentage increases with energy [see
Fig. 17(d)].

In all cases (except for protons in the Linsley model) all
components are assumed to steepen at the same magnetic
rigidity. We stress that in some cases there are several
versions of the same basic model in the literature. For
the sake of definiteness, we use here versions identical to
those used in Ref. 4. In principle, all the models should
reproduce the all-particle spectrum measured in air-
shower experiments. However, these measurements are
affected by considerable uncertainties, and the procedure
to convert the measured shower size into the primary en-
ergy depends on many hypotheses concerning the shower
development. Thus, although the all-particle spectra pro-
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TABLE III. Normalization factor K [m~%s™'sr~}(GeV/nucleus) '], slope, cutoff energy E, (GeV),
and slope after cutoff for the four models considered in the text.

Group K E, vy (E>E,)
P-poor composition
P 1.51x10* 2.70 1.0X10° 3.00
a 7.02 X 10° 2.70 2.0X10° 3.00
CNO 2.68 X 10° 2.61 7.0X 10° 3.00
Mg 2.93X% 10° 2.62 1.4X10° 3.00
Fe 8.56X 107 2.50 2.8 10° 3.00
Maryland composition
p 1.98 X 10 2.75 3.0%10° 3.35
a 1.03% 10* 2.77 6.0X10° 3.37
CNO 2.15X 10° 2.60 2.1x10° 3.20
Mg 1.14X10° 2.50 4.2x10° 3.10
Fe 5.95X 10? 2.50 8.4x10° 3.10
Constant mass composition
P 1.72x10* 2.71 2.0X10° 3.00
a 9.20% 10° 2.71 4.0X10° 3.00
CNO 6.20% 10° 2.71 1.4X 107 3.00
Mg 9.20% 10° 2.71 2.6X107 3.00
Fe 6.20X 10° 2.71 5.2X107 3.00
Linsley composition
p 2.60x 10* 2.73 1.0X10°
1.84 X 10° 2.50 1.0Xx 107 3.02
a 8.16 X 10° 2.73 1.0X 10° 3.23
CNO 5.65%10° 2.73 3.5x10° 3.23
Mg 7.30X 10° 2.73 7.0X 10° 3.23
Fe 6.33X 10° 2.73 1.3X10’ 3.23

vided by these four models (Fig. 18) are rather different,
they are all consistent with the primary spectra obtained
from the measured electron and muon size distributions.
While the differences are of the order of 20-30 % at 10°
GeV, at the energies around and over the bending point
they become considerable; for example the PP and LI
predictions differ by more than a factor 2 at 10’ GeV.
The muon rates for one SM for each of the composi-
tions are shown in Table IV. The rates of single muons
are not identical in the four models and differ up to about
40% for the two extreme models Maryland (heavy) and
Linsley (light). This is primarily a consequence of the
fact that these models correspond to somewhat different
primary nucleon spectra around 10-100 TeV. However,
the calculation of the rates reported in Table IV is
affected by systematical uncertainties. Those related to

the description of the mountain topography and rock
density can be partially suppressed by considering the ra-
tio of multiples to singles (Table V).

It is useful to show some characteristic distributions
for the extreme models, Maryland and Linsley, for a sin-
gle SM. Figure 19 shows the ratio Ry /R of multiples to
singles for these models. We notice that in the ratio
R, /R, there is about a factor 3 between the two models.
Figure 20(a) shows the mean primary energy per nucleus
that gives rise to events of various multiplicities. They
are rather similar in the two models, although, as expect-
ed, the mean primary energy is somewhat higher for the
high multiples in the model with mostly protons. In con-
trast, the mass of the progenitors of the underground
events [Fig. 20(b)] is quite different in the two models.
For example, the events with 6 muons are mostly

TABLE IV. Underground muon rates for six different multiplicities N, in one SM, according to the
four composition models considered in the text. Units are events/year.

N, 1 3 6 9 12 16
PP 1.15X 10° 556X 10° 429X 10 106 37.7 13.9
MD 9.55X10° 6.06X 10° 5.83X 107 155 56.9 21.1
CMC 1.20X 10° 5.69X 10° 4.01X10? 97.0 35.5 134
LI 1.37X 10° 6.07x10° 3.98X 10° 88.8 29.7 9.97
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TABLE V. Ratio of multiples to singles Ry /R for five different multiplicities N in one SM, accord-
ing to the four composition models considered in the text.

R,/R, R¢/R, R,/R, R,,/R, R /R,
PP 4.82x1073 3.72%x10°* 9.16X107° 327X107° 1.20Xx10°°
MD 6.35%107° 6.10X10°* 1.63x10°* 5.96X10°° 2.21%X107°3
CMC 4.75%x107? 3.43X107* 8.09X 1077 2.96X10°° 1.12x10°°
LI 444x107° 2.91x10°* 6.48X107° 2.17X107° 7.28X10°°
(>50%) due to primary protons for the Linsley model, itative difference between the results for six SM’s (see

while the proton contribution according to the Maryland  Table VI) as compared to those with one SM. In Table
model is only about 2%. Figures 21, 22, and 23 illustrate VII we report the ratios of multiples to singles for each
these differences graphically, by showing the relative con- model. Figure 24 shows the ratio between the rates R (6

tributions of the five nuclear groups in these two models SM) obtained with six SM’s and the rates R (1 SM) ob-
to the rates of singles, sixfold, and 16-fold events.

Apart from increased counting rate, there is little qual-
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tained with one SM, as a function of the muon multiplici-
ty N. We notice that, while the ratio of singles is lower
than 6 (which is the ratio of the top areas between the
cases 6 SM’s and 1 SM), for higher multiplicities R (6
SM)/R (1 SM) is bigger than 6. This can be explained as
follows: the rate for a given multiplicity N of muons
detected is obtained by summing over the multiplicity
N, = N of muons at the detection level weighing with the
probability P(N ,,N) that only N of the N, muons are
detected. In the limit of a detector of infinite area, the
matrix P is diagonal P(N 4,N)=1 for N,=N and P=0
for N, N so that there is no contribution from the mul-
tiplicities N, > N. Generally speaking, the smaller is the
detector, the larger is the relative contribution of the

FIG. 23. Functions ES,( A,E) according to the Maryland
(a) and Linsley (b) composition models. The mass components
are p (nonlabeled continuous curves), a (dashed), CNO (dotted),
Mg-Si (dot-dashed), and Fe (continuous curves labeled Fe).

multiplicities N, > N. This consideration explains also
the results of Fig. 25, where the ratios Ry /R; of multi-
ples to singles obtained with one SM and six SM’s (for the
CMC composition model) are compared. As a conse-
quence of the larger relative contribution to the multipli-
city N of the multiplicities N, > N for the smaller detec-
tor, the mean primary energy associated with a given
multiplicity N and with a given composition model is
greater for one SM than for six SM’s (Fig. 26).

The differences between the predictions in Tables
IV-VII should be compared with the systematical uncer-
tainties in the calculation. One of the biggest sources of
uncertainty is the treatment of the nuclear fragmentation
for showers induced by primaries with mass >1. In a
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TABLE VI. Underground muon rates for four different mul-
tiplicities N, in six SM’s, according to the four composition
models considered in the text. Units are events/year.
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TABLE VII. Ratio of multiples to singles Ry /R, for three
different multiplicities N in six SM’s, according to the four com-
position models considered in the text.

N, 1 3 6 16 R,/R, R¢/R, R,/R,

PP 6.06X10°  4.16X10* 3.44X 10 115 PP 6.87X 1073 5.67x107* 1.89%107°
MD 499%10°  4.34X10*°  4.46X10° 175 MD 8.69x 1073 8.93X107* 3.51%X10°°
CMC 6.29X10°  4.16x10* 3.04X 10 102 CMC 6.61x1073 4.83%x10°* 1.61x107°
LI 720X10°  429X10* 290X 10° 78.8 LI 596%107? 403%x10°* 1.09% 1073

simplified treatment of the problem, the fragmentation
effects can be accounted for by multiplying the values of
(N,) and (R, ) obtained from the parametrizations by
some correction factors F N,) and F R, respectively

[Egs. (38) and (39)]. In Fig. 27 we show the ratio of the
rates with fragmentation effects to the rates presented
previously in Table IV (associated with the ‘“‘superposi-
tion model”). We notice that the differences between the
rates are quite considerable (10-20 %) for high ( = 6) mul-
tiplicity events. Indeed, they can be large compared to
the differences between rates in models such as p-poor
and CMC which are rather different [see Table III and
compare Figs. 17(a) and 17(c)]. For example, the rates of
9-muon events in Table IV differ less than 20% between
the various models (except for Maryland), so that, in
principle, the uncertainties in the calculation do not al-
low one to discriminate between the different models ex-
cept for the most extreme case. On the other hand, we
notice differences also in the rates of single muons in
Table IV. These depend mainly on the flux of protons of
energy 1-100 TeV. Since the hadronic interactions are
rather well known in this energy range and the uncertain-
ties in the nuclear fragmentation do not affect the proton
showers, the rate of single muons can be useful to
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FIG. 24. Ratio between the rates Ry(6 SM’s) obtained with
six SM’s and the rates Ry(1 SM) obtained with one SM, as a
function of the muon multiplicity N, according to the p-poor
(+) and Linsley (O ) composition models.

discriminate models which assume an extreme hypothesis
on the proton flux at these energies. The total uncertain-
ty introduced into the calculation by all the other effects
discussed in Sec. V is comparable to the uncertainty from
the treatment of fragmentation.

A general problem with making inferences about pri-
mary composition from rates of multiple muon events
deep underground is that the normalization of the all-
particle spectrum is poorly known. As an example, the
predicted rates of high multiplicity events (> 10) differ by
about a factor 2 for the two extreme models considered in
this paper. The heavy composition (MD) has about twice
the rate of high multiplicity events as the proton-rich
model (LI). On the other hand, Auriemma et al.%? found
a factor of about 4 of difference between a similar pair of
heavy and proton-rich models. The two results are in
fact consistent. Auriemma et al. required that both com-
position models give the same all-particle spectrum. In
contrast, the LI spectrum used here is about a factor 2
higher than the MD spectrum in the relevant energy
range around 10’ GeV [see Figs. 18 and 20(a)]; thus re-
ducing the difference between the rates of high-
multiplicity events in the two models. In general, we
note from Fig. 18 that the models with a larger fraction
of protons have the largest flux of particles at high ener-
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FIG. 25. Ratio of multiples to singles in one SM (+) and in
six SM’s (0 ), for the CMC composition model.



3688 C. FORTI et al. 42

S B ———
.
107 + o
E +
E + ]
o ]
= L .
3
2 6 | -
10 E e} 3
N r B
o F + 15M b
- 0 6 SMs 1
5 | -
10% = E
E o 3
e e e
0 5 10 15
Nu

FIG. 26. Mean primary energy as a function of the muon
multiplicity in one SM (+) and in six SM’s (0O ), according to
the CMC composition model.

gy. Thus there is a tendency in primary flux models dis-
cussed here to compensate a low probability per proton
of obtaining large N, with a large flux of high-energy
protons. Further work is needed to impose an appropri-
ate self-consistency criterion on various trial composition
models. Requiring the same all-particle spectrum® was
an attempt in this direction, but it may not be sufficient
because the relations between primary energy and mea-
sured quantities such as N, and N, in air showers depend
on composition.

Observation of events by the surface EAS-TOP array
in coincidence with the underground detector! can pro-
vide complementary information about the composi-
tion.®»® In particular, composition models with a large
fraction of protons will give significantly larger surface
showers for events of high multiplicity than composition
models with a large fraction of heavy nuclei. There are
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FIG. 27. Ratio of the rates in one SM with fragmentation
effects (see text) to the rates with the “superposition model.”

two reasons for this: (i) to get an event with many muons
from a primary proton requires higher energy than from
a primary heavy nucleus, and therefore a larger shower;
(ii) not only are the proton showers larger, but they also
do not die out as fast as the nuclear showers. For both
reasons, therefore, surface showers associated with events
of high multiplicity underground will have characteristi-
cally different size distributions for heavy and light com-
positions. This distinction will be independent of normal-
ization in first order because it concerns the shape of the
associated size distribution at the surface rather than the
rate alone.

Finally, we note that measurements of lateral spread in
muon bundles and study of rates as a function of direc-
tion and slant depth will allow the calculations to be
tuned and should improve the ability to discriminate
among various models of composition.

*Also at Physics Department, University of L’Aquila, 67100
L’Aquila, Italy.
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