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A string of seven optical detectors deployed from a ship was used to detect the Cherenkov light
from muons at ocean depths ranging from 2000 to 4000 m in intervals of -500 m. The fiux and an-

gular distributions of cosmic-ray muons were measured. An effective area for fivefold coincidences
of 420 m for downward-going muons was achieved. The results are consistent with those derived
from underground observations and theoretical calculations. The measured vertical intensity
ranges from (9.84+6.5) X 10 ' cm ' s ' sr ' at 2090 m of water equivalent (mwe) to
(4.57+1.37) X 10 cm s ' sr ' at 4157 mwe.

I. INTRODUCTION

Measurements of the cosmic-ray muon energy spec-
trum and lateral distribution provide information on the
spectrum and composition of primary cosmic rays and on
the interaction between the primary-cosmic-ray particles
and the nuclei in the atmosphere. Spectra for vertical
and horizontal muons have been measured by magnetic
spectrometers. ' Although these provide a straightfor-
ward way to determine muon momenta, they are limited
in detection area, angular acceptance, and maximum
detectable momentum ( &1 TeV/c for vertical muons,
& 20 TeV/c for horizontal ones}.

To complement magnetic spectrometers, the muon
spectrum can be directly measured by means of the
depth-intensity relation of muons in underground experi-
ments. By measuring the muon Aux at different
depths, or the zenith angular distribution at a given
depth, the muon intensity as a function of the thickness
of matter traversed can be obtained. Since a certain

minimum energy at sea level is required for a muon to
reach a given depth, measurements at varying depths al-
low one to explore the high-energy end of the sea-level
muon spectrum.

Underground experiments are limited in size and by
the variability and uncertainty in the rock composition
above the detector. These problems can be overcome by
measurements underwater, where large detection
volumes are possible using the water itself as a detection
medium, and where the matter overburden is well known
and highly homogeneous. For seawater p = 1.027
gem, (Z) =7.47, ( A ) =14.87, (Z/A ) =0.5525,
(Z /A ) =3.77, where p is the mean density, Z is the
atomic number, and A the atomic weight.

Deep-ocean water is remarkably clear, so it can be used
as a Cherenkov radiator to detect relativistic charged
particles. The attenuation length of blue light in water
can be as great as 40 m. ' " Until recently, underwater
measurements have been limited in effective area when
compared to underground measurements. ' ' Previous
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experiments measure muon intensity by recording the lo-
cal coincidence rate of several light sensors, assuming
that the coincidences were caused only by muons. To
date, muon trajectory reconstruction and muon angular
distributions have not been carried out in deep-ocean ex-
periments.

Presented here are the results of first stage experiments
for the DUMAND (Deep Underwater Muon And Neu-
trino Detector) project. ' The ultimate aim of
DUMAND is to build a detector in the deep ocean cap-
able of searching for point source of high-energy neutri-
nos of astrophysical origin. Cosmic-ray muon vertical in-
tensity vs depth, and muon angular distribution vs depth
were measured in the ocean off the West coast of the is-
land of Hawaii in November 1987. Measurements were
made at depths ranging from 2000 to 4000 m in intervals
of 500 m with an instrument called the short prototype
string. The short prototype string demonstrates the tech-
nical feasibility of using the water Cherenkov technique
in the ocean, to detect muons and to reconstruct their
trajectories. This is a critical test for the DUMAND
project, since neutrinos are to be detected by reconstruct-
ing upward-directed muon trajectories.

Considerable data on the deep-ocean environment and
light backgrounds were obtained in this experiment. '

The principal source of background is Cherenkov radia-
tion from the P decay of K in seawater, which contrib-
uted a noise rate in the phototubes of 20.9+1.6 kHz, at
the one-photoelectron level.

II. APPARATUS

The entire short prototype string array employed seven
optical modules, two calibration light-source modules, a
multipurpose environmental sensor module, two hydro-
phones, an instrumentation module, and a string bottom
controller. Data from the various modules were sent to
the string bottom controller by means of individual mul-
timode fiber-optic cables. Upon reaching the string bot-
tom controller, these data were digitized, encoded, multi-
plexed, and then transmitted serially at 50 Mbaud to the
ship through a single-mode fiber optic cable. Onboard
ship, the data were received, decoded, selected, and
recorded on magnetic tape, using a CAMAC data-
acquisition system controlled by a PDP-11/73 computer.

The seven optical modules (shown in Fig. 1) are evenly
spaced 5.18 m apart along the length of the string. The
calibration modules are located on the string between the
second and third optical modules, and between the fifth
and sixth optical modules. The length of the string, mea-
sured from the top optical module to the bottom optical
module, is 30.6 m. Technical details and performance of
the individual instruments are discussed elsewhere. ' '

When a relativistic muon passes in the vicinity of the
string, the resulting Cherenkov wave front can hit several
optical modules within a time window of &100 ns. In
the string bottom controller, this light is detected by a
38-cm-diameter hemispherical photomultiplier tube en-
closed in an optically clear high-pressure housing. The
analog output pulse from the photomultiplier tube is
amplified and encoded in the optical module to a pulse
such that the leading edge of the pulse represents the ar-

rival time, and the duration of the pulse is proportional
to the logarithm of the intensity of the light. Typically, a
single photoelectron gives a pulse width of 100 ns. The
overall instrumental time resolution is 10 ns full width at
half maximum for a 1-photoelectron pulse, and improves
to 6 ns full width at half maximum for a 10-
photoelectron pulse. Light intensity is determined with a
resolution &o % for a range of light levels from 1 photo-
electron to a few tens of photoelectrons.

Fast timing and photomultiplier tube stability calibra-
tion are provided by the calibration module. The latter
consists of a 337-nm pulsed nitrogen laser, operator
selectable neutral density filters, and control circuitry en-
closed in a glass pressure housing of 43 cm diameter.
The output pulse [2 ns full width at half maximum
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(FWHM)] from the laser is optically coupled through a

fiber bundle to a scintillation ball 2 m distant from the
string axis. A photodiode in the calibration module mon-

itors the laser output and has its signal injected into the
data stream in exactly the same way as an optical
module.

The arrival time and width of the optical module out-

put pulse are digitized in the string bottom controller us-

ing 14 bits and 8 bits respectively, each with a least count
of 5 ns. The digitized data of the optical-module pulses
are combined with the module address bits, several flag

bits, and a parity bit to form 32-bit data words.
Onboard ship, the serial data stream from the string

bottom controller is converted to 32-bit parallel that
forms a bus which is connected to CAMAC modules that
monitor and process the data. One of these modules is a

specially designed circuit called the trigger processor.
The trigger processor continuously checks the incoming
optical module data and generates a trigger pulse when-
ever a preprogrammed condition is satisfied. In the
present experiment, the trigger condition required more
than four or five optical modules to have a hit within a
160-ns time window. Concurrently, the data on the
parallel data bus are stored in two 4000-word buffer
memories. When the trigger processor generates a
trigger pulse the data-taking system waits for 1 ms to en-

sure that any late hits associated with the event are load-
ed into the buffer memories; it then checks the contents
of the buffer memories to find appropriate optical-module
hits. Those optical-module hits, whose arrival times are
within +250 ns of the hit that caused the trigger, are
recorded to ensure that no optical-module data corre-
sponding to the same muon are lost. The trigger rate was

typically less than 10 Hz and the data-taking system had
adequate time to process every trigger.

A steel armored cable of 7.9 mm diameter was used to
suspend the string. Inside the armor, a polyethylene-
insulated, 0.6-mm copper tube served as a 60-Hz ac
power line for the instrument (0.7 kVA delivered) and
also provided a 300-baud communication channel. The
seawater-return technique was used for the ac power and
communication signal ground. The cable was just over
4.0 km in length, limiting our maximum depth. The hol-
low central core of the copper conductor also served as a
housing for a single-mode optical fiber. The fiber provid-
ed the 50-Mbaud optical data link from the string to the
ship.

High-voltage (HV) ac power, delivered from the ship,
is converted to 110 V ac at the string. Regulated dc
power for the modules and string bottom controller elec-
tronics is derived from the 1000 V ac. The 300-baud
communication signals are separated from the HV ac
power, received at the string bottom controller, and then
forwarded via a microprocessor in the string bottom con-
troller to each module through two communication lines
between the string bottom controller and the modules.

Each module on the string was monitored and con-
trolled through the 300-baud communication channel
with commands from the ship. Photomultiplier high-
voltage and discriminator levels were set and monitored
remotely from the surface. The counting rates, power

supply voltages, temperature, anode current of the pho-
tomultiplier tubes, as well as various other instrumental
data were monitored through the communication net-
work. In the calibration modules both the intensity and
repetition rate of the laser were controlled. At the two
shallower depths, high voltage supplied to photomulti-
plier tubes was reduced from the standard value (nominal
gain = 10 ) in order to cope with higher background noise
level due to bioluminescence. The differences in pho-
tomultiplier tube gain at these depths is taken into ac-
count in calculating the effective detection area.

III. THE EXPERIMENT

Previous studies on background light in the deep
ocean ' indicate that mechanical coupling of surface
swell from the ship to the instrument through the tether
cable results in an increase of more than one order of
magnitude in background light levels due to stimulated
bioluminescence, when compared with levels from an in-
strument anchored to the ocean floor. To minimize this
effect, the string was deployed from a SWATH (small-
water-area twin-hull) ship, the semisubmerged platform
Kaimalino. The measured vertical acceleration of the
ship did not exceed 0.06g during the entire deployment.
An hydraulic cable tension compensation system further
reduced the motion of the modules. The accelerometer in
the instrumentation module never recorded accelerations
exceeding 0.03g. Nevertheless, the instrument was in
nearly continuous motion with a typical amplitude of 1 m
and period of = 10 s due to the ocean swell.

The experiment was conducted in the ocean =30 km
off the west coast of the Island of Hawaii (156'27' W,
19'42' N) from 2 to 10 November 1987. The depth of the
ocean floor at the site was measured to be 4.8 km. The
string was lowered to each specified depth, and then left
there while sufficient data were taken to reconstruct the
muon intensity and angular distribution at that depth.
The depths and observation times are listed in Table I.
During the observation time of the short prototype string
experiment, about 38 h total, 1.2X 10 event triggers were
recorded.

The depth of the instrument was determined using an
acoustic transponder system. The ship-to-instrument
round-trip travel time of a 12-kHz pulse was recorded.
Travel time was corrected for effects due to salinity, tem-
perature, and pressure, and the depth computed. The
overall uncertainty in depth by this method is +1%.
As a check, the acoustical depths were compared to
depths recorded using a mechanical cable meter. These
methods agree to +2%. We assume an error of +2% in
all subsequent analysis.

IV. MUON RECONSTRUCTION

Each event recorded on the magnetic tape consisted of
several to ten hits from optical modules, including false
hits due to photomultiplier tube noise and background
light from seawater radioactivity ( K) and biolumines-
cence in the ocean. In off-line analysis, both time and in-
tensity information from each hit were used to determine
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FIG. 2. Timing data and fit for typical muon event.

TABLE I. Data summary.

Ocean Live time
depth Overburden after cuts

(m) (m.w.e) (sec) Fivefold recon

Muon
event rate

2035
2564
3077
3610
4048

2090
2633
3160
3707
4157

179
7315

488
1704
5826

13
414

23
99
99

7.3+2.0X 10-'
5.6+0.34 X 10-'
4.7+0.97X10 '
5.8+0.58 X 10
1.7+0.18 X 10

the most probable muon trajectory. In order to reduce
the background from false hits prior to muon reconstruc-
tion, hits with pulse widths shorter than the equivalent of
0.8 photoelectrons were rejected. Background was fur-
ther reduced by selecting that group of hits having the
maximum number within a 160-ns time window, the in-
terval over which the hits can be causally related. A
minimum-y fit was then performed to determine the best
values of the parameters defining the muon trajectory:
zenith angle 9, impact parameter b, and vertical coordi-
nate of the point of closest approach zb.

A typical muon event with time fit is shown in Fig. 2.
The so1id line shows the arrival-time pattern expected
from the fit of the reconstructed muon. Because the coni-
cal wave front of the Cherenkov light from the muon,
rather than a muon track itself, is detected, the arrival
time pattern represents a hyperbolic segment.

The muon track fit is accepted for events in which at
least five optical module hits give a fit with a y per de-
gree of freedom (NDz) less than 3. In cases where

g /ND„exceeds 3, and there are more than five optical
module hits, a second attempt is made to find a muon tra-
jectory by removing the hit with the largest residual y .
Since the short prototype string has only a single string of
detectors, the azimuthal angle is undetermined. From
timing information alone, a twofold ambiguity exists in
the zenith angle. However the light intensity information
included in the y resolves this ambiguity in most cases.

The resulting numbers of reconstructed muon events
and the measured muon event rates at each depth are
shown in Table I.

Wavelength (nm)

FIG. 3. Optical transparency of ocean water as determined
by short prototype string calibrations compared with measure-
ments of Smith and Baker (Ref. 11),and Zaneveld (Ref. 12).

V. EFFECTIVE AREA AND ANGULAR SENSITIVITY

The effective detection area of the short prototype
string was determined using a Monte Carlo calculation in
which all known instrumental characteristics were simu-
lated. The optical modules were calibrated in the labo-
ratory, so that their absolute sensitivity and angular
response were known. The transparency of the water at
the site was previously measured. ' ' " A spectral
transmission function consistent with these observations
(attenuation coefficient =0.0286 m ' for A, =450 nm),
was used for the simulations. Water transparency was
also measured in this experiment, using the pulsed laser
light (380—460 nm) from the calibration modules in the
string. By analyzing the pulse-height response of the op-
tical modules to laser light pulses, the attenuation
coefficient of water was deduced to be 0.022+0.011 m
The result is shown in Fig. 3, along with results from pre-
vious measurements.

Monte Carlo event samples were generated both iso-
tropically in zenith angle and with the angular distribu-
tion expected for cosmic rays at the given depth. For a
given zenith angle 0, the events were generated uniformly
in a cylinder with a large radius R, and axis oriented at
that angle. The effective area for triggers was then calcu-
lated as AT(B)=f(9)mR, where f (0) is the fraction of
simulated events which pass all the trigger criteria.
Trigger conditions included a rninirnum fivefold coin-
cidence at the 0.8-photoelectron level within a coin-
cidence window of 160 ns. The result for AT(8) is shown
in Fig. 4.

The fraction of these triggers which give a successful
track reconstruction, defined as e(8), is shown in Fig. 5.
The effective area for fully reconstructed muons then is
AF =e(0)3T(0). For downward-going muons,
Az(0)=420+87 m for fivefold coincidences where the
error estimated mostly results from systematic uncertain-
ty in the optical absolute sensitivity. The effective area
averaged over the expected angular distribution of cosm-
ic ray muons is ( A~) =322+67 m . The loss of detec-
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FIG. 4. Effective detection area for rnuons vs zenith angle.

tion efficiency with increasing zenith angle has two
sources: (1) the angular response of the optical module
falls off with polar angle 1( as 0.52+0.48cos1(, so the
detector is less sensitive to large zenith muons; (2) the
timing of each module was adjusted in such a way that all
modules generate a signal almost simultaneously for
downward-going muons so, although a wide 160-ns time
window is used, some upward muons would have been
lost. This effect is included in the Monte Carlo simula-
tion to calculate an expected muon angular distribution
at a particular depth.

It should be noted that the determination of the
effective detector area for the small single string of
modules in this experiment is necessarily more uncertain
than that for the large three-dimensional array of over
200 optical modules ultimately contemplated for
DUMAND. In the latter case, the effective area will be
close to the geometrical projected area, with the Monte
Carlo simulation merely being asked to provide an esti-
mate of the detection efficiency for through-going muons.
Here we had the more difficult task of estimating the
effective cross-sectional area of a column of water within

VI. DATA SELECTION AND LIVETIME

Even trigger rates and individual optical module
counting rates were recorded each second on magnetic
tape. The former was used to calculate the live time of
the system by comparing it with the rate of analyzed
muon data.

Off-line data selection was carried out in the following
manner. First, the majority of runs in which a four-fold
trigger was used were rejected due to a problem in syn-

chronizing the second-by-second tube rates with the
event trigger. This problem arose when the event trigger
rate was too high and the data-acquistion system was not
able to read individual tube rates every second. This was
not a problem for the fivefold data since the event trigger
rate was much lower. Portions of runs which contained a
calibration sequence were eliminated. The combination
of these two cuts eliminated a large fraction of the raw
data.

The data link between the string bottom controller and
the ship had a capacity of 50 Mbaud. The data transfer
rate was limited to about 1.4X 10 data words per second
since each optical-module pulse was converted to a 29-bit
word and 80 ns was needed between data words to ensure
that there was no overlap. If the total optical module
rate exceeded this value for some time, the string-
bottom-controller data stack (16 words deep) overflowed
resulting in the loss of data. Data from the magnetic tape
were analyzed only when the total noise rate of all optical
modules was less than 1 MHz, to eliminate incomplete
events. This cut eliminated about 30% of the remaining
fivefold data at 4000 m.
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FIG. 5. Muon track fitting efficiency vs zenith angle.

VII. RESULTS

A. Depth-intensity relation

Using the effective detection area determined by the
Monte Carlo simulation shown in Fig. 4, the events rates
in Table I can be converted into a total muon intensity as
a function of depth. In order to compare with other mea-
surements, we have constructed these to vertical intensi-
ties using a correction factor supplied by Kobayakawa.
This comparison is given in Table II and is illustrated in
Fig. 6. The figure also shows a comparison with an
empirical formula of Miyake derived from the results of
underground measurements, converted to seawater to
account for the differences in energy loss between sea wa-
ter and rock. A more accurate calculation for sea-
water by Inazawa and Kobayakawa is also shown in
this figure. The data points plotted are limited to depths
greater than 1000 m.
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TABLE II. World undersea muon data at depths greater than 500 m. NA denotes "not available. "

Group Location

Depth
Depth error Time

+N
N (Area) & Vert. intensity

(sec) events X 100 (m ) (cm s ' sr '
)(p) (Z) ( A ) (Z/A ) (Z /A ) (mme) (%)

Higashi 66
(Ref. 12)

W. Pac.
Suruga Bay

34.5 N, 138.5' E

1.027 7.433 14.787 0.553 3.76 715 +2
960 +2

1380 +2

NA

NA

NA

NA NA

NA NA

NA NA

2.30+0.20x10 '
7.50+0.66 X 10
3.50+1.40x10 '

Vavilov 70
(Ref. 15)

Black sea
NA' N, NA' W

Mediter.

37.9' N, 18.9' E
Atlantic

37.3' N, 10' W

NA 7.43 14.78 0.553 3.76 1090 1-3 34 200 375

1970 1-3 56 700 126

3190 1-3 332 100 114

8.9

1.2 6.0x0.31x 10 '

1.2 1.45*0.13x10 '

1.2 2.55+0.23 X 10

Fyodorov 85

(Ref. 13)

Carib.
19' N, 76' W

Atlantic
22' N, 37 W

NA NA NA NA NA 2925 1-3 19 800 1304

4025 1-3 28 800 417

5020 1-3 115200 168

2.8

4.9

7.7

50

50

50

3.1+0.5 X 10

5 9+ 5X10

4. 1+,",x10 '

DUM AND
88 C.Pac.

Kona
19.7' N, 156.5' W

1.027 7.468 14.869 0.5525 3.77 2090 1

2633 1.1

3160 1.4
3707 2. 1

4157 0.3

179

7315
488

1704

5826

13 27.7
414 4 9

23 20 8

99 10.0
99 10.0

121

121

210
316
322

9.84*6.5x10 '
8.04+3.3 X 10
2.04+0.83 X 10
1.31+0.40X 10
4.57+1.32 X 10

B. Muon angular distribution

Our measured muon angular distribution at 4157 me-
ters of water equivalent (mwe) is shown in Fig. 7. The
solid line shows the expected angular distribution, ob-
tained from running Monte Carlo simulated events
through the same software used to analyze the real data,
so that the nonisotropic effective area and fitting
ef5ciencies shown in Figs. 3 and 4 are taken into account.
Events beyond zenith angle of 90' arise due to misfit
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FIG. 6. Measured muon vertical intensity vs depth compared
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FIG. 7. Measured muon angular distribution at 4 km. The
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muons in the reconstruction program (caused by Auctua-
tions in muon energy loss and in detection response).

Muon intensity as a function of zenith angle, and at a
fixed depth can be modeled by I(8)=Iocos"(8), where n

is an index. A maximum-likelihood fit, using Poisson
probabilities, to the angular distribution data at 4157
mwe has been done to determine the best value of n. A
Monte Carlo sample of muons, generated with a fixed n,
is processed through the muon fitter to produce a distri-
bution that can be compared to the short prototype string
measurements. The resulting distribution is smoothed
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and scaled to the short prototype string measurement.
The scaling is determined by a maximum-likelihood fit of
the Poisson probability of obtaining the observed number
of events in each bin, where the expected number in each
bin is the scaled value of the generated number. The
confidence level of the best fit was determined by calcu-
lating the likelihood for each of a set of Poisson Auctua-
tions from the best fit angular distribution. %'e deter-
mine a value for n =6

&, consistent with a previous mea-+7

surement by Achar et al. ' at 4100 m of 5.12+0.82.

C. Fit to energy-loss parameter b

The mean muon energy loss in a medium can be
parametrized by dE/d—x =a;,„(E)+b(E)E,where E
(TeV) is the muon energy, and x is the distance traveled
in the medium (gem ). Continuous energy losses due to
ionization and atomic excitation are given by a;,„.
Losses due to pair production, bremsstrahlung, and nu-
clear interactions are contained in b(km ')=b&„,
+bb„+b„„„„,. Using the approximation that both a;,

„

and b are independent of energy we integrate the loss
equation and solve for range vs energy. Inversion yields
E =a/b [exp(bx) —1]. We now parametrize the integral
vertical muon fiux as 4=40(E/Eo) ~, where p is the in-

tegral muon spectral index, and Eo is the normalization
energy. Combining the E =E(x) equation with the in-

tegral Aux equation allows us to fit our data for b,ff, the
effective catastrophic energy loss term. We employ a g-
minimization process to determine values of b,~ for a
range of indices, 2. 58~ p~2. 67. The resulting fit for a
central value P=2.625 gives b,a=0.440+0.028 and is
shown in Fig. 8. This result is consistent with a fit to the
theoretical calculation of Kobayakawa, if we assign them
the same errors as our own experimental data
[b,s(KK) =0.300+0.137].

In Fig. 9 (see also Table II) we fit a compilation of the
world undersea muon data at depths greater than 1000
m. A robust fit (reject data with y ) 10) for the world
data gives b tr(P=2. 625) =0.361+0.046.
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FIG. 8. Fit to short prototype string vertical muon intensity

data for b, ff.

IX. CONCLUSION

Cosmic-ray muons in the deep ocean have been detect-
ed and their trajectories have been reconstructed using a
ship-deployed water Cherenkov muon telescope. The
telescope consists of a string of seven photomultiplier
tubes spaced 5.18 rn apart. The basic detection technique
proposed for the DUMAND project has been verified in
one of the most technically sophisticated experiments
ever performed in the deep ocean. The effective detection
area of the short prototype string for downward-going
muons, was 420 m —larger than any previous experi-
ment underwater or underground, except for the Irvine-

Michigan-Brookhaven proton-decay detector. ' Muon39,40

fluxes were determined at 500 m incremental depths

ranging from 2000 to 4000 m and the angular distribution
was measured (for the first time ever) at a great depth in

the ocean.

VII. COMPARISONS AND DISCUSSION

As shown in Fig. 6 our result on the muon depth-
intensity relation is consistent with Miyake's empirical
formula converted to equivalent range for seawater.
This formula was determined by fitting the data from un-
derground experiments and well represents these data
down to 7000 hg/cm . A recent compilation of muon
depth intensity data underground gives results indistin-
guishable from Miayke's formula (+3%) for depths be-
tween 1 and 5 km. Thus our results are consistent with
underground results.

The angular distribution of muons at 4000 rn depth is
also consistent with the expected distribution derived
from the Miyake formula. At larger zenith angles, this
corresponds to slant depths greater than 4 km corre-
sponding to muon energies at sea level greater than 2
TeV.
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The reported results are consistent with underground
measurements and theoretical calculations for the abso-
lute muon fluxes and angular distributions at each depth.
The flux at a depth of 4157 mwe is measured to be
[4.57+0.46(stat)+0. 91(sys)] X 10 em s ' sr
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