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We formulate a systematic, nonperturbative expansion for the effective potential of A¢* theory.
At first order it gives the Gaussian effective potential (GEP), which itself contains the one-loop and
leading-order 1/N results. Here, we compute the second-order terms and carry out the renormal-
ization in the four-dimensional, “precarious” case, using dimensional regularization. (Difficulties
with other regularizations are briefly discussed.) Remarkably, the final result takes the same
mathematical form as the GEP, with only some numerical coefficients being changed. Indeed, in
the most natural parametrization, only a single coefficient is changed, from 1 to 1—1/(N +3)2.

I. INTRODUCTION

The power of variational methods in quantum mechan-
ics is well recognized. The idea of applying such methods
in quantum field theory has a long history,"? and has en-
joyed a revival in recent years.> The Gaussian effective
potential>*> (GEP) is a variational approximation to the
effective potential which uses a Gaussian wave
functional—that is, a free-field vacuum with a variable
mass {)—as the trial ground state. In addition to its in-
tuitive appeal,* the GEP is known to contain the one-
loop and leading-order 1/N results in the appropriate
limiting cases.*"® Moreover, the GEP can be made the
starting point for a systematic expansion procedure.*”3
In this paper we formulate such an expansion for A¢*
theory in practicable form, and we compute, and renor-
malize, the next-to-leading-order result; i.e., the “post-
Gaussian effective potential” (PGEP).

The basic idea can be illustrated very simply. Suppose
one wishes to compute the ground-state energy E, of the
anharmonic-oscillator Hamiltonian:

H=1p>+1m?¢*+r¢*, (1.1)

with [¢,p ]=i. Consider the modified Hamiltonian

Hy=H,+H,, , (1.2)

with

Hy(Q)=1p2+10%? (1.3)

Hi (Q)=8[L(m?>—Q*)¢*+1¢*] . (1.4)
For 6=1 this reproduces the original H, and the new pa-
rameter () cancels out. For §=0 the Hamiltonian is solu-
ble; it is a simple harmonic oscillator of frequency ().
We can therefore employ perturbation theory to obtain
the ground-state energy as a power series in 8. By extra-
polating this series to §=1 we obtain an approximation
to E,. To first order the result is just

E\V=(0|H|0)g , (1.5)

which is equivalent to a variational approximation with
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|0)q, the ground state of Hy(Q), being the trial state.
The approximation can therefore by optimized by minim-
izing with respect to Q. The result is accurate to 2%
even in the strong-coupling (A/m > — o) limit.

The calculation can be continued to higher orders, but
what should one do about Q? If Q is kept fixed, as in
Ref. 8, then in fact the results will not converge. Howev-
er, the approximations do converge steadily,” provided
that € is chosen, in each order, in accordance with the
“principle of minimal sensitivity.”!°-!2 The point is that
the approximation (i.e, the extrapolation of the truncated
power series from §=0 to §=1) cannot be trusted in a re-
gion where it gives a result strongly dependent on (.
Only where the approximate result is insensitive to varia-
tions in (Q is it a credible approximation to the exact E,
which is, of course, independent of (). Thus, a sensible
strategy is to ‘‘optimize” the result by requiring it to be
as insensitive to {1 as possible. Usually, this simply re-
quires finding the stationary point."* The optimum Q
changes from one order to the next, and this is crucial for
the expansion to yield convergent results.” !

The same method also works for the other eigenstates
of H.° It can also be used very successfully to calculate
the eigenfunctions,!! in which case the optimum € be-
comes a function of ¢. The success of the approach is
due to the flexibility provided by the Q parameter, which
is allowed to “adjust itself”’ to suit the calculation being
done. The beauty of the method lies in the “benevolent
paradox”:* the results are genuinely nonperturbative—at
no stage is an expansion in powers of A invoked —but the
technique of calculation is basically perturbation theory.

Evidence that the approach is indeed genuinely non-
perturbative is provided by the quantum-mechanical ex-
amples of Ref. 4. The method successfully handles the
quartic oscillator, and singular potentials such as the &-
function and Coulomb potentials, which are problems for
which perturbation theory or the loop expansion com-
pletely fail. A field-theoretic example is provided by
$®—* theories in three dimensions, where one can use
the GEP approach to find bound states whose binding en-
ergy is exponentially small in the coupling constant.'*

In the next section we apply the ideas described above
to produce a systematic, nonperturbative expansion for
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the effective potential of A¢* theory in d dimensions."
We make use of the powerful functional methods.'®!” In
Sec. III we proceed, using dimensional regularization
(DR), to renormalize the PGEP in four dimensions.
[Only the so-called “precarious” ¢* theory® is considered
here. We intend to consider the “autonomous” version'®
in a future article.] Although the DR calculation works
nicely, we encountered frustrating difficulties with the
quadratic divergences in other types of regularization,
and we briefly discuss these problems. Details of the cal-
culation of the divergent integrals using coordinate-space
methods are given in Appendix B. Section IV generalizes
the results to the O(N)-symmetric ¢* theory. Finally, we
summarize our conclusions in Sec. V.

II. POST-GAUSSIAN EXPANSION
OF THE EFFECTIVE POTENTIAL

A. General formalism

We begin by recalling the definition of the effective po-
tential.!> 117 As a technical convenience we shall work
throughout in the Euclidean formalism. The A¢* theory
in d dimensions has the Euclidean action

S[e1= [ dx[1o(x)(—a*+mp(x)+Ad*(x)]
= [d% £14,3,4],

and the generating functional for Green’s functions is
given by the functional integral

Z[j1= [ Dpexp [—S[1+ [ dx j(x)p(x)

2.1

(2.2)

Taking the logarithm produces the generating functional
for the connected Green'’s functions:
WIijl=InZ[j] . (2.3)

The effective action I'[¢] is then obtained by a Legendre
transformation:

Clpl=W[jl— [d% j(x)e(x),

where

(2.4)

1.4
8j(x)

=Z7'[j][ Do dexp

@(x)=

~S[41+ [ dix j(x)600) |
(2.5)

is the vacuum expectation value of the field ¢(x) in the
presence of the source j(x). The effective potential
V(@) is obtained from I'[¢] by setting ¢(x) to be a con-
stant, ¢. (Hence j will be x independent). In fact,

F[(p] —_C\/Veff(¢) ’

px)=¢

(2.6)

where V is f d“x, the spacetime volume.

Thus far the discussion is quite standard. What is
different is that we propose to calculate V 4(¢) in a non-
standard kind of perturbation theory, in which, with
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dx)=¢(x)—¢, , 2.7)

we define
L=(Lo+ Ly )s—1 (2.8)

where Ly is a free-field Lagrangian, with mass Q, for the
d) field,

Lo=15x)(—32+0*)d(x) (2.9)
and the interaction Lagrangian is
L, [$1=86(vy+v,d+v,b 240,63 +v,6%) (2.10)

in which the “coupling constants” v; are ¢, dependent:
vo=1mpd5+Apds ,

5T 4rp93)d0 ,

v,=Hmj—Q*+6A545 ,

v, =(m}
(2.11D

An artificial expansion parameter 8 has been intro-
duced in L, in order to keep track of the order of ap-
proximation: ultimately we shall set 8=1. That is, our
approximation consists in obtaining a (truncated) Taylor
series in §, about 6 =0, which is then used to extrapolate
to 6=1.

The shift parameter ¢, is to be fixed, self-consistently,
to coincide with the classical field ¢=86W /8j. This
choice is made purely for calculational convenience: The
results are actually independent of the ¢, used (except for
the partitioning of terms between zeroth and first orders),
as we explain in Appendix A. The use of ¢, is, of course,
very much in the spirit of the background-field method.*
Finally, as discussed in the Introduction, the variable
mass parameter () is to be fixed, at each order, by the
principle of minimal sensitivity.

To calculate V (@) we can employ the usual
perturbation-theoretic functional methods.'®!” First we
introduce some abbreviated notation in which we write
space-time arguments as indices [e.g., ¢, for ¢(x)], and
define

f zfdd , 8,=8"(x—y),

(2.12)
= —1’—d, 8,0 =(2m% Y (p —¢q) .
The free action can be written as
J£ox=] [ 16:65', (2.13)
in which
G, '=(—3"+0%%,, , (2.14)
whose inverse, in the “matrix” sense that
fG“G (2.15)
is
= f e XY (2.16)

2_._92
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which is the (Euclidean) x-space propagator.
Following the usual procedure we rewrite the generat-
ing functional as

2tan | [ fon 1203
X [Ddexp |~ [ Lo,z+sz$z] , (2.17)

in which ,Zim is the functional differential operator ob-
tained from .£,,, by replacing ¢ by /8. The ¢ integra-

tion can be performed to yield
ZLj,do)=exp(jdo)(DetG ~) ™ Zexp(—Lyy,)
Xexp(1jGj) , (2.18)

where, for brevity, we temporarily suppress the spacetime
arguments and integrations over them. The functional
determinant is well known to be

(DetG ") V*=exp(—VI,), 2.19)
where V is the spacetime volume (= [ =3,,), and I, is
the integral

11<m=gfp1n(p2+92) . (2.20)
Taking the logarithm of Z gives

Wi, éol=jdo—VI,

+In[(1— L +1L 2+ -+ Jexp(LjGj)]
(2.21)

(where ,Zizm is really fx,Zm,,x fy,ZimJ etc.). Since we
take @(x) to be a constant and we choose to set ¢, equal
to ¢, I'[¢] is given by the above expression for W, but
without the j¢, term. The source j is to be found as a
function of ¢ by solving the ¢ =8W /§; equation.

To zeroth order in  we have just

W[j’¢0]|(0): fzjz¢0—q/11+%—fz fz,szz,z'jz' » (2.22)
so that
oW .
qoxzs—j;:¢o+(Gj)x R (2.23)

where (Gj), = f G,,j,- Taking @, to be x independent,

and setting ¢,=¢, we see that j vanishes to this order.
Thus, I'[@] is just —VI,.
To first order in 6 we have

to]—

xvy

where
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Wi, bl =Wl =8 [(vg+uvyIo+30,03)V

+(0,+3v31) [ (Gj),

+0G% |, (2.24)
in which I, arising as G,,, is the integral
1
G, =1,(Q)= . (2.25)
* 0 fp p+0?
From (2.24) and (2.22), removing the j¢, term, we have
Clell,=—YVI,(Q)+1jGj
—8[(vy+v,Iy+ 30, I3)V+0()]. (2.26)

Since j vanishes in zeroth order, and so is O(§), it can
contribute only to the O(8?) terms. Thus, for a first-
order calculation of I' it suffices to set j =0. Hence, we
have immediately (substituting for vy,v,,v,)

el = —V{I,(Q)+8[imie’ +Age*+Limj—QDI,

+orplo@*+30515]) . (2.27)

As expected, the result inside the curly brackets, setting
6=1, is precisely the GEP.

Note that the particular merit of choosing ¢,=¢ is
that then j becomes or order 8. Therefore, in an nth-
order calculation, one needs only terms containing 7, or
fewer, factors of j in the 6" ~" term of W[j,4,]. In par-
ticular, in the highest-order term one may set j =0. Also,
when solving for j from the ¢=8W /§j equation, one
may proceed iteratively, discarding terms O(8").

B. Second-order Calculation

Proceedings to second order in 6 we shall need j explic-
itly to order 8. This can be obtained by differentiating
(2.24) (the Gj term was retained for just this purpose; it
was not needed for the first-order calculation itself):

_w
¢)y 8_]

y

=¢y+(Gj),

—8(v,+3051,) [ G, +0(8%8)) . (2.28)

Multiplying through by G,, I, with @, =@=¢,, shows
that j is indeed x independent and given by

[ f,le,x,zim,yexp(gjaj)11.:(,:;_52]‘ fy[A2+ufoy+6U1u310GXy+2v§G_§v

j=8(v, +3v,l,)+0(8?) . (2.29)
Next, we need
i
+24v,0,10G2, +v3(9I5G,, +6G))+24v;3IFGE, +GL)l,  (2.30)
(2.31)

A=vy+v,I,+3v,03,
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which is the same combination as appears in first order. The expression also involves some new integrals:
((q
I f ny QZ ’

1
=1,55= 1,

1 . (2.32)
_1(3)( G3 — ,
3! f ff (p2+0%)(q*+Q)[(p +9)*+0?]
1
_1(4 G4 — .
f ff f (p2+Q))(g2+ QK2+ QN)[(p+q + k)P +0?)

Note that these are all x independent, and so the remaining x integration just produces the volume factor V. Hence,
after regrouping the terms, Eq. (2.30) becomes

182V2 A2+ 182V (v + 30300 TV + vy + 60,00 TP + 03I 031y (2.33)
In combination with the earlier results we now have
LA 2+ - explLjGj)= {1—5 [ch (0, +30305) [ (G)), ] FLEV A2 4182 - - - | |exp(L/G))
(2.34)
in which { - - - } represents the terms inside the curly brackets in (2.33). We have discarded terms with more factors of j

which would not contribute when we substitute for j, as discussed earlier. Upon taking the logarithm and reexpanding
in 8 we observe that the 8V? 42 terms cancel out. This represents the cancellation of disconnected diagrams. Upon
substituting the j from (2.29) we find that the (v, +3v;1,)%I'") terms cancel out. This corresponds to the removal of dia-
grams that are one-particle reducible. Thus, I'[¢] is given by

Cl@llo) =Tl +18* V[ (v, + 60,00 T * + 03I +vil 4] . (2.35)

Removing an overall sign and the volume factor, we have the effective potential to second order. Substituting for the v;
we have, finally,

V2, 0)=I,(Q)+8{imje* +rpe* +LI,(Q)[mj— Q>+ 12459+ 6A51,(Q)]}
=8I P(Q)[m}—Q?+ 124507 + 1245 I, (Q) P+ 8A5 T Q) + 1051 (Q)} . (2.36)

This result is in accord with the well-known fact that the

effective potential is obtained from connected, one-

particle-irreducible vacuum diagrams.'®!” In our case, a) ® O 8V4

the relevant diagrams are those generated by the v; in- Vo Vo

teraction terms in our .L,,,. These diagrams are shown in 1 I I2

Fig. 1. (The only problem with using the diagrams as the o °

starting point is to ensure that each diagram is given its

correct combinatorial  weight. The functional- va Va Va

differentiation calculation provides these automatically.)

Our result agrees with that of Okopinska,” even though b) V2OV2 VZQ) @

our approach is slightly different. 2) 2 (2).2
To renormalize V'? we proceed, in the usual perturba- I I"Io "o

tive fashion, to express the bare parameters as a series in

S:
V3 V3 Vg Vg
2

mi=mpl;+8Ampi+0(8%) , (2.37)
(3) (4)
hp=hpg+5Aky +0(5?) (2.38) I I
where m3; and Ag; correspond to the bare parameters i ibuti i
"' BG BG p . : e P FIG. 1. Feynman diagrams contributing to the effective po-
found in the Gaussian approximation, i.e., the forms tential in (a) first order, and (b) second order. Note that, except
needed to render the GEP finite. Below four dimensions,  in first order, v, produces only disconnected diagrams. Also,

the coupling-constant renormalization is unnecessary; A g the one-point vertex v, produces only one-particle-reducible di-
is finite. In four dimensions, though, we need the full agrams.
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structure of Egs. (2.37) and (2.38). Substituting into
(2.36) produces that same expression with bare parame-
ters replaced by their first-order forms, plus an extra
second-order term:

VOImg,Ap1=V"[mpg,Apg]
+82(LAm [ > +1,(2)]
+AAp[@*+ 69, (Q)+3I5(Q)]}
+0(8°) . (2.39)

At this point we truncate the expansion, discarding the
0 (8%) term, and set 5=1. This, when optimized with
respect to (2, defines the PGEP. The task now is to find
the forms of Am2 and AL, which will render the result
finite, and to obtain the result in manifestly finite form.
In order to do this one first needs to investigate and regu-
larize the divergent integrals involved in V%,

C. The divergent integrals

The integrals I, and I are already familiar from ear-
lier GEP studies.>®> In the Hamiltonian approach they
appear in the form

dd - lk )
Q)= | ————(0})", of=k’+07. (2.40)
" f (27r)d_12a)k K k
The d-dimensional integrals in Eqgs. (2.20) and (2.25) are
equivalent to these (up to an infinite constant in the case
of I,), as one can show by performing the extra integra-
tion over the k, component. These integrals can be han-
dled conveniently by using their formal properly that

dl,
a0’

As in the GEP analysis,’ we shall soon encounter the in-
tegral 1_,((}), defined as ——2d10/dQ2, which from the
covariant form of I, (2.25), is just

(n—4rI,_, . (2.41)

1

I_(Q)=2f ———5=I1?

1 fp (p2+QZ )2
It therefore coincides with the I'? integral [of Eq.
(2.32)]. This integral converges in less than four dimen-
sions, while in four dimensions it is logarithmically diver-
gent.

Useful formulas for the I,,’s are given in Ref. 5. The
ones we shall need are for the four-dimensional case:

(2.42)

Io(Q)=I,(0)— 102 1_,(9)+§1—2 , (2.43)
T
2
1_1(n)=14(m)—§1—21nﬂ; : (2.44)
T m

[Note that I,(0) is zero in dimensional regularization
(DR).]

There is an important caveat to the above discussion.
The equivalence of dI,/dQ? with 31, and of I_, with
I'Y, hinges upon a simple property of the propagator
function G (p)=1/(p?+Q?), namely that
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46p) __Gpy . (2.45)

dQ?

Provided that the regularization preserves this property,
all will be well. DR, or a simple four-momentum cutoff,
for instance, satisfies this criterion. However, in any reg-
ularization scheme that uses a modified propagator not
obeying (2.45), one must think again. For example, in
four dimensions, with such a scheme, I_,, defined as
—2dI,/dQ?, and I'?, defined as twice the integral over
the propagator squared, would differ by a finite,
regularization-scheme dependent, number. This point is
closely related to the difficulties discussed in Sec. III B.

Apart from I'?, there are two new integrals appearing
in the second-order correction terms, namely, [ ) and
I®. The calculation and regularization of these integrals
are discussed in Appendix B. We record here just the re-
sults obtained in DR (d =4 —¢), which will be needed in
the next section:

1_1(n)=4%2 i~% 1n%2+y—1n47r +0le),
(2.46)
Liog)=-2 a2 12_,(9)+i21_,(m+0(1)] :
3 8 87
(2.47)
ﬁz““(m=%n4 I+ 23‘7212_1(9)+0<1_1) .
(2.48)

III. RENORMALIZATION OF THE PRECARIOUS
A¢* THEORY

A. Dimensional regularization

The PGEP, ¥V ?(¢), is obtained from V% (¢, Q) by op-
timizing the () parameter. Differentiating the expression
obtained at the end of Sec. II B gives, with the help of Eq.
(2.41) and some rearrangement,

v dl _,(Q)
o= ~%F2(Q,<p)——2?1)2— +3Ap6 T2 (QF(Q,p)
ar¥q) dr'q)
I AT L T
— I (Q)Amp—3I_(Q)AAL[Io(Q)+¢],
(3.1)
where

F(Q,@p)=mpe+12456[1o(Q)+@*]— Q% . 3.2)

Requiring Eq. (3.1) to vanish determines Q, the optimum
value of ().

Our strategy will be as follows. First we obtain the ¢’
derivative of ¥ '*) and deal with that quantity. Once this
has been rendered finite, we may integrate over ¢?* to ob-
tain ¥ 2. To begin, we observe that



dl—/(z) _ aV(Z)
d(p2 a(p2 Q=0

since 3V'?'/3Q? vanishes at Q=Q. Thus, only the par-
tial derivative

) (3.3)

ar® 2
d¢* =3lmpe +12Apc10(Q2)+4Apce"]
—3Apel _ | (QF(Q,p)—8A%1(Q)
+%[Am§+IZAKBIO(Q)]+2A)LB¢2 (3.4)
is needed.

The first-order forms of the bare parameters for the
precarious A¢* theory are’

m;GZm}é _lz}chlo(mR) ,

-1
g T
BG 61_,(A)

(3.5)

(3.6)

where my and A are finite parameters with dimensions of
mass. A is an interaction scale, analogous to the A pa-
rameter of QCD. In first order my has a direct interpre-
tation as the physical particle mass,>® but this is no
longer true at second order. Later on, we shall eliminate
both myg and A in favor of two other finite parameters.

In cutoff regularization schemes mj; would be qua-
dratically divergent, but in DR it is actually
infinitesimal?!">—of order €, or equivalently O(1/1_,).
To see this one uses (3.6) and (2.43), with I,(0)=0 in DR,
which leads to

2
mpg

©8m_(A)

2
mpg
ln—A-i“ —1

2

mpg +o(1/1%)). (3.7

It seems reasonable to expect that the corrections to the
bare parameters should be, at most, of the same *“size” as
the leading terms. We therefore postulate the forms

2
Ami=—t—+0(

TN /1%, (3.8)
ay=—t 1+—S_toar ) (3.9
ANV I_,(A) e '

where p?, C,, and C, are constants to be determined.
(We shall verify later that a finite Am2 would not be pos-
sible.)

Substituting for m3; and Apg in the expression for F
above, and using (2.43), reveals that F is infinitesimal:
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1 mg mg
F(Q,p)=—— ——1
PTToN |3 A? ]
Q2 Q2 )
—F 1nF—-1 —2¢
+0(1/1%) . (3.10)

Similarly, the first term in vy E)(pz, Eq. (3.4), reduces to
%Qz. Of the remaining terms in Eq. (3.4), the second and
the last are O(1/1 _,); the third [using Eq. (2.47) for I**]
is

—8ALI(Q)=1Q*+0(1/I_,);

)

(3.11)
and the fourth [using Eq. (2.43) for I, with 1,(0)=0)] is

H[AmE +12A0515(Q)]=—3C,Q*+0(1/I_)) . (3.12)

Therefore, in total, we have the remarkably simple result
av _
_2 = (
do
That is, the first derivative of the PGEP, with respect to
@, is simply proportional to 2. Of course, { is a non-
trivial function of ¢, determined by the () equation.
We therfore turn to V¥ /80?2, given by Eq. (3.1). The

first term is only O (1/I2 ) since
dI _,
a0’

The second term is finite, and given by (—1) times the

expression inside the square brackets in (3.10). The third

term reduces to 1¢?, using Eq. (2.47) for I'*. The fourth

term, using Eq. (2.48) for I'“, reduces, after a short cal-
culation, to

1-3C,)Q2+0(1/1_)) . (3.13)

-1
8m2Q2

(3.14)

dI(4) QZ
_%}‘%36 Iy ——? I_,(A)
3 Q? 1
+ ——— |ln—+—
Ba 87 nA2 2 ]
+O0(1/1_,), (3.15)

where B, =23/(4877) is the subleading coefficient in the
DR form of I'¥). Note that it is important to distinguish
between I _(Q) and I_;(A): their difference is given by
Eq. (2.44). The fifth term of (3.1) reduces to —1u?, while
the last term requires a bit more calculation:

- I_,(Q) c, o X
—1 —1
—ic, |1+ —— L Jsc g rousi,) (3.16)
271 —1 2 477_2 A2 2 —1

Therefore, in total, we have
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oy mi | mi
ey =(—1+1COM_|(A)+(1—3C))g*—tu’— o2 M !
3 Q? ¢,
+ (1-4C))Q’In~— +Q? +iCc,C,—1 3.17)
3272 : A? T2 T 2C1C2 TP
f
Clearly, in order for the Q equation to have a nontrivial  so that
solution, the coefficient of the divergent I_; term must 4 2 402
vanish. This determines the constant C; in AAg: =7 (3.26)
(de?)* 3 d¢’

c,=1. (3.18)

[At this stage we digress briefly to explain why a finite
mass correction, Amji=M?*+0(1/I_,), would not
work. In that case (3.17) would take the form

ay®
an?
which would only allow a solution Q=const (indepen-
dent of ¢), producing, from (3.13), a trivial PGEP pro-

portional to @] _
With C, =1, Eq. (3.17) yields the ( equation

=[(—1+3C)Q— LM _ (A)+finite ,  (3.19)

02
50 2111%7 +2[1+87%(C, —B,) |0 2+ 64m2g?

2

m
=3m} 1nA—’2‘—1 +247%2 . (3.20)

At this point it might seem that we have too many free
parameters, since, in addition to m,% and A, we now have
u? and C, (which arise from Am3 and AL, respectively).
Actually, the result depends only upon two independent
parameters, which are combinations of these four. This
is most easily seen by defining a new ‘“renormalized
mass” parameter (), as the value of Q at @=0. Then,
subtracting from (3.20) its ¢ =0 form, and rescaling the
variables with respect to {1, one obtains

x Inx +(1—k)(x —1)— &7°P? (3.21)
where
x=0%/03 o*=¢*/Q3, (3.22)
and
g
Kzl+§[1+87r2(c2—ﬁd)]+1nF . (3.23)

The parameter xk has a simple interpretation: it is in-
versely proportional to the renormalized coupling con-
stant Ag as canonically defined by

1 d27 @
R=2 (de?)? |g=0

This can be shown as follows. From (3.13) with C, =1

one has
dv' @
dg¢?

(3.24)

2502
=202, (3.25)
=0

But the Q equation, (3.21), determines  as a function of
@. Hence

dQ? _ dx _ _—64r’

= , 3.27
d¢* do* S(k+Inx) ( )
and therefore
6412
Ap=— . 3.28
R 15« ( )

_ All that remains now is to integrate (3.25) to obtain
V @ jtself:

Vip)r=2%[de®0¢?)

d¢’

— 0202
=2 [d40% g

=— 965 zﬂgfdx x(k+1nx)
T

S _4xX(l—k—Inx)+const .  (3.29)
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Choosing the constant of integration such that ¥ ?(g)
vanishes at =0 (where x =1), and using the () equation
(3.21) to eliminate the logarithm, produces

172
Y9 O (x—1ix—1+26) .

o Y (3.30)

This expression, with x determined by (3.21), gives the
PGEP in manifestly finite form, parametrized in terms of
Q, and « (directly related to Ag).

What is remarkable about this result is its extraordi-
nary resemblance to the first-order result. The equations
have exactly the same form: only the numerical
coefficients are changed. In the GEP, the 641 /5
coefficient in (3.21) used to be 1672, while in (3.30) the
coefficients + and 5/(3847%) were © and 1/(1287%), re-
spectively. [See Ref. 5, Egs. (5.9) and (5.10).] Also we
note that in the GEP case the parameter « was related to
Ag by Ag = —4m? /k, rather than (3.28).

Perhaps the most meaningful comparison between
first- and second-order renormalized results is obtained
by parametrizing both ¥; and ¥ 2 in terms of their first
and second derivatives at the origin, i.e., in terms of
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= Q3 (first order),
MZEZ = 2

(3.31)
dg’ |4=0 0%

(second order),

and Ay defined as in (3.24). In fact, it can be shown that
this m corresponds to the physical mass, as determined
from the pole in the propagator.?? When compared in
this fashion, the net change from first to second order is
really very small. In each case ¥ is obtained by integrat-
ing

?1% =1lm 2,

with x given by

(3.32)

A 2
(x—l)=—R2 nlx lnx—(x—l)]+16172—‘27 , (3.33)
41 m

in which p=1 at first order, and changes by a mere 6%
to 7=1 at second order.

Qualitatively, the shape of the effective potential is un-
changed. In particular, there is a critical ¢ beyond which
the Q) equation has no solution. We refer the reader to
the extensive discussion in Ref. 5. Unfortunately, the
second-order calculation does not provide any further
clues as to what really happens beyond @,

B. Difficulties with cutoff schemes

Although DR is perfectly satisfactory and convenient,
we did also try to carry out the calculation in a cutoff
scheme. Our aim was twofold: (i) to explicitly verify the
regularization-scheme independence of the results, and
(ii) to see the cancellation of the quadratic divergences—
an issue that is sidestepped in DR. Our efforts were only
partly successful, as we briefly discuss.

In a cutoff scheme there are quadratic divergences in
I,,1,, 1'%, and I'Y, which one would hope to absorb into
mps and Am3.%® (The quartic divergences in I, and I,
being () independent, contribute only to the vacuum en-
ergy constant.) In a¥'¥/38Q2?, Eq. (3.1), quadratic diver-
gences arise only in the last three terms, and they will
cancel if

ar'¥(Q)

2A§GW+141(Q)[Am§+12AABIO(O)]=n.q.d. ,

(3.34)
where “n.q.d.” stands for “not quadratically divergent.”

However, the quadratic divergences must also cancel in
3V'? /8¢?, Eq. (3.4), which requires

16A313(Q)—[Am} +12AA51,(0)]=n.q.d. (3.35)

Comparing these two equations, one sees that all will be
well provided that

dI'M(Q)
dQ?

If one takes the expressions (B14)-(B16) of Appendix B
calculated with a small-x cutoff at x =a, and if one

+87_,()I®(Q)=n.q.d. (3.36)
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identifies ‘2’ with I _,, then one indeed finds that this re-
lationship is satisfied. However, this seems to be some-
what fortuitous, because the relationship is not satisfied
in other similar cutoff schemes, such as the one employ-
ing a smooth cutoff function exp(—a /x). What happens
is that the leading terms O (Ina /a?), cancel properly, but
the subleading terms O (1 /a?), in general, do not.

We believe that this difficulty is a symptom of a faulty
regularization scheme, and not a fundamental problem of
the theory or of our expansion method. An x-space
cutoff approach, while very convenient for the I'" in-
tegrals, does not have any clear meaning for the I,’s, and
it may not be valid to continue to rely on the formal re-
sult, (2.41), for dI, /dQ* These problems with regulari-
zation have no counterpart in ordinary perturbation
theory, in which differentiation with respect to the mass
squared is not an issue.

[We have also tried various kinds of modified propaga-
tors, giving up the property (2.45), and hence (2.41).
However, such schemes always had problems with I, the
integral of the logarithm of the momentum-space propa-
gator. Moreover, in general, Eq. (3.36) was not satisfied,
and I'¥ and I_, would differ by a finite constant. One
could define a modified propagator G(p) which still
respected (2.45), but then one could not analytically per-
form the Fourier transformation to obtain G (x), making
the calculations intractable.]

Some insight into these problems can perhaps be
gained by using

dI(Q)
, &0

__,dG(x)
d0?

IPT:Y

I_(Q)=— : (3.37)

x=0
to rewrite the combination of Eq. (3.36), formally, as

dG(x) dG(x) l
x=0

dQ? dQ?

If the expression inside the large parentheses were O (x?2),
all would be well. Unfortunately, it is proportional to
Ko(Qx)—K(0), which is wholly ill defined in the ab-
sence of regularization. We have not been able to resolve,
or circumvent, this difficulty. [In three dimensions,
though, this approach works very nicely to show that the
combination (3.36) is finite, which is necessary for the
linear divergences to cancel in the three-dimensional
case. The result (Bl1) is thereby obtained in a
regularization-scheme-independent fashion.]

If we shut our eyes to these problems and go back to
the sharp x-space cutoff scheme, in which (3.36) is fortui-
tously satisfied, we can continue the calculation. The
quadratic divergences can be consistently absorbed by a
bare-mass correction term of the form

96 [ d G3(x) (3.38)

1

Ami=——
B 24n%a% (M)

—12A4,41,(0)

2
+-—H —+ous/mar)). 3.39
I,A (1/1<) ( )
The calculation then proceeds exactly as in DR, with one
difference: In DR the coefficient of the subleading 12
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term in I'Y is B, =23/(4877) [see Eq. (2.48)], whereas in s fairly straightforward. Without loss of generality, the
the cutoff scheme it is B, =11/(167%) [see Eq. (B16)]. external source, and hence the classical field, can be
However, since the [ coefficient is ultimately absorbed chosen to be in the i =1 direction. We therefore define
(together with the arbitrary parameter C,) into the

definition of the k parameter in (3.23), there is no $1(x)=¢1(x)—cp , (4.2)
difference in the end result. This gives us confidence that ~ . .
the final result is indeed regularization-scheme indepen- ¢i(x)=¢;(x) for i=2,...,N, (4.3)
dent, even though we lack a proper demonstration of the
fact. and take L, to be a sum of N free field Lagrangians: one
with mass (, for the radial field, ¢1, and N —1 with mass
IV. THE O(N)-SYMMETRIC A¢* THEORY o for the transverse fields, ¢2, e
The generalization of the post-Gaussian expansion to £o=%$1(x)( _az+92)$1(X)
the O(N)-symmetric model:
+ S 14 — 3%+ w?)d. 4.4
L=14.(x)(—3+mV,(x)+A[$;(x);(x)]2 2 34i(x)N(=+ 006, (x) “4)

(i=1,...,N), (41) Theinteraction Lagrangian is then

J

N N o)
Ling I¢1, 2‘1’? =5 U0+U1¢1+Uz¢1+U1¢1+U4¢1+U2 Ed’ +u, 4’12}
i=2 1=2
~ ‘V ~ /\ N /\
+4v,96 ) 3 6i+2007 P ¢7 (4.5)
=2 =2
in which the “coupling constants” vy, . . . , v, are as before, while v} stands for
vi=l(mj—0?)+2rz¢" . (4.6)

Since all the transverse fields are on the same footing, the calculations can be simplified by introducing a composite
field y= 2 2¢ 2 via a 8-functional constraint, and then expressing the 8-functional as a Fourier integral:

iX|x— 2 6 | —Lo—Lin[ b1 X1+ )@+ ) @.7)

i=2

Z[]]sz[¢1r v ’¢N’X’Y]exp

Following standard methods, a source term K for the field y is introduced (and set to zero in the end), which will then
allow us to perform the Y and Y integrations, as well as all of the remaining integrations over the ¢1, .. ¢N fields.
Hence the generating functional reduces to

Z[jl1=exp[je—1Tr(InG ~')]exp —.,Zim ,i exp |— N_lTr(lnSfl)+%jGj , (4.8)
8j 6K : K =0
where we have defined
S l=—3+w?—2K=G_,'—2K . 4.9)

Expanding exp( —Zim) up to oL Z ), or equivalently up to O(8?), and performing the necessary functional
differentiations, yields

Ve, Q,0)=I1,(Q)+(N —1)I,(w)

+&

Imi@*+ At +LI(Q)[mf — Q2+ 124 59>+ 6A51,(Q)]

+LV—2_~l10(w)[m§ —?+4Ag@? +4ApIo(Q)+2(N + 1Azl (w)] }

—8% | LI'V(Q)F} + 8731 (Q)+ 105 1'(Q)

+(N—1)

I(0)F+ 22311 2(Q,0) + 10312 2(0,0)+ N:I W21 e )H ’

(4.10)
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where F,| and F, are defined by
F,=F(@,Q,0)=m}—Q2+4A5[31,(Q)+(N — DI (w)+3¢?], @.11)
F,=F)(@,Q,0)=m}—0*+4rz[I(Q)+(N + DIy(0)+¢?] . 4.12)

The two new integrals appearing in the above expression, I'2(Q,®) and I'>?(Q,w), are just modified versions of I‘*)
and I, respectively, with two of the Q propagators replaced by @ propagators. The DR forms of these integrals, ob-
tained by the same x-space procedure described in Appendix B, are

I'Y2(Q,0)=11(Q)+ 21%(0) +finite= — 2(Q?+20))[2 (Q)+O0(I_,) , (4.13)
I2Y(Q,0)=(Q%+4Q%2+ "I (Q)
1 4 4 22 4 QF 2 2 92|
+ 5> |72+ 70"+ 320°0° +60°In— + 12Q%0 In— (I2,(Q)+0(I_,) . (4.14)
167 w? w?

For the renormalization we write the bare parameters as in Egs. (2.37) and (2.38), which effectively produces an extra
second-order term:

V‘Z’[mg,kB]: VQ)["’%G’ABG]
+8HLAmMB[P*+1,(Q)+(N —DIg(w)]
+AAg {@*+6@ () +3I3(Q)+(N — DIg(w)[ 29>+ (N + DIg(w)+2I,(D)]})+0(8%) ,  4.15)
where®
mic=mg —4(N +2)Aglo(mpg) , (4.16)

—1

A6 = J N T (A @.17)

We now truncate the expansion and set 8=1. This, when optimized with respect to  and w, defines the PGEP. The
two equations fixing €} and @ are obtained by setting to zero the expressions

ay? ) 1 dl_,(Q)
2 vy =3ABGI_1(Q)F,+(N—l)kBGI_l(Q)I_l(w)FZ—I——;ITZ—— 1
1) dr'*2Q,0) dI'Q) dI>?(Q, )
—16A%39* | ———+ LN — 1) ———>— | A} [ ———+ 2N —1)——2==
LA IPTORE dQ? AT dQ?
—1AmZI_((Q)—28ApT _ | (Q)[39*+3I,(Q)+(N — DI ()], (4.18)
2 3y? 1 dI_ (o)
16., LdI'"¥(Q,0) ) dI'w) | dI'*?(Q,0)
_T}\BG¢7 —da)T—_%ABG (N+1) ;12 do?
—%Amél_1(w)—ZAkBI_1(a))[<p2+10(ﬂ)+(N+l)IO(a))] . (4.19)
I
It is noteworthy that at the origin Q,=&,=1,, as one 2 aV'® _ | 2N —11)Q2—5(N —1)o?
would expect from the unbroken O(N) symmetry. This is aN? 3(N +2)?
easily seen, once one notes that
+C,[3Q*+(N —1)w?] |I_,(A)
(2,2 (4) ite=
2dI (&'zl,co) _dl (i)) . 4.20) +finite=0, (4.21)
dQ =0  dQ 2 v? _ | |59°+BN + 1o’
N—1 3u? 3(N +2)?

As before, the corrections to the bare parameters, Am 2
and AAp are taken to have the forms (3.8) and (3.9) (in +C,[Q2+(N + 1)e?]
DR). Substituting for the bare parameters in (4.18) and
(4.19), one finds the divergent terms +finite=0 . (4.22)

I_,(A)
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Hence, in order to obtain nontrivial solutions, the two
coefficients of the divergent I_,’s must vanish, at least up
to O(1/I_,). This requires the ratio y =0 2/& 2 to satis-
fy

(y—I)y—1+N)=0(1/I_,) . (4.23)

and since y is positive definite, the only solution is
y=1+0(1/I_,). Substituting back in (4.21) and (4.22)
determines C, to be
C, = —1——7 . (4.24)
(N +2)
As in leading order,® although Q2 and @ ? are equal up
to a 1/I_, term, one actually needs to evaluate this
infinitesimal difference. Substituting

5r=02+-8

I, (4.25)

into (4.21) and (4.22), now including the finite terms wich
we did not write out explicitly, gives two equations for Q2
and g. Solving for g yields

_3N+6)
2N

(which vanishes, at the origin, as expected). Using this
one obtains the equations for €):

g @*+0(1/1_,) (4.26)

2 —
(N+4)0 Zln%+( 161T2C2—N—‘%)92+%——3—161T2¢)2

2

m
=(N+2)|m} |In——1|+8%2 |, (427

which generalizes Eq. (3.20) in the N =1 analysis.
Proceeding as before, one obtains the rescaled ) equation

_ Nz (N+2)(N+4)
47 (N+3)

x—1

1 @
N

N+3
N +4

X |xInx—(x—1)+167 (4.28)

The effective potential can be calculated by integrating

d7® _ (N+3)

Q? .
de* 2N+2) 7 429
to yield
1 ooyg— |1 |N+3 | x®?
NV (@) 4 |N+2 N
1 N +4
Der? | N+2 (x—1)x—1+2x) |,
(4.30)
in which
2 2
= 4 (N +3) @.31)

"~ Nig (N+2)N+4)

For comparison, let us recall the situation in first or-
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der.® At the GEP level, the O(N) results in four dimen-
sions are trivially related to those for N =1: one simply
needs to scale ¥, Ag, and 1/¢? by a factor of N. This
means that, at the renormalized level, the GEP is identi-
cal to the leading-order 1/N result. (This is specific to
the four-dimensional “‘precarious” case, and occurs only
after renormalization. In general, the GEP reduces to
the leading 1/N result only in the limit N— o.) The
equations for the GEP (Ref. 6) are the same as
(4.28)-(4.31) above, except that the various factors of the
form (N +n,)/(N +n,), with n,n,=2, 3 or 4, do not
appear. The similarity is even more dramatic if we
parametrize both ¥; and ¥ ¥ in terms of their first and
second derivatives at the origin. Both results can then be
expressed in the form

__;; —imx, (4.32)
with x given by
Nig 16m2g?
(x—1)= xInx—(x —D]+——2 | | (433
472 l ] Nm?
where 77=1 at first order, and changes to
(NN 1 @30
(N +3) (N +3)?

at second order. These last three equations constitute our
final result, in its simplest form.

Notice that, in this natural parametrization (in which
m corresponds to the physical mass®?), the corrections are
of relative order 1/N? in the large-N limit. That is, all
the corrections of relative order 1/N have been absorbed
into the renormalized parameters. It would be interest-
ing to reexamine the next-to-leading-order 1/N-
expansion calculation of Root?* in this light.

V. CONCLUSIONS

Our main conclusion is that a systematic post-
Gaussian expansion procedure*’ is indeed a practical
proposition. It is as well defined as the loop expansion,
or the 1/N expansion, and is no harder to calculate.
Indeed, with hindsight, the second-order calculation is
really not that difficult, thanks to dimensional regulariza-
tion, and the x-space technique. Moreover, it turned out
that we really only needed to know the coefficient of the
highest-order pole in 1/€ in each integral.

It is remarkable that the second-order result in four di-
mensions has the same mathematical form as the GEP,
with only the numerical coefficients changing. Qualita-
tively the shape of the potential remains the same, and
quantitatively the changes are small. In the simplest
form of our result, Egs. (4.32)-(4.34), only a single
coefficient changes, from 1 to 1 —1/(N +3)2. The small-
ness of the change gives us increased confidence that the
original Gaussian result is a good approximation.

An important property of the expansion is that the
forms of the bare parameters change from one order to
the next. That is, the bare parameters needed to make
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the GEP finite are not (except in two dimensions) the ex-
act bare parameters, but only an approximation thereto.?
In four dimensions the Gaussian approximation yields

—1

A6 = I N T DI (A) 5.0
which changes to
}\(2)2 1 —1 1
BT /(A |2AN+2)  (N+2)?
= —N (5.2)

2N +221_(A)’

in second order. The change is small when N is large, but
is quite substantial (—{ changing to — ) for N =1.
Note, however, that the situation is much better than in
ordinary perturbation theory, where, in oversimplified

form, one has

Ag=Ap(l+aAgl_ +aARI*+ ), (5.3)

in which each “correction” is much larger than the previ-
ous terms.

A resummation of perturbation theory implies the
form?$

—1
}\( ert) — +0
¥ 2(N +8)_(A)

(5.4)
1%,

InI_, }

in which the coefficient is directly related to the leading-
order B function coefficient. It in encouraging that the
change from (5.1) to (5.2) brings the post-Gaussian result
into better agreement with (5.4). [Indeed, for N=1, one
obtains the same coefficient, —ILS, from both (5.2) and
(5.4), but this exact agreement is probably only fortui-
tous.]

Clearly, much work remains to be done. (i) There is
the unresolved problem with quadratic divergences in
non-DR schemes, discussed in Sec. III B. Presumably the
problem is due to inconsistencies in regularization, and
would not occur in a consistent, overall regularization of
the theory. However, the calculations in, say, a lattice
treatment, appear forbiddingly difficult. (ii) We have not
discussed the lower-dimensional cases or the ‘‘auto-
nomous’ version of four-dimensional A¢* theory. These
topics, and the generalization to scalar-fermion theories
have been explored in Ref. 22, and we hope to report on
them in a future paper. (iii) A calculation to third order
in A¢* theory may well be quite feasible. There will be
several new, nasty integrals, of course, but it is quite pos-
sible that again one would need only their leading pole
terms in 1/€. It could be that the third-result, too, has
the same mathematical form as the GEP, but with fur-
ther changes in the numerical coefficients. If so, one can
ask if this might be true to all orders, and if there is some
simple way to prove it. In any event, a third-order calcu-
lation would give further insights into the behavior of the
expansion. (iv) The question of the relationship between
the PGEP and the 1/N expansion beyond leading order
deserves further attention. A careful comparison of our
results with Root’s®* might be enlightening. (v) An intri-
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guing possibility is that one surprising feature of our re-
sults might be a general property of the full theory:
namely, the feature that all corrections of relative order
1/N can be absorbed into the renormalized parameters. If
this were generally true, and true in other theories, it
would go a long way towards explaining why 1/N-
expansion ideas in QCD seem to work much better than
one could reasonably expect when N =3.

Finally, we would also like to refer the reader to vari-
ous other suggestions for going beyond the Gaussian ap-
proximation,?’3° which also deserve further study.
Another interesting approach is the so-called 8 expan-
sion,*! originally formulated in terms of a A¢*!*® in-
teraction term. Recent work on that approach™ is very
close in spirit to this work.
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APPENDIX A: PROOF OF THE ¢, INDEPENDENCE
OFT

In the text we chose to identify the shift parameter ¢,
with the classical field ¢. This choice had the great ad-
vantage that the source j is then of order §. However,
essentially the same results would be obtained (though
with greater labor) for any ¢,. We sketch below a proof
of this statement.

Consider I' calculated, to some given order in 8, with
some arbitrary, fixed ¢, Since j is eliminated, T is a
function only of ¢ and ¢, (for fixed mg, Az, and Q).
Therefore,

—or
aQSO ¢

ddg+ 3L

r
d 3¢

do . (A1)

0

The first coefficient, the dependence of I upon ¢, at fixed
@, is the focus of our interest. The second coefficient,
or’ /8q7|¢0, is just —j by the usual inverse Legendre trans-
form property. The source j is some function of ¢, and ¢.
Consider the differential of T at constant j:

ar or . 0@
— | == | —J . (A2)
3, |, 3o |, 't |,
However, since ' =InZ — j ¢, we also have
ar 1 0Z . 0@
— | == | =] . (A3)
a‘»bO j z a‘bo j a¢0 j
Comparing these two equations we see that
ar’ 1 0Z
— | === . (A4)
a¢0 @ z a¢0 j
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Now, the generating functional Z corresponds to an ex-
pansion in § of

Z= [Dgexp[—Ld—)G5 ' (4—¢o)—8V($)+jd],

(AS5)

where

(Gah),, =[—3*+(1—-8)Q%]5 (A6)

xy

in which we have grouped together the terms, from both
Ly and .L;,, which involve ¢ —¢,. Differentiating Z with
respect to ¢, at constant j simply brings down a factor of

1 '(¢—¢,) from the exponent. The right-hand side of
(A4) is then just the functional integral expression for the
expectation value of G, '(¢—¢,). Since (¢) is ¢ [see
Eq. (2.5)], we have, from (A4),

O G p—dy) . (A7)
3 |,

For an x-independent g this is just
or =(1-8)Q%p—¢,) (A8)
3 |,

Therefore, ¢, affects only the zeroth- and first-order
terms of I': higher-order terms are completely indepen-
dent of ¢,. Moreover, all ¢, dependence cancels out
when 8=1. Thus, ¢, affects only the partitioning of
terms between zeroth and first order.

For example, with ¢;=¢ we found the zeroth-order
term to be just —VI,(Q). If we had set ¢,=0 the
zeroth-order terms would have been —Y[I,(Q)
+%92(p2], with the extra term canceling with an extra
term in first order. This difference has no significance, ex-
cept possibly if one were to introduce a wave-function re-
normalization @=Z® in which Z=(Z,+Zé
+2Z,8+ ).

APPENDIX B: COORDINATE-SPACE EVALUATION
OF THE DIVERGENT INTEGRALS

In this appendix we derive regularized expressions for
the divergent integrals 1, I'¥, and I'*) in four dimen-
sions, as well as in d =2,3, which will be used in future
work. I'® and I'¥ have degrees of divergence 2d —6 and
3d —8, respectively. Thus, they are finite in two dimen-
sions; logarithmically and linearly divergent in three di-
mensions; and quadratically and quartically divergent in
four dimensions.

In momentum space these integrals are quite nasty, but
in coordinate space they are just powers of the x-space
propagator function G(x)=G,, integrated over all
spacetime:

(n) f G"(x

7472 .
d/2 f dx x47'G"(x) ,
(B1)

where, in the last expression, x is |x*|, the radial distance
from the origin. (For a discussion of x-space renormal-
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ization, and references to its use in other contexts, see
Collins.*

The Euclidean x-space propagator function, G (x), for
a free theory of mass Q is

e ~ipx 1 2pd/2—172
G = =
) fp p2+02 (21r ¥ T(d/2—1/2)
f = f d 0 sin? ~2@ePx cos6 (B2)
0o p°+Q

The 6 integration can be performed [Gradshteyn-Ryzhik
(GR) Eq. (3.915.5) (Ref. 34)], for d > 1, to yield

P Jan—1(px)
P2+QZ
where J,; , _, is the Bessel function of the first kind. The

p integration can also be done [GR Eq. (6.566.2)], for
d <5, to produce

G(x)=

—d2 .
ety . @

xd/2~1

Qd -2
G(x)= K;,_(Qx),
(2m)4/2(Qx )d/2-1 4T
where K, ,_(Q2x) is the modified Bessel function of or-
der d /2—1. The result is actually valid for 1 <d <5, but
note that the p integration does not converge in more
than five dimensions.
Detailed properties of the K, (z) functions can be found
in Ref. 35. For small z,

(B4)

K, (2)~2""'T(v)z™¥ (v>0), (B5)

so that, above d =2, the propagator G (x) has a 1/x¢ 2
singularity at x =0. This singular behavior is responsible
for the ultraviolet divergences. For instance, the I in-
tegral formally corresponds to G (x =0).

We now examine in turn the cases d =2, 3, 4, and 4—¢
(i.e., dimensional regularization).

(i) d=2. The propagator reads

G(x)=—K,(Qx),

by (B6)

which has only a logarithmic singularity as x —0. The
integrals I'¥, I'®, and I'* are all finite:

1

= ‘zm):zl b= — 05
41
161 g)= ® 3 0.586
1= 47202 J,” du uk3(u)= patr (B7)
_1_ (4) 4 _ 1.052
2l Q)= 81r302 f du uK j(u)= a0

The first integral can be done analytically: the other two
we have evaluated numerically. It is easy to see that the
same mass renormalization as used in the first-order GEP
will render the second-order effective potential finite.

(i1) d=3. The propagator is elementary,

e~ﬂx

47x

G(x)= , (B8)

and I'? is again finite, equal to 1/(47Q), but I'* and 1'%
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are now divergent. It is instructive to examine these in-  For I'*) and I'*) one may use the small-x expansion to ob-
tegrals with a small-x cutoff at x =a: tain
1 1 o e —3Qx
1@~ [ Zdx 1 i 1
31 1672 Ya x "‘I(‘”(Q)Z —3102 I(Z)(Q) 24 I(Z)(Q)
1 3 64mia? * [ ] 272
=—L_F ,(300)
167
—1 +0(1) |, (B15)
=—L[In(Qa)+In3+y+0(a)],  (BY
i LIM)(Q)N 1 QZ I(Z)(Q)+ 1
where y is Euler’s constant. Similarly, I'*’ becomes 2 5127%°%  32m%a2 82
Q e —4Qa
4' (Q) 6173 404 —E1(4Qa) +%Q4 [1(2) ]3 2[[(2(9 ]
Q 1
- Lt
l6n" |40a TIn(0@ +o'?) (B16)

+Ind—1+y+0(a) (B10) We have discarded terms which would only produce
infinitesimal contributions to V'Z)((p,ﬂ). Also, we have
In other regularization schemes the finite parts will typi- eliminated all logarithms in favor of / @), using (B14).%¢
cally be different. [For example, instead of a sharp cutoff ~ Unfortunately, the use of these x-space-cutoff type of reg-
at x =a, one could introduce a smooth cutoff function ularizations proves to be problematic, mainly because it

exp(—a/x) into the integrals. Using GR (Eq. 3.471.9)  is not clear what one should do about I, and I;. These

one finds, in the @ —0 limit, the same results as above,  problems are discussed in Sec. III B.
but with y replaced by 2y.] However, in any such scheme (iv) d =4—e¢. In DR the quartic and quadratic diver-
the following relationship holds: gences, corresponding to 1/a* and 1/a? terms above, are
“ simply absent. The (lna)” terms, however, show up as
ar” — 812 3 Int (B11) 1/¢€" poles. I'? and I'® can be computed by the usual
d 41739 i momentum-space methods,?” but the calculation of I® is

already quite lengthy, and to calculate 7'* in the same
manner would be very hard. However, one may
profitably combine the x-space approach with DR.

The finiteness of this combination (cf. Sec. III B) is cru-
cial in the renormalization of the post-Gaussian effective
potential, allowing the new divergences to be absorbed

into Am} The small-x expansion of the propagator in d =4 —e€ di-
N . 33 . .
(iii) d=4. The four-dimensional propagator is mensions™ can be rewritten in the form
o K,(Qx) G(x)= A 2"Bk (B17)
G(x)= —_—, (B12)
m)?  Qx
where
hich 1l x, has th i —
which, at small x, has the expansion Alx)= (1 _E/Z)xf, (B18)
422
2 2,2
G (x)=—— L+QT in X 1] : o |
47 | x o? B, (x) a2 <2 vy P
42 2.2
el L +0(x41m‘)l ’ X |[-Z - T(—k—e/2)
7 k+1 ¢/
(B13) 5 )¢
where 0 =2e¢  ¥. Evaluating the integrals with a small-x T la F(=1—k +e/2) (B19)
cutoff gives, for 1'%,

1 - Note that as €e—0 the I'-function poles in B, cancel,
1%(Q)= -2 f du uK?(u) leaving behind the logarithms of Eq. (B13) above. There-
A" 7 Qa fore, in integrals over G (x), the 1/€" poles can only arise
from the terms in the integrand which are singular as
x —0.

2
=——8" S[K 3 (u)—Ko(u)K,(u)]
m

Qa Consider the I'? integral
— = @2 4 4 0ta%na) (B14) LIRS 2 2 e e
- ° — I e S — —€
87 o FTRAELY T2—c/2) fo dx x*7¢G’(x).  (B20)
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For our purposes we need the pole terms, but not the
finite part.’® We may therefore replace the upper limit by
some arbitrary finite value, taken to be 1 in some arbi-
trary units. Furthermore, we may substitute

3 34°B
Glo=A 4 50 (B21)
x x
since the + -+ terms would contribute only to the finite

part of I, The first term produces an integral:

—2+2

[ldx x2e3== (B22)
0

—2+2e 0 ’

which would ordinarily produce a quadratic divergence,
but which is formally finite in DR. To see this, one may
rearrange it as

f]dx x26_3(1—x2)+f1dx x2e1
0 0

1
=1 —_— —
+B(e—1,2)+ e

1

_26

1
e—1

+1|=—1+0(e) .

2

(B23)

[Note that the same result is obtained from (B22) if one
pretends that the evaluation at x =0 gives zero, not
infinity.] Thus, the pole terms arise solely from the
second term of (B21). The evaluation of this is quite
straightforward, and yields

I. STANCU AND P.

M. STEVENSON 2
1 30 |1 2 ,
—[¥=——— | —— = |In—5+y—Ind7—3
3! 1287% | € 2 YT

+ finite (B24)

(where p is the arbitrary ‘“‘unit of mass” used when ex-
panding QF). The result agrees with that of the
momentum-space calculation.?’

The calculation of I'*’ proceeds in the same manner.
The poles arise solely from the term

(4A331+6A235)%, (B25)
X
in the expansion of G*(x), and can be calculated without
too much labor.

I'? can also be obtained simply in the x-space ap-
proach, since it is equivalent to I_,=—2dI,/dQ?
which is —2dG(x =0)/dQ* Taking the Q2 derivative
of (B17) and then taking x —0, one finds that only the B,
term contributes (and only the second part of B, at that).
Therefore, one obtains
€/2

[ =12 : (B26)

8772

4m
92

which leads to the result quoted in the text, Eq. (2.46).
I'® and I'* can then be expressed in terms of 1'¥=1_,
giving us the results quoted in Egs. (2.47) and (2.48).
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