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Total and differential cross sections for v„e~v„e and v„e~v„e are measured. Values for the
model-independent neutral-current coupling s of the electron are found to be

g = —0. 107+0.035(stat)+0. 028(syst) and g = —0.514+0.023(stat)+0. 028(syst). The electroweak
mixing parameter sin 0~ is determined to be 0. 195+0.018(stat)+0. 013(syst). Limits are set for the
charge radius and magnetic moment of the neutrino as 1(r )) &0.24X10 '~ cm' and

f„&0.85 X 10 Bohr magnetons, respectively.

I. INTRODUCTION

This paper describes an experiment (E734) to measure
v„e —+v„e and v„e~v„e scattering. It was performed at
the Alternating Gradient Synchrotron (AGS) of the
Brookhaven National Laboratory with a muon-neutrino
beam of mean energy =1.0 GeV and a highly segmented,
fully active 170-ton detector. ' The reactions involved are
the simplest of the neutral-current reactions; they are
purely leptonic with low g and are not complicated by
corrections due to strong or electromagnetic interactions
nor by thresholds. They occur purely through the weak
neutral current; the cross sections have a simple depen-
dence on sin L9~. The two-body kinematics allow for ex-
act theoretical calculations, and the kinematics also facil-

A. Kinematics

The two-body scattering reactions

vie ~v@e

vpe~vpe (2)

can be usefully described by a single kinematic quantity.
The quantity of choice in this experiment is the laborato-
ry angle of the recoiling electron with respect to the

itate identification of the signal in the E734 detector.
Consequently precise measurements on these reactions
provide essential tests of models for electroweak interac-
tions.
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direction of the neutrino. Conservation of energy and
momentum relates the incident neutrino energy E to the
direction and the kinetic energy T, of the recoiling elec-
tron:

12 30

T, (1+m, !E„)
cosO=

(T, +2T, m, )'" (3) 10 25

Since m, &( T, and m, &&E appropriate approximations
lead to a simple limit on the observed angle of the elec-
tron:

2me"T'
e

(4)

In this experiment, all the electrons observed from these
reactions have angles 1ess than 0.005 rad with respect to
the nominal neutrino beam direction. Consequently, the
signature for neutrino-electron elastic scattering is an
event which contains only a single forward electromag-
netic shower with the kinematic constraint of expression
(4) above.
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B. Phenomenology

The cross sections for reactions (1}and (2) can be writ-
ten in a model-independent form in terms of the vector
and axial-vector couplings (g~ and g„, respectively) be-
tween the electron and the neutral, intermediate vector
boson (Z ). However, in the standard model of
Glashow, Weinberg, and Salam (GWS), gv and g„are
given by

gy= —+2 sin Ogr

(6)

The relation of the mixing parameter sin 0 w to the Fermi
coupling (GF), the electron charge (e), and the mass of
the charged, intermediate vector boson (M~) is

e'
&2 8M~sin 6j~

The differential cross sections for v„e~v„e and ~„e~v„e
are then

2 2
p 6~m, E,

(gv+g~ } +(gv+g~) (1—~)
dy 2'

m, y—(gv —g&) E

where y = T, /E; the upper sign is for the neutrino chan-
nel and the lower sign is for the antineutrino channel.
For accelerator energies, E ))m„' the last term in the
above differential cross sections is therefore negligible.
Integration of the differential cross sections yields in this
approximation the total cross sections to be

pGFm E
+ (gv+g~ ) (9)

The parameters to be determined are sin Ow and p. The

FIG. 1. sin 8~ dependence of cross sections and the ratio of
cross sections.

ratio of the cross sections R =0 (v e)/a(v e) gives an ex-
2 2pression for sin 8~ independent ofp,

1 —4sin Ow+ —"sin Ow
R 3

2 4
1 —4 sin Hw+ 16 sin Ow

(10)

and is less sensitive to errors on the individual cross sec-
tions. The expected cross sections and the ratio 8 are
plotted as functions of sin Ow in Fig. 1. The factor p
quanti6es the possibility of the neutral current having a
different coupling strength than the charged current. In
the standard model p is expected to be unity.

II. EXPERIMENTAL PROCEDURE

A. The neutrino beam

The neutrinos (antineutrinos} in this experiment were
the products of decays of pions and kaons which were
produced as secondary particles when a proton beam, ac-
celerated to an energy of 28.3 GeV, was bombarded into
a sapphire (titanium) target was used for the runs A and
B (C). The AGS proton beam was extracted in a single
turn and the resulting neutrino beam retained the rf
bucket structure of 12 bunches spaced by 224 ns and of
—30 ns width. To obtain a predominantly neutrino (an-
tineutrino) beam, a magnetic horn system was used to
focus positive (negative) mesons while defocusing mesons
of opposite charge. Further details on the ASS neutrino
beam are to be found in Ref. 5.

The muon-neutrino spectra were measured by observ-
ing rnuons, produced by quasielastic interactions in the
detector and by determining the muon momentum in the
muon magnetic spectrometer located behind the main
detector. For low-energy muons, the momentum was
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determined from their range in the detector. Since there
were also neutrinos of opposite helicity present in the
beam, yields of muons of both signs for each horn polari-
ty were measured. The contamination of antineutrinos in
the neutrino beam was determined to be 0.043+0.007,
and the contamination of neutrinos in the antineutrino
beam was determined to be 0.103+0.015. Figure 2 shows

1011

(a)

the spectra observed.
Electron-neutrinos (antineutrinos) from the sequential

decays of kaons and muons were the other source of con-
tamination present in the muon-neutrino (antineutrino)
beam. They interacted with nucleons in the detector and
produced final-state electrons (positrons) which were a
source of background for the neutrino electron elastic-
scattering reaction.

Quasielastic reactions v, n ~ep and v,p ~en were used
to obtain the Aux of the v, and v, . The method was simi-
lar to the one used in a previous paper by this collabora-
tion (see Ref. 6). The results for this experiment are

V~ = ( 7.3+1.4) X 10
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The principal source of uncertainty arises from the cal-
culation of acceptance by Monte Carlo technique. The
curves in Fig. 2 are results of beam simulations using the
computer program NUBEAM. The above-measured values
are consistent with the contamination level calculated us-
ing NUBEAM which was approximately 7X10 for each
beam polarity. For a complete description and additional
references see Ref. 6.

B. The K734 detector and its performance
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FIG. 2. (a) The v„ flux. The closed points are data from the
magnetic spectrometer; the open points are stopping muon data,
and the curve is a calculation done using the computer program
NUBEAM for the neutrino beam in run B. The curve has been
scaled to correspond to the data. (b) The v„ flux. The closed
points are data from the magnetic spectrometer; the open points
are stopping muon data, and the curve is a calculation done us-

ing the computer program NUBEAM for the antineutrino beam
in 1983. The curve has been scaled to correspond to the data.

The detector has been extensively described else-
where' ' and will be briefly reviewed here. The neutri-
no beam intensities [approximately 10'0 v /m 2 GeV (10'3
protons on target)], in conjunction with the small cross
section for neutrino electron scattering (10 cm ),
demand a large mass detector to obtain useful event rates.
The AGS delivered approximately 10' protons per pulse.
The detector must also provide many measurements of
dE/dx along a track for particle identification and excel-
lent angular resolution for forward tracks. These con-
siderations led to the size and the modular design of the
E734 detector.

The detector had two major systems: The liquid-
scintillator calorimeter viewed by photomultiplier tubes
(PMT's) and the proportional-drift-tube (PDT) system.
The liquid scintillator, NE235A mixed with mineral oil,
served as a target for neutrinos and also as a detector
with fine energy and time resolution. The proportional
drift tubes (7.6 cm high, 3.8 cm along the beam, and 4 m
long) were used for particle tracking and dE/dx mea-
surements along the track. The main detector was divid-
ed in 112 modules. Each module contained a wall of 16
liquid-scintillator cells (25 cm high, 8 cm along the beam,
and 4 m long) and an x-y plane of 54 proportional drift
tubes. Each module was 4 mX4 m in active area, 0.22
radiation lengths in thickness, and had a mass of about
1.5 tons. As an electron traveled through the detector it
crossed about 5 modules within one radiation length per-
mitting multiple measurements of position and energy de-
posits along the track before significant multiple scatter-
ing and radiation had occurred.
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The total mass of the detector was 170 tons. The mass
of the fiducial region used for reactions (1) and (2) was
about 70 tons. About 90 k of the mass was in liquid scin-
tillator. After the main detector there was a shower
detector, which consisted of ten walls of liquid-
scintillator cells with a one-radiation-length sheet of lead
after each wall. There were no PDT's in the shower
detector. Ten radiation lengths were considered suScient
to measure electromagnetic showers originated at the end
of the main detector.

The detector was at the end of the neutrino beam line
at the Brookhaven AGS, 147.8 m downstream from the
target. The neutrino beam was fully contained by the
detector with beam center offset by approximately 30 cm
from the detector center line. The main part of the detec-
tor was 21 rn long and 4.2 X4.2 m in cross section.

At the very end of the detector there was an air gap,
magnetic spectrometer to measure the momentum of
muons produced in the main detector. It had an aperture
of 1.8 X 1.8 X0.46 m. The magnetic field imparted trans-
verse momentum of 40 MeV/c at the center and 70
MeV/c at the edge. Nine pairs of PDT planes, four be-
fore the magnet and five after, served to measure the
bend of a particle track, which was fit to a parabola. The
start time for the drift measurements was generated from
the last six calorimeter walls in the main detector. Un-
certainties in the PDT positions, about 1.3 mrn, limited
the mornenturn resolution to

3O
(e)
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I
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13+1 mrad
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The known energy of the electron was compared with the
energy measured in the test detector to obtain both the
energy resolution function and a scale factor to account
for the energy lost in the inactive parts of the detector.
The energy resolution function obtained as

0. 13
&E (GeV)

The scale factor in the main detector was 1.43+0.14. In
the shower counter the scale factor was estimated to be
2.5+0.2. The scale factor was also studied using Monte
Carlo simulations and kinematically reconstructing
v, n~e p events seen in the main detector. Both the
scale factors were found to be consistent within 10%.
Figure 3 shows the energy and angular resolution for
electron-induced showers in the detector.

=+0.010+[0.067p /(GeV/c)]
p

A typical data accumulation cycle began when a pulse of
protons, 2.7 ps wide and with the bunch structure de-
scribed earlier, hit the target. The repetition rate of
bursts of 28.3-GeV protons from the AGS was 1.4 s. On
average 1.5 v„-induced events were obtained in the detec-
tor per pulse. A 10-ps gate, opened at the same time as
the proton beam extraction, enabled all detector elements
to record data. The electronics associated with each
detector element, a PMT or a PDT, was able to record
the total energy deposition in that element and at least
two pulse times with little dead time. After the end of
the 10-ps gate the data were read out and recorded on
magnetic tape by computers. The entire process, taking
no more than 50 ms, provided ample time to perform
monitoring and calibration procedures between beam
bursts.

A portion of the E734 detector was placed in a test
beam at BNL (Refs. 10—12). Using this test setup data
were taken for several tagged particle types and momen-
tum ranges. The information was'used to establish ion-
ization profiles for different particles. Many of the
analysis procedures were tested on these data.

Of particular value to this experiment were data from
test beam electrons with energies of 0.4, 0.6, 0.8, and 1.0
GeV which were taken in the test detector. The known
incident angle, determined from beam wire chambers,
was compared with the angle measured in an interactive
process fitting each projection of the detector and thus an
angular resolution function was obtained
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FIG. 3. (a) Angular resolution of electrons in the test beam
detector from a hand fit to the PDT data. (b) Energy resolution
of electrons in the test beam detector.
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III. DATA REDUCTION

The E734 detector accumulated data in three different
runs (hereafter referred to as runs A, B, C, respectively)
from exposure to the wideband neutrino or antineutrino
beam since first becoming operational in 1981. A portion
of these data were analyzed for neutrino and antineutrino
electron scattering, and were the subject of previous pa-
pers. ' ' As additional data accumulated, the analysis
routines were refined. This paper presents the entire
sample of v„e~v„e and v„e~V„e elastic-scattering
events from E734.

Since the distances inside the decay tunnel and the tar-
get were changed subsequent to run B, the spectra of neu-
trinos and antineutrinos from runs A and B were com-
pared to the spectra obtained in run C, the third long
running period. ' All components of the run C spec-
trum had the same energy distribution as the runs A and
B spectra. The total intensities were, however, different.
The mean energy of the run-C v„(v„) beam was 1.27
(1.28) GeV, which was compared to the value in runs A
and B: 1.27 GeV for v„(1.19 GeV for 7„). 35.1%
(40.6%) of the neutrino (antineutrino) data were obtained
in run C.

The analysis procedure used for the run C data to ob-
tain a sample of electromagnetic showers was identical to
the procedure used for the runs A and B data" ' except
for some additions to the electron shower recognition
procedure. The additions reduced the number of events
visually scanned, but they introduced an additional small
inefficiency which was properly combined with other
corrections to the total number of observed signal events.
The normalization procedure was identical for all data
sets.

Convinced that the spectra and the analysis methods
were almost identical for all the data accumulated and
that the errors were well understood, all the final samples
of electromagnetic showers were combined and likelihood
fits were made to the resulting distributions. Table I
shows the combined number of events for the neutrino
and antineutrino samples and the final cuts.

A. The production program

The production program read events from raw data
tapes, used calibration and geometry constants for each
element to convert raw time and charge information into

absolute time and energy depositions, recognized tracks
and showers, and produced two sets of data: a set con-
taining single-electron-shower candidates and a set con-
taining muon-neutrino quasielastic candidates for nor-
malization.

The bunch structure of the neutrino beam was rejected
in the time distribution of the observed neutrino interac-
tions. The calorimeter hits in each burst were grouped in
time clusters to separate overlapping interactions in the
pattern of hits. For each event a histogram was made of
calorimeter hit times in 40-ns bins. Hits from nonzero
bins within two bins of each other were considered to be-
long to the same time cluster. PDT elements were associ-
ated with a time cluster if the PDT time was within a 1-

ps window around the mean time of the cluster. A PDT
could be associated with at most three different time clus-
ters.

After time clustering, events were processed through
two different algorithms. All events went through the
first algorithm, the shower filter which identified events
containing potential single electromagnetic showers.
Every third event went through the second track fitting
algorithm, which fully reconstructed the event and wrote
the results in a standardized form onto a dark-summary
tape (DST). The quasielastic events, used for normaliza-
tion, were obtained from these DST's. Events with tracks
in the spectrometer were also recorded and later used to
calculate the neutrino spectrum.

An electromagnetic shower leaves a characteristic pat-
tern of energy deposition as it traverses the detector. In
the initial stages of an energetic shower the secondary
particles tend to be produced at very small angles with
respect to the original particle. The finite size of the
PDT's does not permit us to follow the development of
each particle in the shower. However, the secondaries do
cause the number of elements hit per plane to increase
along the path of the shower. The shower filter algo-
rithm recognized electromagnetic showers of energy
above 200 MeV. The algorithm used energy and time
clustering information for each event. It also used spatial
information from the PDT's to recognize patterns associ-
ated with electromagnetic showers. For complete details
see Ref. 17.

A small fraction of the data were not processed. Dur-
ing normalization processing some runs were judged to
be bad because of calibration or hardware errors. Events
belonging to these bad runs were removed from. the sam-
ples; the normalization was adjusted accordingly.

POT
Software
Visual scan
Initial cuts
e/y cut
g (0.03

3.42X10"
338 686
12 210
2 134
1 322
898

4.74 X 10'
150437

4928
1 362

802
572

TABLE I ~ Data-flow sequence. Numbers refer to the num-

ber of events surviving after each step.

B. Electron identification

Because of the difficulty and complexity of pattern
recognition for electromagnetic showers with software
and the need for high signal acceptance, a visual scan by
physicists of computer-generated pictures was used to
further reduce the sample. Monte Carlo —simulated
events overlaid with real beam bursts were randomly in-
serted among the data at a level of 2% as a control on
event recognition efficiency; 93% of the events were
scanned twice to assure high efficiency. The electromag-
netic portion of the Monte Carlo program was EGS4 (Ref.
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18) and its ability to simulate events in this detector was

checked extensively against test beam data. The objec-
tive of this visual scan was to reject events which were
selected by the initial shower filter but which were obvi-
ously not single, forward showers. The most obvious ex-
amples were forward muons passing through cracks in
the detector and multitrack events where the hadron
tracks were obvious to the eye but did not have enough
deposited energy to fail the single, forward shower cri-
teria.

The resulting shower data sets were processed through
a program which calculated various quantities concern-
ing the shower to facilitate analysis. The program evalu-
ated the shower angle using a least-squares fit to the drift
distances in the PDT's (calculated from the drift times).
The fit encompassed all possible combinations of PDT
hits with weighted uncertainties based on the effects of
multiple scattering. The total energy of the shower and
the energy deposits in the cells of the first six planes were
also determined by the program.

Events failing the following criteria were eliminated
from the sample.

(1) Fiducial volume c-ut:

+PDT 5 ~ PDT ~ 7 module + 9

XPDT and YPDT are the cell numbers of the vertex PDT
cell, and Z,d„l, is the module number of the vertex.
This cut eliminated front and side entering tracks and
showers which were not fully contained in the detector
(Fig. 4).

(2) Energy cut:

210 & E, & 2100 MeV .

F., is the total corrected energy of the shower. This cut"
was effective in reducing low- and high-energy back-
grounds. At low energies, m decays and hadrons dom-
inated whereas quasielastic electron-neutrino interactions
dominated above 1500 MeV (Fig. 5).

(3) Vertex energy cut:

~vertex

The background events due to hadrons or quasielastic
electron-neutrino interactions usually had final-state had-
rons with large energy deposits in the vertex cell. Monte
Carlo studies suggested that a vertex cell energy of 30
MeV was a reasonable upper limit for the true electron
signal (Fig. 6).

(4) Topology and road cut: Full exploitation of the high
angular resolution of the PDT's was obtained by manual
fitting. Each event was displayed on a graphics screen
along with the fits obtained by the pattern-recognition
programs; using the displayed PDT's and drift distances,
the operator iterated fits to the front part of the shower in
both views of the event until a satisfactory fit was ob-
tained. The fits obtained by the pattern-recognition pro-
grams were chosen if they were judged acceptable. More
specifically, the fitting program used the first six PDT's.
Using all combinations of left-right ambiguity and
weighting uncertainties based upon the effects of multiple
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FIG. 4. Vertex position distributions for the neutrino events.
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scattering it calculated the angle of the track. The pro-
gram failed an event when the y minimization produced
the wrong combination of left-right drift times because of
wrong measurement of time in one of the PDT's, overlap-
ping hits or inefficiencies in one of the most forward
PDT's. In manual fitting we looked at the fits to see if

any of the above were causing an incorrect fit. No sys-
tematic bias was found to result from the manual fits.

The showers from hadronic interactions and showers
from overlapping photons of ~ decays tend to be broad.
Multiple scattering makes them deposit much more ener-

gy away from the center of the shower than electron
showers of similar energy. A "maximum multiple
scattering road" was applied to the showers; the road was
based on the maximum scattering limits of a single elec-
tron computed by using the standard electromagnetic-
shower simulation, EGS (Ref. 18). A line, 20 modules
long, was also drawn upstream of the shower vertex. The
program displayed the sum of the shower energy outside
the road and the sum of the energy directly upstream
within 20 modules of the vertex. The operator rejected
the event (1) if the energy outside the road was greater
than 2.5%%uo or (2) if there was greater than 10 MeV depos-
ited directly upstream. The operator exempted events
from the above criteria if it was judged that the energy
determinations were complicated by unassociated in-
teractions in the same time bucket.

(5) e/y cut: The event samples, after the above selec-
tions, were predominantly either electrons (e) or photons
(y). The PDT and scintillator dE/dx measurements
near the vertex were used to eliminate as many of the
photons as possible. Monte Carlo and test beam studies
of single electrons and e+e pairs suggested that true
electrons appeared initially with high probability
(&90%%uo) as singly ionizing tracks and true photons ap-
peared (&70%) as doubly ionizing tracks. A sample of
showers expected to be due to photons because they
pointed towards other energy deposits (stubs) upstream in
the detector, was analyzed similarly. The dE/dx distri-
butions for the stub sample clearly shows that it was
composed of doubly ionizing particles, as expected for
photons. Figure 7 illustrates the dE/dx distributions for
test beam electrons and stub data.

The dE/dx algorithm was based upon the energy de-
posited in the first scintillator cell after the vertex cell
and a combination of adjacent PDT cells. The PDT's be-
ing low-mass devices have a large probability for register-
ing no energy; their dE/dx distributions also have long
Landau tails, and so a truncated mean approach was used
to determine PDT dE/dx. Both x and y PDT's on the
track in the two planes after the vertex were used. If a
PDT had no energy it was excluded from further calcula-
tion. The minimum of the two energies in each plane was
determined, and their mean was used as the measure of
PDT dE/dx. The following region was designated as the
photon region:

50 50 dE/dx(cal) =E„n & 18 MeV

0 1M I I

20 40 60 80 0

VERTEX ENERGY ( MeV )

20 40 60 80

VERTEX ENERGY ( MeV )

and

dE/dx(PDT) =
min(E„, E ) +min(E, E )Xl & x2~ y&

FIG. 6. Vertex energy for (a) the neutrino sample, (b) the an-
tineutrino sample, (c) v„e~v„e Monte Carlo sample, (d)

v, +n~e +p Monte Carlo sample. {Events that have no
calorimeter hit in same plane as the first PDT are assigned zero
vertex energy. )

=E,„23 & 15 keV .

Any event not classified as a photon was considered an
electron. See Fig. 8 for dE!dx distributions of the neu-
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trino data.
(6) 9 &0.03 rad cut: Since there were hardly any

(&1%) signal events beyond 0.03 rad, all events with
0 )0.03 rad were discarded.

The selected electron and photon candidates are shown
in Fig. 9. There are no sharp peaks in the photon angular
distributions. The forward peaks in the electron distribu-
tions are due to the neutrino (antineutrino) electron elas-
tic scattering signal events.

C. Signal extraction

After all the analysis cuts, each shower event was
characterized by four quantities: 8, square of the mea-
sured angle; T„ total energy of the shower; E„&2, mea-
sure of dE/dx in calorimeters, and E,„23, measure of
dE/dx in PDT's. Since the 8 and T, distributions, ob-

Te s t Beam E lee tron

tained after the e/y cut, showed the most obvious mani-
festations of the signal events, likelihood fits were made
incorporating both variables to extract the total number
of signal events in both the neutrino and antineutrino
data. To extract the number of signal events under the
peak in the 0 distribution, it was necessary to under-
stand and Gnd a true representation of the background.

D. Backgrounds

Monte Carlo events were generated and the back-
ground distributions were studied taking into account all
smearing effects in the detector and measurements. A
full description of event simulation algorithms for this ex-
periment is contained in Ref. 10. The I9 distribution was
divided in two parts for background studies. The region
above 0.01 rad was considered the background region
because it contained less than 7%%uo of the signal. The en-

ergy and dE/dx distributions of the background region
were consistent with the assumption that it consisted
mostly of photons from pion decays and electrons or pos-
itrons from the electron-neutrino quasielastics (v, n —+ep
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FIG. 7. dE/dx distributions for (a) test beam electrons and
(b) showers pointing to upstream deposits ("photons, *' see text).

FIG. 8. dE/dx distributions for all neutrino data. (a) Scat-
terplot of E„», measure of dE/dx in calorimeters and E, 23,
measure of dE/dx in PDT's. (b) Projection for E„». (c) Pro-
jection for E, 23.
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for the neutrino data and v,peen for the antineutrino
data). Possible presence of low-energy hadrons was stud-
ied" ' visually and by examining events having the mean
number of PDT hits per plane less than 1.3, since low-
energy hadrons were not expected to shower. The ob-
served 0 distribution of these events did not differ
significantly from the distribution due to m decays. The
fraction of low-energy hadronic events in the background

was negligible for the final sample.
(1) The m ~yy background: The m 's produced in

coherent (vN~v¹P) and incoherent (vn~vnvr and
vp —+vpm ) neutral-current interactions were the princi-
pal candidates for this background. ' Monte Carlo stud-
ies indicated that at AGS energies and with the composi-
tion of the E734 detector the coherent production con-
tributed only 0.16+0.06 of the total m background. The
error is estimated by propagating the typical measure-
ment errors for cross sections used in the model of Ref.
19. Also the energy and 0 distributions of photons from
all three channels were so similar for the region of in-
terest that the vn ~vnm. channel was considered an ade-
quate representation for the total ~ background. The
photons produced from the m decays were uniformly dis-
tributed in 0 below 0.03 rad and were less than 1000
MeV in energy, but at the largest angles the angular reso-
lution of the shower filter in conjunction with angle cuts
caused decreased acceptance for events, resulting in a
weakly sloped 8 distribution beyond the signal region
[Figs. 9(b) and 9(d)].

(2) Background due to electron neutrin-o quasielastics
(v, n~e p and V,p~e+n): The 8 distribution for the
electron/positron from these events is suppressed in the
forward ((0.01 rad ), low-Q region because of Pauli
suppression in the nucleus. ' ' For 0 )0.01 rad the
distribution showed the same slope behavior —due to the
shower filter —as the ~ background. The shape of the 0
distribution was affected mainly by the 0 acceptance.
For the neutrino channel, since the proton left visible en-
ergy at the vertex, the vertex cut of 30 MeV was responsi-
ble for the nonuniform acceptance in Q . This was inves-
tigated by making cuts on the energy of the final-state nu-
cleon in the Monte Carlo events. For the antineutrino
channel, lack of sui5cient modeling for the neutron in-
teractions in the detector made such investigation impos-
sible; assumption of uniform acceptance, finally used, was
only approximately correct because during visual scan-
ning some events were rejected, the neutron having be-
come visible by an energetic interaction in the detector
(Fig. 10). The 8 distribution was also weakly dependent
on the axial-vector mass Mz and the nuclear scattering
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FIG. 9. 8 distributions for all neutrino data: (a) Electrons

identified by the e/y cut. (b) Photons identified by the e/y cut.
8 distributions for all antineutrino data: (c) Electrons identified
by the e/y cut. (d) Photons identified by the e/y cut.

0 (rad )

FIG. 10. Study of the 0 distribution of v,@~en by making
cuts on the energy of the neutron.
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model. ' Allowances for these uncertainties were made
in the systematic errors (Table II).

The 0 distribution of the two backgrounds thus estab-
lished, it was judged most desirable to use for its energy
characterization the measured energy distribution of the
data above 0.01 rad, i.e., the background region.

The complete background distributions were combina-
tions of the distributions from the two backgrounds (Fig.
11). Because of their slightly different shapes it was
necessary to determine the fraction contributed by each
of the background channels. The electron-neutrino beam
fluxes, measured by using higher-energy electro-
magnetic-shower events, were used to calculate the frac-
tion of the background due to the quasielastics. The ac-
ceptance for these events was computed making use of a
full Monte Carlo simulation including detector simula-
tion of these events in the detector and selection of the
events by all the electron analysis cuts. The calculation
was done by integrating the flux folded with the cross sec-
tions and multiplying by the total acceptance. The frac-
tion of e p (e+n) expected in the neutrino (antineutrino)
data, f, (f,„},was 0.23+0.12 (0.41+0.15). The errors
on these numbers were large due to uncertainties in ac-
ceptance. Therefore, when the final fits to the electron
data were made, the ep/en fraction was varied within its
experimental errors to obtain the best fit to the E-8 dis-
tribution. The systematic errors due to background
simulation are also indicated in Table II.

The final numbers of elastic scattering signal events
were obtained by a maximum-likelihood fit in two vari-
ables, 0 and energy. Signal and background distribu-
tions were fit to the data using a log-likelihood function.
The signal event distributions were generated from the
full Monte Carlo simulation which took account of reso-
lution, acceptance, ineSciency effects and effects due to
noise from unrelated events in the same time cluster. The
energy distribution for both channels in the background
was modeled from the energy distribution of the data for
0 & 0.1 rad, the background region where the number of
signal events was expected to be small. The likelihood
function for the two-dimensional distribution was ob-
tained by assuming a Poisson probability distribution for
each bin. The log-likelihood function is expected as

in@= g —n;, +n;, ln(n„) —ln(n;!),
IJ

TABLE II. Systematic errors in signal extraction.
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FIG. 11. The individual background distributions after tak-
ing account of all smearing effects. (a) v„n ~v„n m, (b)

v„n~v„nm, (c) v, n~e p, and (d) v,p~e+n.

E. Signal extraction results

Using the maximum-likelihood method, ' the number
of signal events N, and the number of background events

Xb were allowed to vary to give the best fit (Figs. 12 and
13) for quasielastic fractions of f, =0.09 and f,„=0.55
over the whole angular region, I9 &0.03 rad . The num-
ber of signal events were

X,(v„e~v„e)=159.5+17.3(stat)+3. 7(syst)

and

where n,J is the number of events in element ij for the
data and n, is the expected number of events in the ele-
ment:

nij s ij ++bi( f(ep/en) }Gi f(ep/en)Qi ~ J

where N, is the number of signal events and Nb is the
number of background events. S;j,G;, Q;, E are normal-
ized distributions modeling the signal, photons from pion
decay, quasielastics, and the energy distribution of the
background, respectively. The indices, i and j, run over
bins in the two variables, 8 and energy.

Signal

ep /en

Slope
Q'(e p, e+n)
e pe p model

Totals
Result

v„ channel

159.5+17.3(stat)
2.2%
0.6%
0.3%
0.2%

2.3%
159.5+17.3+3.7

v„ channel

96.7+ 13.2(stat)
4.5%
0.8%
1.2%
1.1%

4.9%
96.7+ 13.2+4.7

X,(v„e~v„e}=96.7+13.2(stat)+4. 7(syst) .

The systematic error for signal extraction (Table II) was
due to four uncertainties: the fraction of the background
that was quasielastic, the Q region of the quasielastics,
the slope effect due to the shower filter, and details of the
modeling of the quasielastics which included the choice
for M„and the nuclear scattering. A number of different
fits were made by changing the modeling of the back-
ground; parameters that affected the shape of the distri-
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butions were varied within their errors. For both chan-

nels approximately 93% of the signal is in the signal re-

gion, 8 & 0.01 rad; the signal to background ratio in this

region is

S /N ( 8 & 0.Ol rad ) =0.54,

S„/N ( 8 & 0.01 rad ) =0.58
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and 7.5% (47.0% for v data) of the background events in
the signal region are due to the electron neutrinos and the
rest are due to neutral pions.

30—

20—

10—

II II
II IIIt

II II II II

160

140— (a}

0
000

120

I

001
2 2

H ( rad )

I

002 003

120 -.

100—
(6I-

80—

100—

80—

(b)

60 —-- 60—

40—

20—

I

II
II

LII
I I ,", ~ I I

I I I i " I )
II II

1K

40—

20—

0
0.00

300

I

0.01

I

0.02 0.03 0
0.21

I I

0.84 1.47

ENERGY ( GeV )

2.10

(b)
FIG. 13. Distributions for v„: (a) 0 and (b) electron energy.
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FIG. 12. Distributions for v„: (a) 0 and (b) electron energy.
The points are the data and the histograrns are the resulting fits
to signal plus background.

The number of signal events had to be corrected for
losses due to the various cuts in the analysis and for con-
taminations. The corrections were studied mainly by
Monte Carlo techniques. The statistical error on the
determinations are from the finite number of Monte Car-
lo events used. The various losses in the analysis are con-
sidered in their order of significance.

(I) Energy acceptance ( Az&o 2too): The loss due to this
cut was evaluated by generating a large number of Monte
Carlo events, smearing them by the detector resolution,
and applying the energy cut. The acceptance factor de-
pended weakly on the value of the steinberg angle.
Therefore when the value of sin 8~ was finally evaluated
the sin t9~ dependence of the acceptance was used.
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(2) Softwareglters and shower alter angle cut: Detec-
tor inefficiencies and noise due to unrelated events caused
the software filter to reject some genuine electron events.
The efficiency of the software in finding electron shower
events was calculated by passing Monte Carlo —generated
electron events through the filtering. These were events
generated with the full Monte Carlo simulation which
contained models for the PDT and calorimeter
inefficiencies. In addition, randomly selected data events
from diferent running periods were overlaid on the
Monte Carlo events. The efficiency for the software Ster
was the fraction of events selected from events that were
within the energy cut and the fiducial volume. The calcu-
lation was done for various combinations of two sets of
overlay events and detector element inefficiencies to un-
derstand the systematic error. Since the software pro-
cedures were upgraded for analysis of the later data, the
software efficiencies for the earlier and later data analysis
were computed separately, weighted according to the
normalization which is discussed in the next section, and
combined; the errors were propagated.

(3) Visual scan efficiency: The visual scanning
efficiency was determined by passing full Monte Carlo
events through the same analysis procedure as if they
were real events, randomly inserting them among real
events in the data, and scanning the entire sample twice
during the regular processing. The scanning efficiency
(e„;,) was determined as the fraction of the Monte Carlo
events found by the scanners.

(4) The vertex energy cut: This was a small correction
which was computed using the full Monte Carlo simula-
tion of electron events.

(5) The el@ cut: The loss of events due to this cut was
determined by using test beam electron events at various
energies. The efficiency, 0.91+0.01+0.02, did not depend
on the initial energy of the electron.

(6) The road cut: The road cut was investigated by
passing the full Monte Carlo events through the interac-
tive road cut and determining the fraction accepted by
the operator. Some events failed because of unrelated
tracks from the overlay events or detector inefficiencies.

(7) 8 (0.03 rad cut: The small correction due to this
angle cut was also investigated by Monte Carlo simula-
tion. Most elastically scattered events were well below
0.03 rad, but a few events were rejected because of the
angular resolution.

(8) The opposite helicity con-tamination: A fraction of
the elastic-scattering events were due to the opposite-
helicity neutrinos in the beam. The opposite-helicity flux
was measured by the magnetic spectrometer. The num-
ber of elastic-scattering events due to the opposite-
helicity beam was obtained by calculating the flux-
averaged cross section. Since the elastic scattering cross
sections have a linear dependence on energy, the flux-
averaged cross sections were simply a constant times the
mean energy of the beam. Thus the following formula
was obtained for the contamination: For the neutrino
data,

and for the antineutrino data

VV

f„.+(1 f—,„)(E„)r&E„.&R
' (13b)

TABLE III. Contributions to the overall signal acceptance.

~ 210 2100

vtx ( 30

&cry

~road

02 0 03

{) fwH~—
{1 fwF)—

0.710+0.001+0.030
0.710+0.001+0.010
0.852+0.007+0.013
0.914+0.011+0.020

0.980+0.0022
0.950+0.0063

0.978+0.002+0.007
0.996+0.004+0.0
0.91+0.01+0.02
0.91+0.01+0.02

0.924+0.010+0.011
0.950+0.010+0.010
0.993+0.001+0.031

0.993+0.001+0.030
0.979+0.0+0.003
0.890+0.0+0.010
0.964+0.0+0.009
0.979+0.0+0.010

where fw„ is the fraction of electron events due to the
wrong-helicity neutrinos, f (f ) is the contamination
of v (v) in the 7 (v) beam, (E ) is the mean energy of
the primary beam, and (E ) is the mean energy of the
contamination. The opposite-helicity contamination de-
pends on the elastic-scattering cross sections, in particu-
lar on R, the ratio of the cross sections, o „/o „. Since we

are trying to measure the cross sections and the ratio, this
dependence should be carried to the end of the analysis;
nevertheless, the corrections due to the opposite-helicity
beam were not large, and so the value of R (1.2) comput-
ed at the world-average value of sin e~ (0.229+0.006)
was used. Since the contamination was difl'erent in the
last running period, it was computed separately, weighted
by the normalization, and combined for the entire data
set.

(9) The wrong flauor co-ntamination: A fraction of the
electron events were due to the wrong-flavor neutrinos in
the beam (i.e., v, in the v„beam and v, in the v„beam).
The background is due to v, e~v, e and v, e —+v, reac-
tions. These reactions can occur with both charged- and
neutral-current contributions in the standard model;
therefore their cross sections are larger than v„e~v„e
and v„e ~v„e cross sections. The fraction (fw„) of elec-
tron events due to v, e or v, e was estimated by assuming
GWS standard-model cross sections with sin 8~=0.225
and by assuming the energy of the electron neutrinos to
be about the same as the muon neutrinos. The flux of
electron neutrinos was estimated from data. The sys-
tematic error was mainly from uncertainties in the Sux.

VV

f„+(1 f„„)(E.&R l-&E„„&—- (13a) Total corr v„0.477+0.009+0.031
v„0.580+0.012+0.031
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TABLE IV. Systematic errors for signal extraction. The last

column lists the correlated errors between reactions (1) and {2).

Systematic error

Signal

~2&O 2iOO

&soft

~vis

Evtx ( 30
E'e )y
&road

02(0 03

fwH )

fWF)

2.3%
4.2%%uo

1.5%
None
0.7%%uo

2.2%
1.2%
3.1%
0.3%
0.9%

4.9%%uo

1.4%
2.2%
None
0.0%
2.2%%uo

1..1%
3.0%
1.1%
1.0%

VV

2.4%
1.8%

2.2%
1.1%%uo

3.0%%uo

Total 6.6% 7.0% 4.9%

The corrected total numbers of electron events were
obtained by dividing the total number of events observed
Qy the total correction which is computed in Table III:

~210—2100 g ei

corr=
(1—fwH }(1—fwF }

(14)

V. FLUX NORMALIZATION

Measurement of the total incident neutrino-
antineutrino flux was necessary for the determination of
v„e~v„e and v„e~v„e cross sections. The flux was in-
directly measured by determining the reaction rates of
the muon-neutrino quasielastic interactions: v„n ~p p

The corrected total number of v„e ~v&e events was

N(v„e ~v e) =311.0+34.2(stat)+20. 4(syst) .

The corrected total number of v„e ~v„e events was:

N (v„e~v„e)= 159.8222. 1(stat)+11.1(syst) .

Table IV shows the systematic errors arising from the sig-
nal extraction and all the factors contributing to the total
correction. Since much of the analysis was the same for
neutrino and antineutrino data, some of the systematic
error was correlated.

and vg ~p+n .These reactions had a simple topology in
the detector. They are the dominant cross sections in the
energy range of this experiment; in addition, the
differential cross sections for these reactions are well un-
derstood and are independent of sin 0~. These con-
siderations led to the choice of quasielastic event rates as
the normalization for this experiment.

A. Sample selection

A topological selection was used to isolate events con-
taining single long muons produced by the quasielastic
interactions. The following cuts were applied to obtain a
sample of quasielastic events from the same data set that
yielded the elastic-scattering events.

(1) Events with a single fitted track longer than 20
modules, corresponding to muon energy greater than 350
MeV, were selected. This requirement eliminated most
charged pions since pions above this energy tend to have
a high probability of scattering.

(2} The muon track selected in (1) was required to be
within 15' of the beam direction. This restricted the
average Q to be so low that the proton track was too
short to be reconstructed.

(3) Next, the scintillator multiplicity and energy distri-
butions away from the event vertex inside a spatial
cylinder (tube cut) surrounding the track were con-
sidered. The event was rejected if the average number of
scintillators per plane was not close to unity and if the
average energy per module was not consistent with
dE/dx for a muon. The tube cut removed showers or
overlapping multitrack events.

(4) The event vertex was restricted to the same fiducial
volume as in the electron analysis.

Because the normalization event sample was not limit-
ed by statistics, our primary production program sam-
pled only one out of three events for normalization to
save computing time.

B. Backgrounds and corrections

The primary backgrounds to quasielastic scattering
were single-pion inelastic charged-current interactions.
The topological selection removed background channels
producing more than a single fitted charged track. rhe
remaining single-pion and multipion backgrounds were
calculated by Monte Carlo simulations and subtracted
from the samples (Table V}. The fraction of events in the
two normalization samples due to opposite-helicity neu-

TABLE V. Single and multipion background fractions in the flux normalization samples.

v„ channel

p p (signal)

p p'1T

p p7T

p, nm

Multipion
p+n (wrong helicity)

0.563
0.244
0.068
0.077
0.024
0.024

Fraction in data

0.598
0.133
0.063
0.062
0.020
0.124

|„channel

p+ n(signal)
@+na-
p+n~o

p pvT

Multipion

p p (wrong helicity)
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Correction

TABLE VI. Flux-normalization acceptances and efficiencies.

v„ channel v„ channel

Sampling fraction
Geometric acceptance
Tracking efficiency
Angle cut efficiency
Tube cut efficiency
Runs processed
Total correction

3

0.172
0.85 +0.02
0.98 +0.02
0.974+0.010
0.954
0.133/3

0.317
0.86 +0.05
0.98 +0.03
0.986+0.010

0.965
0.254/3

trinos was calculated from the measured contaminations
in the primary beams.

The acceptances and efficiencies for the quasielastic
samples are summarized in Table VI. They were deter-
mined by visual scan or by Monte Carlo calculations, and
were averaged over the incident neutrino flux. The track-
ing efficiency was determined by visual scans of raw
events entering the track-finding procedure in the pro-
duction program. The tracking efficiency represents the
ability of the event reconstruction program to find muon
tracks in the angular range of interest. The inefficiency
was due to PDT inefficiency, multiple scattering, and
noise from crossing tracks. The tube-cut efficiency was
dominated by noise efFects. It was measured by overlap-
ping random data on Monte Carlo quasielastic events.
The last factor in Table VI corrects for the data tapes
that could not be analyzed for normalization events due

TABLE VII ~ Flux-normalization systematic errors. The
third column lists correlations between reactions (1) and (2).

0'y

to computer processing errors but were analyzed for the
electromagnetic showers.

C. Normalization results

The angular distribution of muons from the quasielas-
tic data and the Monte Carlo simulation (including back-
ground) agreed well. The normalization samples were
not limited by statistics. Some of the systematic errors
were correlated between the neutrino and antineutrino
normalizations. The systematic errors are shown in
Table VII.

The number of quasielastic events corrected for
inefficiencies and backgrounds, the mean neutrino energy,
and the flux-averaged cross section were determined sep-
arately for each running period. The individual flux-
averaged neutrino (antineutrino) cross sections before
combination were for runs A, B, and C: 0.921X10
cm (0.396X 10 cm ) and 0.918X 10 cm
(0.376X10 cm ), respectively. When combined to-
gether with the mean energies and the cross sections ap-
propriately weighted by the number of quasielastic
events, the normalization for the entire data set is then
given by the numbers in Table VIII.

VI. RESULTS
QE efficiency
Track Anding
Tube cut
Angle cut

Totals

Misc factors
Monte Carlo:
Nuclear scattering
m cross sections
Multi-~ cross sections
m scattering
Isospin mix
M„
Pauli exclusion
Fermi momentum
Beam spectra
%rong helicity

2%
1%
2%

2.9%

1%
10%
4%
2%
1%
1'Fo

2%
O%%uo

4%
0%

2%
1%
2%

3.0%

1%
6%
3%
2%
1%
1%
2%
1%
2%
2%

1%
0%
1%

1.4%

1%
7.5%

0%
2%
1%

0.5%%uo

2%
O%%uo

0%
0%

A. Using the total elastic cross section

From the corrected number of electron events the cross
sections for reactions (1) and (2) were calculated using the

TABLE VIII. Flux-averaged energy, quasielastic cross sec-
tion, and the total number of quasielastic fiux-normalization
sample.

v„channel v„channel

The data from this experiment can be used in several
difFerent ways to extract the fundamental quantities:
g„,g„,p, sin 8~, f (the magnetic moment of the muon
neutrino), and ( r ) (the mean-square charge radius of
the muon neutrino). In the following sections these re-
sults are presented.

Totals

Final totals

12.0%

12.3%

8.1%

8.6%

8.2%

8.3%
(~„(gE)&

WOE

1.27 GeV
0.919X 10 cm
10.1X10'

1.23 GeV
0.384 X 10

4.26X10'
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quasielastic normalization. Since the total cross sections
depend linearly on the neutrino energy for reactions (1)
and (2), the dependence on neutrino energy can be elim-
inated and a cross section per unit energy defined:

0(E„)
00— (15)

In terms of the observed quantities, the cross section per
unit energy is expressed as

x, n„, &OoE)

&E, )
' (16)

v e~v e = [1.17+0.16(stat)+0. 13(syst)]
V

X10 cm /GeV .

The acceptance factor' A2, 0 2&00 for the electron events
was weakly dependent on the particular value of gz and
g„. The dependence was determined from the neutrino
spectrum and the di8'erential cross section:

1.0272(gv+g„) +0.2796(g v
—g„)

( +g )'+1/3(g —g )'

(17a)

where N, is the corrected number of v„e~v„e or
v„e ~v„e events observed in the detector, n, is the num-
ber of target electrons in the fiducial volume of the detec-
tor, N&E is the number of quasielastic events observed in
the detector, n„&~ is the number target nucleons (neu-
trons for the neutrino quasielastics and protons for the
antineutrino quasielastics) in the fiducial volume, & a&E)
is the flux-averaged cross section for the quasielastic
events, and &E„) is the mean beam energy. A study of
the detector chemistry gave the neutron-to-electron ratio:
n„/n, =0.811. All the quantities in the expression for
the cross section are known: combining them and their
errors give the values

&ve ve =[1.80+0.20(stat)+0. 25(syst) ]
V

X10 cm /GeV,

where o'"(gv, g„) is the theoretical prediction, o'"~' is
the experimental determination of the cross section,
5cr'"~' is the error on the experimental determination of
the cross section, and A„„(gv,g„) is the acceptance
correction factor. The Ay =1 confidence-level interval is
the region between each pair of ellipses in Fig. 14. With
the predictions for gv and g„ from the GWS model in-
corporated in the g function, the electroweak mixing pa-
rameter, sin L9~, was determined: from the v„e~v„e
cross section alone,

sin 8~=0 195+ (stat)+o o25(syst)

and, from the v„e~V„e cross section alone,

sin 8~ =0.200+ (stat)+o 2o, (syst),

where the statistical and systematic errors were treated
separately. A determination of p and sin 8~ is obtained
in a simultaneous two-parameter fit to both cross sections
using the correlated systematic errors:

sin2g 0 199+0.024
1 005+0.070

If gz and g~ are allowed to vary in a two-parameter fit,
confidence intervals are obtained with a fourfold ambi-
guity (Fig. 14). Only one of the four solutions remains
when results of other experiments are taken into account.
Only solutions D and C are allowed by v, e reactor and
v, e accelerator studies, and only D and B are allowed
by e+e experiments. Thus only solution D is con-
sistent with all experiments:

gv= 0 102—o.o(stat) —o.ozs(syst),

g = —0 503+ ' (stat)+ (syst) .

1.0

0.5—

1.0953(gv+g„) +0.2850(gv —gg )

(g v+ g ~ )'+1/3(g v
—g ~ )'

(17b)

0.0

To determine gz, g„, and sin 8~ properly, the functional
dependence of A2, 0 2,00 was included in the least-y fits
which extracted sin 0~ and the relational form of gv and

g„. By using the acceptance correction factors (17a) and
(17b) and the measured cross sections, the confidence in-
terval of gv and g„was determined from a least-y fit.
The y function is expressed as

[~'"(gv g~ ) —~'""/~--«v g~)]'
[5o'"~'/A „„(gv, gg ) ]

-1.0
-1.0

l

-05 0.0

GA

I

0.5 10

FIG. 14. 68%-confidence-level plot of gv vs g„ for the cross
section for v„e~v„q and v„e~v„e scattering and also the com-
bined fit {small regions A, B, C, and D).
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term is less sharply peaked in the forward direction. The
values of g~ and g„determine the relative contributions
of the two components to the final distributions.

The relatively poor shower energy resolution, com-
pared to the angular resolution, and the uncertainty in
neutrino energy due to the wideband spectrum precluded
determination of y for each event. Nevertheless, the ex-
cellent 8 resolution allows fits to be made to more finely
binned 8 distributions. The 8 distributions were binned
so that each bin had the width of one standard deviation
in the signal region. A likelihood fit was made to the 8
distributions using the following function as the parent
distribution:

p GFm
(gv+g~)'~ if

277

80

v e~v e

60—

(n
n

I 40—
y

il

t I I I l I
IL. II

eke~ II li II
--- ~JIi ii .„4/ii ii ir ll II II Ir--

+(gv+g„) A~ —+Nbb;, (22)

gv= —0. 107+o o36(stat)+o'(~)qii(syst),

„=—0.514+o o23(stat)+o om27(syst) .

NgE(E„)
norm ( (gE) )

where the index i runs over the 8 bins, F„„ is the quasi-
elastic normalization; f;, y;, and b; are the normalized 8
distributions corresponding to the first term, second
term, and the background in the distribution, respective-
ly; A, and A2 are the acceptances for the first and
second terms; Nb is the total number of background
events. The upper sign in the formula is for v„e~v„e
and the lower sign is for v„e ~v„e data.

A negative log-likelihood function was calculated by
again assuming Poisson statistics in each bin and the
package MINUIT was used to minimize the negative log-
likelihood function by varying gv, g„, and N&. The func-
tion was computed and minimized separately for the neu-
trino and the antineutrino data. A simultaneous fit was
also performed by adding the two functions and minimiz-
ing the result. 68% likelihood intervals were obtained for
the parameters, gv, g„, Nb, and sin Hir. A consistency
check was performed by fitting to the variables (gr+gz )

and (gi —g„) and confirming that the result obtained
was positive.

The best fits to the 8 distributions are illustrated in
Figs. 17 and 18. The likelihood intervals for the separate
fits to the neutrino and the antineutrino data and also the
combined fit are illustrated in Fig. 19. Resolving the
fourfold ambiguity in the same manner as before (Sec. VI)
and with p = 1, results for the couplings and sin 8~ from
the combined fit to both differential cross sections are

I I I
/

I I I I
f

I I I

0 0.0 I 0.02 0.05
8 ( rad )

2

FIG. 17. Differential distributions in 0, for the neutrino data.
Data are points with error bars; y-independent term is light
shaded; (1—y)' term is dark shaded and background is unshad-
ed.

more, the total number of events obtained from the above
fits (168+18 v„e~v„e and 99+15 v„e —+v„e events)
agrees within the errors with the previous determination.
These are the best determinations of the coupling con-
stants from this experiment and represent approximately
a factor 2 improvement over other determinations. This

40

e~ v+e

V)

~20-&~

il
l I 111 l I I I ll il

ilI0- &y) ~ . && ii &I~ && &i &i
ii

il ii-- ii 'L~~~~i( ii
I i it I 1 i ) i i l i I I

Igl II

Ii III

Assuming parabolic symmetric errors the correlation
in the statistical errors is C„„=—0.163, and the correla-
tion in the systematic errors is-C,„„=0.413:

0.0 I

6 ( rad )

0.02
I I I

(
I I I I t I I I

0.05

sin Oir =0.195+o o', ii(stat)+o oi3(syst) .

There is good agreement between this determination and
the one obtained from the total cross sections. Further-

FIG. 18. Differential distributions in 8, for the antineutrino
data. Data are points with error bars; y-independent term is
light shaded; (1—y)' term is dark shaded and background is
unshaded.
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1.0

0.5

0

-0.5

I I I I i I I I I
/

I I I I I [ I I I where cr (sin 8ii, ) is the standard-model cross-section
prediction without electromagnetic modifications, f is the
strength of the magnetic moment for the muon neutrino
in units of Bohr magnetons, and E, '"=0.2 GeV is the ex-
perimental low-energy cutofF' on the recoil electron ener-

gy. For purposes of this test, the GWS cross section,
o (sin 8~) was evaluated at

sin 8', =0.230+0.004(stat)+0. 008(syst) .

This particular value of sin 8~ represents the best non-
neutrino determination, and therefore it is not biased by
possible neutrino electromagnetic effects. The 90%%uo-

confidence-level limit for the magnetic moment of the
muon neutrino is

-1.0 I I I I I I I I I I I I I I I I I I

-1.0 -0.5 0

gA

0.5 1.0

FIG. 19. Likelihood contours for the fits to the neutrino and
antineutrino data and also the combined fit. The region outside
the contours is excluded. The small regions labeled A-D are
for the simultaneous fit to reactions (1) and (2). The projections
of the contours give 68%%uo likelihood intervals for g& and g„(sta-
tistical only).

o'"=a (sin 8 +5), (25)

f (0.85X10 Bohr magnetons .

Neutrinos may interact with photons in higher-order
processes and thus acquire a charge radius. Thus a devia-
tion in the expected cross section for v„e~v„e and
V„e~V„e can alternatively be interpreted as a
modification to the electro weak mixing parameter,
sin 8~, caused by interference terms due to replacement
of the Z by a photon. The predictions' ' for the cross
sections can be expressed as

5= &r ) =3.37X10 cm &r )
3GF

(26)

is the first use of the differential cross sections for this
purpose. '

D. Electromagnetic eft'ects

Many gauge theories propose possible electromagnetic
properties for the neutrino. The properties may manifest
themselves in the form of a magnetic moment or a charge
radius. ' They can be tested for as modifications to the
theoretical predictions of the cross sections for neutrino
interactions.

In this experiment deviations of the cross sections for
v„e~v„e and v„e~V„e scattering from the predictions
of the GWS model for a Weinberg angle determined from
non-neutrino experiments can be considered as limits on
the existence of electromagnetic effects for the muon neu-
trino. The limits discussed below were established by
performing least-squares fits of the electromagnetic pre-
dictions to the experimental determination of the cross
sections where the free parameters were the magnitudes
of the proposed magnetic moment f and charge radius
& r ) for the muon neutrino. The best results are ob-
tained by performing a fit to both cross sections and util-
izing the correlated systematic errors.

The neutrino magnetic moment manifests itself as an
additive modification to the total cross section for
v„e~v„e and v„e~v„e scattering:

th sM( si 28 )

Again the best non-neutrino value of sin 0~ was used.
90%%uo-confidence limits were obtained for the charge ra-
dius. If the charge radius is allowed to be negative, a lim-
it can also be obtained for the negative value:

( & r ) ) (0.24 X 10 cm

(&r ))) —2. 11X10 cm

VII. SUMMARY AND CONCLUSIONS

In an experiment at the BNL AGS, the weak-neutral-
current coupling constants of the electron were deter-
mined from neutrino electron and antineutrino electron
elastic scattering. Both the total and, for the first time,
differential cross-section measurements were performed.
In addition, limits were obtained on the electromagnetic
properties of the muon neutrino. Table IX gives a sum-
mary of all results from this experiment.

The elastic scattering events were observed in a large
mass, finely segmented detector placed in the BNL AGS
wideband neutrino beam. A total of 159.5+17.3+3.7
v„e~v„e reactions and 96.7+13.2+4.7 v„e~v„e reac-
tions were observed. These observations together with
quasielastic normalization yielded the cross sections

cr(v„e ~v„e)=[1.80+0.20(stat)+0. 25(syst)]

X10 cm /GeV,

2

I2[in(g gamin) 1+gminyE
m,

(24)
o (v e ~V e) = [1.17+0.16(stat)+0. 13(syst)]

X10 cm /GeV .
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TABLE IX. Summary of results from this experiment.

Final results of this experiment

N(v„e v„e)
N(v„e ~v„e )

160+17+4
97+13+5

a.(v„e)
(E„)
0(v„e)

«.)
R

P
sin Ogr

Total-cross-section results

{1.80+0.20+0.25) X 10 ' cm'/GeV

(1.1710.16+Q. 13)X 1Q cm /Geg

1 ~ 53+@'ps(stat )+p ]7{syst)
005+P.070

0.199+0.020{stat)+0.013(syst)

gv
gw
Sln Her

The 8~ distribution fits
—0.107+0.035(stat)+0.028(syst)
—0.514+0.023(stat)+0. 028(syst)

0.195+0.018(stat) +0.013(syst)

f, (r') upper limits
0.85 X 10 Bohr magnetons

Q.24 X 1Q

sin 8 =0.199+ (stat)+o o', 3(syst) .

By taking the correlated systematic errors into ac-
count, the ratio of the two cross sections was determined
to be 1.53+0 z5+o', 7 while values obtained for the
weak neutral-current coupling constants of the electron
were determined to be g z = —0. 102+0+0 028,

'

0.503+0' pp2+ 0'027. The ratio of the neutral-to-
charge-current coupling was determined to be
p=1.005+o'o7s. By using the predictions of the GWS
model for gr, g„, the Weinberg angle was determined us-

ing the ratio method to be

cross sections from the GWS model values, determined
by using the value of sin 0~ given by the measured
masses of the intermediate vector bosons. The magnetic
moment was determined to be less than 0.85 X 10 Bohr
magnetons while the charge radius was determined to be
—2. 11X10 cm (((r ))(0.24X10 cm . These
limits improve upon our previous measurements' ' and
of other direct ' measurements or analyses for these
quantities. Model-dependent astrophysical and cosmo-
logical arguments do set lower bounds on the magnetic
moment.

The recent comprehensive analysis of the weak neutral
current and the intermediate boson masses by Amaldi
et al. has included relevant published data on v —q,
v —e, e+ —e, e —q, and q

—
q reactions. In the analysis

of Ref. 22 radiative effects have been included appropri-
ate to the extraction of sin 8~. Only data published pri-
or to 1986 are included in the Ref. 22 analysis for v„e and

v„e scattering; and as a result only a small portion (45%)
of the data from this experiment was included in their
analysis. Because the full sample of this experiment
(N„=160, N =98) together with the final CHARM-I
sample (N„=83, N = 112) constitute 84% of the
world's published data on reactions (1) and (2) and be-
cause for each experiment the two reactions were studied
in the same detector with similar systematic errors, it is
appropriate to combine results of this experiment with
those of the CHARM-I Collaboration.

There are several points of contact between the two ex-
periments to check for consistency between them: the in-
dividual neutrino and antineutrino cross sections, the ra-
tio R and the couplings gz and g„. In all cases, the re-
sults are in agreement; therefore (1) combining the results
of the total-cross-section ratio analysis from the two ex-
periments gives

sin Hw=0. 203+0.020,

and (2) combining the best value from the differential-
cross-section analysis from the present experiment with
the CHARM-I ratio result we find

Simultaneous likelihood fits to the angular distributions
of the events yielded a measurement of the differential
cross sections which agree well with the GWS model pre-
dictions of the structure of the neutral current. The
differential distribution fits give a value of the Weinberg
angle,

s'n ()w 0. 195—o.oIs(stat) —o.oI3(syst)

which was more precise than that obtained from the
cross-section ratio. Similarly, the differential distribu-
tions provide slightly more precise values of g v and g ~:

g v
= —0.107+0.035(stat )+0.028( syst ),

g = —0.514+0.023(stat)+0. 028(syst) .

Limits were placed on the muon neutrino magnetic mo-
ment and charge radius by examining deviations of the

sin 8~=0.199+0.019,

where it has been assumed the statistical and the sys-
tematic errors can be combined quadratically. Note that
the above values for sin 8~ have not been radiatively
corrected, but these corrections are very small (+0.002).
Thus the two experiments with the largest statistics and
the best systematics for v„e and v„e scattering suggest a
lower principal value for sin Ow than do the high-Q ex-
perirnents although they are still in agreement within two
standard deviations.
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