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A total of 1403 v, and 179 ~, charged-current interactions with energies ranging up to 200 GeV
were observed in a wideband neutrino-beam experiment using the Fermilab 15-ft bubble chamber
filled with a heavy Ne-H2 mix. As a test of v„-v, universality, these events were compared to sam-

ples of v„and v„charged-current events obtained during the same experiment. The v, -to-v„cross-
section ratio was measured to be 1.09+0.17, and the corresponding ratio for antineutrinos was
1.46 0.34. Kinematic distributions and charged-particle multiplicities were also consistent with

universality. The neutral-strange-particle production rate was measured to be (11.7+1.2)% for v,
and (5.2+2.2)% for v„ in good agreement with the v„and v„rates. The relative rate for e e

dilepton production by v, was (0.82+0.47)%, also consistent with universality. The rate for
neutral-strange-particle production in e e dilepton events is reported for the first time. The mea-
sured rate of 0.64+0.45 agrees with the value expected from universality.

I. INTRODUCTION

The results of a study of v„-v, universality in charged-
current neutrino interactions in the 15-ft bubble chamber
at Fermilab are presented. ' A total of 1403 v, and 179 v,
charged-current interactions were used for this study.
This is an order-of-magnitude increase in statistics over
any previously published similar work.

Universality is the hypothesis that the fermionic struc-
tures of the electromagnetic and weak interactions are
the same for each generation. To an experimentalist it
means that any observable differences between the e, p, or
~, or the v„v„,or v„etc., are due solely to differences in
mass. Theoretically, it allows the extension of the stan-
dard model of the electroweak interaction from one gen-
eration to many generations with relative ease.

The concept of leptonic universality has a strong ex-
perimental foundation. Contributions to this foundation
come from many different sources, including measure-
ments of the magnetic moment of the muon, spectrosco-
py of bound muonic systems, comparisons of p-p and e-p
scattering results, e+e ~I+I cross-section measure-

ments, determinations of the ratio of I (m~ev, ) to
f'in ~pv„), cross-section measurements of W~lv, and
Z~l+l decays, measurements of the ~ lifetime, elec-
tro weak interference experiments, and counter and
bubble-chamber experiments using high-energy neutrino
beams. ' These experiments vary widely in precision and
energy. Those with the highest precision involve charged
leptons, while neutrino universality is less clearly estab-
lished. Muon-neutrino interactions are well understood.
However, studies of electron-neutrino interactions have
been hampered by low statistics as well as systematic
problems such as electron identification and knowledge of
the neutrino flux.

There are a number of theoretical models which pre-
dict violations of universality. Some examples are super-
symmetry, " neutrino oscillations, ' theories with heavy
leptons' or heavy, neutral generation-changing gauge bo-
sons, ' mirror-fermion models, ' and theories which view
the observed fermion universality as accidental. ' Some
of these lead to a violation of neutrino universality
without a violation of charged-lepton universality. The
experimental detection of a breakdown in neutrino

41 2653 Qc1990 The American Physical Society



2654 N. J. BAKER et al. 41

universality might indicate the existence of one of these
phenomena, necessitating an extension or a modification
of the standard model. Alternatively, confirmations of
universality provide constraints on various theories.

In Sec. II of this paper, some experimental details are
presented. In Sec. III the basic event selection and back-
ground analysis are discussed. Section IV gives the re-
sults of the universality analysis. This section is broken
into five subsections, one for each test of neutrino univer-
sality. Section IVA contains results of the v, and v,
charged-current cross-section measurements. In Sec.
IV B kinematic distributions of the v, and v, charged-
current events are compared to those expected assuming
universality. Section IV C gives the results of an analysis
of neutral-strange-particle production in v, and
charged-current interactions. The charged-particle mul-
tiplicities of v, and v, charged-current events are com-
pared to those for v„and v„charged-current events in
Sec. IVD. In Sec. IVE the results of a search for v, -

induced e e+ dileptons are described and a rate for this
process is presented. In addition, the first measurement
of a rate for neutral-strange-particle production in e e+
dilepton events is reported. Finally, in Sec. V all the re-
sults are summarized and the conclusions of the analysis
are presented.

II. EXPERIMENTAL PROCEDURE

The data used in this analysis come from experiment
E53 at Fermilab. In this experiment, the 15-ft bubble
chamber was exposed to a horn-focused wideband neutri-
no beam. There were two separate runs, referred to in
this paper as E53A and E53B, respectively. The full E53
data sample was used for this work.

The neutrino beam was generated by 400-GeV protons
incident on a target of A1203 for E53A and BeO for
E53B. Positively charged secondary particles from the
production target were focused by two magnetic horns in
E53A and by a single horn for E53B. After focusing, the
secondaries were allowed to decay in a 400-m decay
space. The bubble chamber was separated from this de-
cay space by one kilometer of Earth, which served to ab-
sorb all particles except the beam neutrinos. The result-
ing neutrino spectrum peaked at 20 GeV for v„(20—40
GeV for v, ) and extended out to approximately 200 GeV.

The bubble chamber was filled with a heavy Ne-H2
mixture (64 at. % neon). The 40-cm radiation length in
this mixture allowed for easy identification of electrons
through bremsstrahlung and their characteristic spiral.
The interaction length in this liquid is 125 cm, short
enough to provide good muon-hadron separation.

The bubble chamber was roughly spherical with a di-
ameter of 3.7 m and a total target mass of 25 tons. A 30-
kG magnetic field uniform to 15% was present
throughout the chamber volume. Events were photo-
graphed with three different cameras. A total of approxi-
mately 400000 photographs were taken in the two runs.
The estimated number of v„charged-current events in
the film is 200000, split equally between E53A and E53B.

III. DATA SELECTION
AND BACKGROUNDS

In an attempt to identify v, and v, charged-current in-
teraction candidates, the film was scanned for all events
with an e or e+ coming from the vertex with a momen-
tum greater than 300 MeV/c. To be identified as an e
or e+, the track was required to exhibit at least two sig-
natures characteristic of electrons in a heavy liquid.
These signatures are bremsstrahlung with a y~e+e
conversion, spiralization, production of a 5 ray with ener-

gy comparable to the primary track, and e+ annihilation
with two y~e+e conversions. The selected events
were measured and processed through the geometrical-
reconstruction program TVGp (Ref. 17). In addition, the
measured neutral-strange-particle decays ( V 's) and y
conversions were passed through the kinematic-fitting
program SQUAW. For each measured V, SQUAW at-
tempted to make constrained fits to the vertex for the fol-
lowing hypotheses: Kz~~+m, A ~pm, A ~m. +p,
and yp ~pe+e . For each measured y only fits to the
last hypothesis were attempted. Only those fits with a g
per degree of freedom less than five were considered dur-
ing later stages of the analysis.

After being scanned, measured, and reconstructed,
each event containing an e or e+ track was carefully
edited by a physicist. At this stage the event reconstruc-
tion was checked and obvious background events were
removed. In addition, fiducial volume cuts were made to
remove events more than 125 cm above or below the rnid-
plane of the bubble chamber, events within 70 cm of the
back wall of the chamber, and events within 10 cm of the
wall of the bubble chamber. The first cut removed events
close to the cameras and those near the bottom of the
chamber. The large bubble size on the film for events
close to the cameras and the loss of resolution for interac-
tions far from the cameras prohibited accurate measure-
ments for these events. The second cut was made to ex-
clude events near the back wall of the chamber. This was
necessary to ensure good particle identification, allow
room for neutral particles to decay or interact, reduce the
momentum measurement error on each charged track,
and reduce the pion punchthrough background. The
final cut decreased the possibility that the incoming neu-
tral particle inducing the event was from an interaction
in the bubble-chamber wall. The fiducial volume had a
mass of 17 tons. The fiducial-volume cuts removed ap-
proximately one-quarter of the events, leaving 1754
events with an e and 685 events with an e+.

In the search for v, and v, charged-current events, the
backgrounds come from neutral-current (NC) and v„- or
V„-induced charged-current events (v„CC or v„CC
events) with an asymmetric Dalitz pair, or an asymmetric
y conversion, Compton electron, 6 ray, or K,3 decay
close to the vertex. Other K, ~, and p decays leading to
an e+ or e in the final state have been calculated to be
negligible compared to K,3 decay. An additional back-
ground in the e+ sample comes from v„-induced charm
production and its subsequent semileptonic decay, so-
called p e+ dilepton events.

All of these backgrounds were substantially reduced by
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requiring the e or e+ track to have a momentum of at
least 2 GeV/c. This cut was effective because all of the
backgrounds arise from particles produced in the hadron-
ic sector of the interaction. The momentum distributions
of such particles drop off rapidly with increasing rnomen-
tum. This cut removed 330 e and 220 e+ events. The
loss of good events due to this cut was estimated by a
Monte Carlo technique that assumed universality and
smeared the electron momenta using EGS4 (Ref. 18). This
technique will be discussed in more detail in Sec. IV B.
The loss was calculated to be (6+1)% in each of the two
samples.

The requirements that the angle between each e track
and any other charged particle be greater than 4' and
that the e have greater than one-half of the maximum
kinematically allowed energy for a 5 ray were sufficient to
remove the remaining background due to 5 rays. This
cut removed 21 events from the e sample. The fraction
of good events lost with this cut was estimated to be
(0.6+0.6)% by observing the loss of e+ events using
similar criteria. The 1403 e events remaining after this
cut were considered to be v, charged-current interactions
(v, CC sample).

Most of the p e+ background in the e+ sample was
removed by requiring that no event contain a negative
track that leaves the bubble chamber (an L track). This
cut was effective because most of the time the p in the
p e+ events leaves the bubble chamber without interact-
ing. There are a small number of events (1—2%) where
the muon has such a low energy that it can be trapped in
the bubble chamber. The background in the v, CC sam-
ple arising from this source was estimated to be 12+4
events. The L cut removed 286 e + events. The
remaining 179 e+ events were considered to be v,
charged-current interactions (v, CC sample). There was
a significant loss of legitimate v, CC events from the L
cut due to negative hadrons which left the chamber be-
fore interacting. This loss was calculated from the
remaining v, CC events. For each event in the V, CC
sample with N interacting negative (I ) tracks, a weight
was calculated. This weight represented the probability
that any of the N I tracks leave the chamber mimick-
ing a muon. Each weight was corrected for those v,
events already lost from the sample by dividing the
weight by the probability that none of the I tracks leave
the chamber. The sum of these weights for all the v,
events represented the number of v, CC events lost due
to the L cut. This calculation yielded a loss of
(20+4)%.

After making the aforementioned cuts, the remaining
background was estimated to be 16+3 events in the v,
sample and 13+5 events in the v, sample. After subtrac-
tion of this background, the numbers of v, and v, CC
events were corrected for losses and efficiencies. In addi-
tion to the corrections described above it was also neces-
sary to correct for the losses due to confused events, scan-
ning efficiency, and electron-identification efficiency. The
confused event loss arose from events that were too
messy or confused to measure. The confusion came from
many sources such as high track density, poor film quali-
ty, boiling in the liquid, overlapping events, etc. For the
v, and v, CC samples it was estimated to be (10+5)% by
examining scan and edit notes. The scanning efficiency
was determined to be (80+5)% by rescanning portions of
the film. The electron-identification efficiency is the
probability that an e+ or e track have two identifying
signatures. This probability has been determined as a
function of momentum by examining converted gammas
in the bubble chamber. The electron-identification
efficiency is (98+2)% for tracks with a moinentum
greater than 2 GeV/c. Table I summarizes the correc-
tions for losses and efficiencies for the v, CC and v, CC
samples. The corrected numbers of events (N, ) are given
by

C, C2C3C4
N, =N,

where N, is the observed number of events and the
correction factors, C„were calculated separately for each
run. Values of C; averaged over the two runs are given in
Table I. This yielded 2089+137 v, CC and 313+32 ~,
CC interactions in the fiducial volume for both runs com-
bined.

The normalization samples of v„CC and v„CC events
came from a scan of approximately 1.3% of the pictures
scattered throughout the film. During this scan, the
scanners measured any event in the bubble chamber in-
duced by a neutral particle traveling in the v-beam direc-
tion.

v„CC events were defined to be events inside the fidu-
cial volume which had E,) 10 GeV and at least one neg-
ative leaving (L ) track, where E„ is defined to be the to-
tal visible energy of the event corrected for missing neu-
tral energy as described in Sec. IVA. In addition, the
fractional energy transfer to the hadronic system,

E —E„

TABLE I. Efficiencies and corrections for the v, and v„CC events.

Correction

Cl, 5 ray

C„P, 2
C

C3, L
C4, confused event
C5, scan efficiency (both runs averaged)
C6, e (e ) identification efficiency

1.006+0.006

1.06+0.01

None
1.10+0.05
0.80+0.05
0.98+0.02

None

1.06+0.01

1.25+0.05
1.10+0.05
0.80+0.05
0.98+0.02
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was required to be less than 0.85 where the muon was as-
sumed to be the highest-momentum L track. The ener-

gy cut was necessary to eliminate the background from
neutrons and neutral strange particles. The y cut reduced
the NC and v„CC contamination. Events with high y
had a relatively low lepton momentum and there was a
significant background from NC and v„CC events with
hadrons that left the chamber (the so-called hadron
punchthrough background).

Similarly, the v„CC sample was defined to be those
events inside the fiducial volume with E„&10 GeV, a
leaving positive (L+) track passing a y cut, and no L
track. The requirement of no L track eliminated the
background from v„CC events and many NC events with
hadron punchthrough. The y cut was 0.85 for E53B and
0.5 for E53A. The low value for the y cut in E53A was
necessary because of the relatively small signal to back-
ground.

Those events not satisfying the v„CC or v„CC event
requirements were placed in the "neutral-current" (NC)
sample. This is somewhat of a misnomer since no at-
tempt was made to isolate true neutral-current events in
this analysis.

Having defined the various categories in the manner
described above, the normalization sample yielded 1501
v„CC candidates, 99 v„CC candidates, and 499 NC can-
didates. The v„CC sample still contained a significant
contamination of NC and v„CC events with a negative
leaving hadron. Likewise, the v„CC sample had a
significant background from NC events with a leaving
positive hadron. These contaminations had to be taken
into account when calculating the final numbers of events
as well as in the creation of event distributions for each
sample.

The punchthrough backgrounds and losses in the v„
CC and v„CC samples were handled in a statistical
manner. The data were used to construct weighted ficti-
tious or "simulated" events which yielded estimates for
the corrections and backgrounds in both the rates and
distributions. For example, the NC punchthrough into
the v„CC sample was estimated by constructing a new
sample of events from those events in the NC sample that
had at least one interacting negative track that would
have passed the y cut had it left the bubble chamber.
Each of the events in this new sample was weighted by
the probability that the negative track leave the chamber
and corrected for those events missing from the NC sam-

pie because they were identified as v„CC events. The dis-
tributions and rate of these newly created events were
subtracted from those of the v„CC sample as back-
ground.

More explicitly, the background in the v„CC sample
was estimated by making weighted distributions of simu-
lated events. X simulated events were created for each
NC or v„CC event with E &10 GeV and with X in-
teracting negative (I ) tracks that passed the y (0.85
cut (calculated assuming each I track to be the lepton).
Only v„CC events with y &0.5 were considered to lessen
the effect of the considerable high-y NC punchthrough in
the v„CC sample in this calculation. Events with high y
had a relatively low p+ rnomenturn and there was a
significant background from low-momentum m. + tracks
that left the chamber in the NC events. For E53A, where
the defining y cut for the v„sample was 0.5, this pro-
cedure was rigorously correct. For E53B, the defining y
cut was 0.85 and the signal to background was larger.
The contribution of the events with 0.5 &y &0.85 to the
corrections involving the v„sample was negligible. The
ith simulated event was created assuming the ith I
track to be the lepton. The ith event weight w; was cal-
culated as

—d, /125
l

P=e

P;=

S=

and

P;P;
Sj

where d; is the extrapolated track length to the bubble-
chamber wall in cm. The distributions and rate of these
weighted, simulated events were subtracted from those of
the initial v„CC sample.

The punchthrough background for the v„CC sample
was calculated in a similar fashion. Here, X simulated
events were created for each NC event with E, & 10 GeV,
no L tracks, and N I+ tracks passing the y cut assum-
ing each to be the lepton. 8', for the ith simulated event

TABLE II. Punchthrough corrections for the v„and v„CC samples.

Sample

E53A
v„(y &0.85)
v„(y (0.50)

Observed
events

863
17

NC~ v„

—28
0

NC~ v„

0
—4

—1

0

v„~NC

0
+5

Corrected
events

834
18

E53B
v„(y &0.85)
=."(y 085}

638
82

—32
0

—1

+1
0

+14
605

74
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TABLE III. Efficiencies and corrections for the v„CC and v„CC events.

Correction

E53A
C&, E )10GeV

C2, y &0.85 for v„
Cz, y &0.5 for v„

Cg, confused event

C4, scan efficiency

1.07+0.01
1.13+0.013

None
1.05+0.05
0.90+0.05

1.03+0.005
None

1.24+0.024
1.05%0.05
0.9020.05

E53B
C&, E„&10GeV

C2, y &0.85
Cg, confused event

C4, scan efficiency

1.06+0.01
1.13%0.013
1.05+0.05
0.90%0.05

1.03+0.005
1.05+0.005
1.05+0.05
0.90+0.05

(assuming the ith I+ track to be the lepton) was calculat-
ed as above. The distributions and rate of these weight-
ed, simulated events were subtracted from those of the in-
itial v„CC sample.

In addition, the v„CC sample was corrected for losses
due to punchthrough. The loss to the v„CC sample was
just the v„punchthrough contamination of the v„CC
sample calculated above. The same weighted distribu-
tions were added to the original v„distributions and the
v„rate was adjusted slightly to take into account this
loss. The loss to the NC sample occurred when a nega-
tive hadron in a good v„CC event left the chamber where
the calculated y (assuming the L track to be the p )

was greater than 0.85. To calculate this loss, N weighted,
simulated events were created for each v„CC event with

y (0.5 (assuming the fastest L + track to be the p+) and
with N I tracks having y )0.85 (where y is calculated
taking each I track to be the p ). Weighted distribu-
tions of these events were added to the original v„CC
event distributions to correct for this loss. The v„CC
rate was adjusted as well. The punchthrough event rate
corrections are summarized in Table II.

The normalization samples were corrected for the ener-

gy and y cuts as well as for the confused event loss and
scanning efficiency. The losses due to the 10-GeV energy
cut were estimated by using the beam Monte Carlo simu-
lation described in Sec. IV A below. The losses due to the
y cuts were determined from the Buras and Gaemers pa-
rametrization of o (x,y) for v„and v„charged-current in-
teractions with radiative corrections (see Sec. IV B). The
confused event loss was estimated to be (5+5)%. This
loss was larger in the v, and v, CC samples because the
presence of converted bremsstrahlung gamrnas from the
e (e+ ) added to the confusion. The scanning efficiency
for these events was determined by rescanning part of the
film. The corrected numbers (N, ) were given by

C& C2C
N, =X,

4

where N, is the observed number of events and the C, are
as defined in Table III. After correcting for all
eSciencies, cuts, and backgrounds there were 2021+121
events in the v„CC sample and 120+19 events in the v„
CC sample. Scaling these normalization numbers up to

represent the total data sample, there were
147000+9100 v„and 9560+1430 v„charged-current in-
teractions inside the fiducial volume in this experiment.

IV. RESULTS

A. Cross sections

In order to determine the cross sections for v, and v,
charged-current interactions, it was necessary to calcu-
late the v, /v„and v, /v„ fiux ratios. This was done using
a Monte Carlo simulation of the neutrino beam. The
E/m production spectrum that was used in this program
was from Malensek. ' It is an empirical formula for thick
target particle production based on a fit utilizing the data
of Atherton et a!.2O These data consist of measurements
of secondaries from p-Be collisions at 400 GeV/c for tar-
get lengths of 10, 30, and 50 cm. For E53B, Malensek's
parametrization was sufficient because the length and rna-
terial of the target was the same as that used by Atherton
et al. However, for E53A an A120& target was used and
Malensek's parametrization was adjusted slightly to take
this difference into account. The correction was based on
measurements by Eichten et al. ' of secondary particle
production by protons incident on different materials.
For a given secondary particle rnomenturn and type, the
Malensek production formula output was scaled by the
measured secondary production for A120& divided by that
for Be as given by a linear fit to the data of Eichten et al.
This correction ranged from 0.8 to 1.1.

Atherton et al. have estimated their errors for the I(

and m measurements to be approximately 8%.
Malensek's formula typically agrees with the data from
Atherton et al. to S%%uo. Eichten et al. estimate the errors
in their reported production ratios to be 4%. Adding
these errors in quadrature gives a conservative overall er-
ror in the particle production of 10%. This was the dom-
inant error in the beam Monte Carlo calculations used in
this analysis.

Figure 1 shows the v„CC event energy spectrum shape
predicted by the beam Monte Carlo simulation superim-
posed on the data for E53B. The plot for E53A is simi-
lar. The data have been corrected for missing neutral en-
ergy using a simple method determined in a narrow-band
neutrino beam experiment by the same group in the same
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data from ES3B were not used for the v, and v, charged-
current cross-section measurements. It should be noted
that the basic shapes of the Monte Carlo v, and V,
charged-current event energy spectra do not change
significantly when the horn-focusing efficiency is reduced.
Therefore the data from both runs were used for the kine-
matic distribution comparison. The other tests of univer-
sality presented in this paper are not dependent on the
beam Monte Carlo simulation.

For E53A, the beam calculation gave the relative Auxes

Vp ~e" =(1.24+0. 12)%, = (0.59+0.06)%,
V Vp

=(0.09+0.01)% .
I I

0 20 40 60 80 100 120 140

E„(GeV)

FIG. 1. E, spectrum for E53B v„CC events. The points in-
dicate the data and the outlined region is the one-standard-
deviation boundary for the distribution predicted by the Monte
Carlo simulation.

chamber with the same heavy Ne-H2 fill. This correc-
tion is summarized as

E„&20 GeV, E„'=1.11E„;
20 GeV + Ez + 100 GeV, Ef, =(0.003Eh+ 1.05)E~ ',

EI, & 100 GeV, E~ =1.35E~,'

where Eh is the visible hadronic energy and Eh is the ha-
dronic energy corrected for missing neutral energy. The
average correction to the hadronic energy using this
method is 14%. The errors in the data are statistical
only. The one-standard-deviation boundaries for the
beam Monte Carlo simulation reAect the production
spectrum uncertainty as well as a 15% uncertainty in the
hadronic energy of the data. These errors are conserva-
tive. The good agreement in Fig. 1 between the data
points and the Monte Carlo calculation was a check on
the beam Monte Carlo simulation.

Another check on the beam Monte Carlo simulation
was the comparison between the predicted and observed
v„/v„event ratios. For E53A, these numbers agreed
within statistics. The observed ratio was 2.3+1~ 2% and
the predicted value was 0.83+0.08%. However, for
E53B, reasonable agreement between these numbers was
obtained only after decreasing the horn-focusing
efficiency in the Monte Carlo program. Much effort was
expended investigating this problem. The conclusion of
this study was that something unexpected happened with
the beam for E53B. Decreasing the focusing efficiency in
the Monte Carlo program effectively corrected for some
unknown problem with the beam, bringing the v„CC
rate into closer agreement with the data. When this was
done, the v, CC and v, CC rates also agreed with the
data, consistent with universality. Because it is impossi-

After energy weighting, these Aux ratios, the world aver-
age v„and v„charged-current cross sections, and the
measured v, and v„event rates were used to derive

o(v, ) (v, events observed) fEv„(vt «x)dE
o (v„) (v„events observed) J E (v «x)dE

=1.09+0. 17 .

This number can be interpreted as the cross-section ratio
if the assumption is made that the cross section is propor-
tional to energy for both types of neutrinos. A similar
calculation for the antineutrinos yielded

o(v, ) =1.46+0.34 .

Within errors both ratios are close to one, consistent with
neutrino universality.

B. Kinematic distributions

Figure 2 shows the raw or uncorrected v, candidate-
event spectrum. The expected curve (assuming universal-
ity) as calculated by the beam Monte Carlo program is
superimposed on the data. Note that the spectrum for
the data is considerably softer than expected. This is in
part due to the fact that the data in this plot have not
been corrected for missing neutral hadronic energy. It is
also due to mismeasurements of the electron momenta.
In this experiment, particle momenta were measured by
curvature in the magnetic field of the bubble chamber.
Bremsstrahlung was not a problem for most of the parti-
cles because the bremsstrahlung probability goes as
1/m, where m is the mass of the particle. However,
for high-energy electrons in the heavy liquid used for this
experiment, bremsstrahlung often caused abrupt changes
in curvature leading to poor momentum measurements.
These mismeasurements distorted the interesting kine-
matic distributions, making it difficult to test universality
directly.

This problem was overcome by comparing the data to
kinematic distributions of simulated events constructed
assuming universality and having e (e+) momenta
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momentum as the weighted Monte Carlo distributions
were created. These distributions were compared directly
to the data as a test of universality.

The production cross section for v„(v„) charged-
current interactions was obtained from the auras and
Gaemers parametrization with radiative corrections. A
conservative estimate of the error in this parametrization
is 10%. This was obtained by comparing the parametri-
zation to experimental data.

A check on the validity of this procedure was to use
the same method to generate v„(v„) events and compare
the Monte Carlo distributions to those obtained using the
normalization data. Figures 1, 3(a), and 3(b) show such a
comparison for muon neutrinos. The E„x,and y distri-
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the v, (v, ) beam Monte Carlo spectrum described above.
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weighted again by the production cross section
o(x,y)/E, for muon neutrinos (antineutrinos). Having
chosen x, y, and E„the magnitude and direction of the
"true" e (e+) momentum was completely specified for
each event. This information was then input as the initial
condition to the EGS4 Monte Carlo package which gen-
erated an e (e+) shower starting at a random point
within the bubble chamber. A total of 30 points along
the primary track in this shower were chosen as "scanner
measurement points. " The three-dimensional coordi-
nates describing the position of each of these points in the
bubble chamber were translated into three sets of two-
dimensional coordinates, corresponding to the position of
the point on the three film planes. This information was
processed through the E53 version of TvGP, yielding a
reconstructed or "measured" e (e+) momentum for the
given Monte Carlo event. This "measured" e (e +

)

momentum was then used in place of the "true" e (e+)
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standard-deviation boundary for the distributions predicted by
the Monte Carlo simulation. (a) is the x distribution and (b) is
the y distribution.
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butions are given, respectively. The corresponding
muon-antineutrino distributions are shown in Figures
4(a) —4(c). These plots are shown for E53B data because
of the larger number of v„events in that run. Except for
the smaller number of v„events, the plots for E53A are
similar. The Monte Carlo distributions are area normal-
ized to the data. As discussed earlier, the data distribu-
tions are background corrected. Also, the Monte Carlo
distributions take into account cuts in the data. The ha-
dronic energy in the data is corrected using the method
described above. The errors in the data are statistical
only. The errors in the Monte Carlo distributions reAect
an 8% error in the beam Monte Carlo spectrum, a 10%
error in the Buras and Gaemers parametrization, and a
15% uncertainty in the hadronic energy for the data.

The errors for the various distributions were determined
by smearing the appropriate quantity and observing the
change in the distributions. The one-standard-deviation
error boundaries are shown for the Monte Carlo distribu-
tions. The only difference between the Monte Carlo
method used for the v„(v„) events and that used for the
v, ( v, ) events was that for the v„(v„) distributions the
measured and true lepton momenta were assumed to be
the same.

Kinematic distributions for the v, CC and ~, CC
events are shown in Figs. 5 and 6. Monte Carlo distribu-
tions created using the method described above were su-
perimposed on the data after being area normalized to
the data. Only those gammas lying outside a 2.5' cone
about the measured e (e+) momentum are included in
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FIG. 4. Kinematic distributions for E538 v„CC events. The points indicate the data and the outlined region is the one-standard-
deviation boundary for the distributions predicted by the Monte Carlo simulation. (a) is the E spectrum, (b) is the x distribution,
and (c) is the y distribution.
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the hadronic energy. Those inside 2. 5 were assumed to
be converted bremsstrahlung gammas from the e (e+).
In addition to the hadronic energy correction described
in Sec. IV A, the hadronic energy in the v, CC data has
been increased slightly to reflect the hadronic gamma and
neutron-star measurement inefFiciency in these events.
An examination of the converted neutral energy per
event as a function of the invariant mass of the charged
hadrons showed that more neutral energy was measured
in the v„CC events than in the v, CC events. This
discrepancy was interpreted as coming from a measure-
ment inefficiency rather than a violation of universality.
In general there is more activity on the film for the v, CC
events due to converted bremsstrahlung gammas. This
can lead to a converted hadronic gamma and neutron-
star measurement inefficiency. So, the converted neutral
energy per event as a linear function of the charged had-
ron invariant mass in the v, CC events was corrected to
be the same as that for the v„CC sample. This correc-
tion averaged 11% of the hadronic energy for the v, CC
events. There were too few v, CC events to use this
method effectively; so the error in the hadronic energy
was increased to 20%%uo in the Monte Carlo V, CC distribu-
tions.

The errors in the Monte Carlo distributions in Figs. 5

and 6 include an 8% error in the beam Monte Carlo spec-
trum, a 10% error in the Buras and Gaemers parametri-
zation, and a total of 15% (20%) uncertainty in the ha-
dronic energy of the v, (v, ) CC data. The errors on the
data points are statistical only and the one-standard-
deviation error bands are shown for the Monte Carlo dis-

tributions. Within these errors, the data distributions
agree very well with those expected assuming universali-

ty.
C. Strange-particle production

A search for neutral-strange-particle decays yielded
109 V 's in the 1403 v, CC events that remained after
cuts. A similar search of the 179 v, CC interactions re-
vealed 7 V 's. Only those V 's with fits passing the y cut
discussed in Sec. III were considered. In addition, the
V 's were required to be farther than one cm from the
neutrino vertex since the identification efficiency was
poor in that region and to be farther than 10 cm from any
wall to lessen the background from interactions in the
walls of the bubble chamber. Finally, the calculated life-
time for each V was required to be less than six proper
lifetimes for that particular particle. To calculate the V
production rate it was necessary to correct the observed

number of V 's for losses and efficiencies. The appropri-
ate corrections were determined in a previous E53 study
of V production by muon neutrinos. They are summa-
rized in Table IV. The corrected number of V 's (X, ) was
given by

C, CzC3C~Cs
C 0N =N

6 7

where N, is the observed number and the C, are defined
in Table IV. After the V corrections, there were a total
of 170+18 V 's in 1403 v, CC events and 11.1+4. 1 V 's

in 179 v, CC events. Taking the weighted mean for both
runs, these numbers yielded the following relative rates
for neutral-strange-particle production:

vN e VX = ( 11.7+ 1.2)%
vN —+e X

v, N~e+V X
=(5.2+2.2)% .

v, N~e+X

The comparable rates for v„- and v„-induced events are

vN p VX
=(10.1+0.7)%

v„N~@ X

v„N~p+ V X
=(9.6+0.4)% .

v„N —+p+X

These rates were obtained by removing the branching ra-
tio corrections from the strange-particle rates reported in
Refs. 27 and 28. The v„V rate was adjusted from
(9.8+0.7)% to take into account the harder v, flux. This
adjustment consisted of folding in the known v„V rate as
a function of energy with the v, -event energy spectrum
predicted by the beam Monte Carlo simulation. A simi-
lar correction was not done for the v„V rate because of
the weak-energy dependence of the v„Vo rate. ~ Within
errors, the v, and v, V rates are consistent with neutrino
universality.

D. Multiplicities

The average charged-particle multiplicity as a function
of the square of the invariant mass of the charged parti-
cles ( W,h ) is shown in Fig. 7 for the v, and v„samples.
The corresponding plot for the antineutrinos is shown in

Fig. 8. The multiplicities are shown as functions of W,h

because this quantity is independent of any lepton

TABLE IV. Correction factors for observed V production.

Corrections

C&, Geometric detection efticiency

C&, Interaction before decay
C3, Low lifetime loss
C4, Slow decay prong
C&, Fake fits

C6, Random scan eSciency
C7, Reconstruction eSciency

E53A

1 ~ 13+0.01
1.16+0.03
1.13+0.03
1.04+0.01
0.95+0.02
0.98+0.02
0.98+0.02

E53B

1.13+0.01
1.16+0.03
1.13+0.03
1.04+0.01
0.95+0.02
0.95+0.02
0.96+0.02
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K. Dileptons

A search was conducted for e e+ (dilepton) events in
the e+ and e samples. These events are expected to

arise from v, -induced charm production and decay. A
rate for this process has been reported only once previ-
ously. The background to this process due to Dalitz
pairs and close-in gamma conversions is severe. Requir-
ing the candidate leptons to have high mornenta and the
e e+ pair to have a large opening angle eliminated these
backgrounds, leaving a signal consistent with universali-
ty.

The electron and positron samples were searched for
events with at least one e+ and one e track. These
events were required to be inside the fiducial volume and
to have no L track. The latter requirement eliminated
the background from p e+ events. In addition, the e
momentum was required to be greater than 5 GeV/c, the
e+ momentum was required to be greater than I GeV/c,
the e had to pass the 5 cut described in Sec. III, and the
opening angle of the e e+ pair was required to be
greater than 8'. This search yielded a sample of five
e e+ events.

The possible backgrounds are wide-angle Dalitz pairs
and close-in gamma conversions as well as p, co, and P
meson decays. In order to pass the cuts imposed on the
sample, the e e+ pair must have at least 6 GeV in ener-

gy. In fact, the least energetic of the five pairs passing
the cuts is 16 GeV. The multiplicity of m 's and gammas
at these high energies is very low. Of the few high energy
m 's only 1 in 80 Dalitz decay. The additional require-
ment that the opening angle be greater than 8' should
eliminate this background. ' The possibility of poor an-
gular resolution in the electron measurements allowing
some events to pass the angle cut was investigated by ex-
amining 2500 zero opening angle pairs in charged-current
v„events. Only one of these pairs passed the cuts im-

posed on the e e+ sample. Backgrounds due to decays
of p and co mesons were estimated from their respective
mean multiplicities in neutrino interactions and branch-
ing ratios into states containing an e and an e+ (Ref.
23). The e e+ backgrounds from these decays were cal-
culated to be 0.26 and 0.3 events, respectively. The back-
ground from decays of the p meson were calculated in a
similar manner. However, in this case a measured multi-
plicity in neutrino interactions was not available. The
multiplicity was estimated by multiplying the ratio of the
inclusive production of P mesons to m+ mesons in rr+p
collisions by the average m+ multiplicity in neutrino in-
teractions. The e e+ background from P decays was
estimated to be 0.06 events. This gave a total estimated
background in the e e+ events of 0.6+1.0 events.

Table V lists the momenta of the two leptons for each

TABLE V. Measured lepton momenta in e e + dilepton
events.

0
0 12

W'2&[(GeV/c ) ]
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FIG. 8. The average charged-particle multiplicity for v, and

v„CC events plotted as a function of 8",h.
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where N, is the observed number of events and the C; are
as defined in Table VI. This yields a relative rate of

TABLE VI. Acceptance corrections and efficiencies for the
e e+ dilepton events.

Correction
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FIG. 9. Kinematic distributions for the e e+ events. The
angle between the transverse momenta of the e and the ha-
dronic system is shown in (a). The angle between the transverse
momenta of the e+ and the hadronic system is shown in (b). (c)
gives the angle between the transverse momenta of the e and
the e+.

event in the e e+ sample. The high e mornenta and
lower e+ momenta are consistent with v, -induced charm
production. In addition, there is kinematic evidence that
the e e+ events are from v, -induced charm. Figure 9(a)
gives the angle between the transverse momenta (relative
to the incident neutrino direction) of the hadronic system
and the e . The hadronic system includes all tracks oth-
er than the two leptons. Figure 9(b) shows similar results
for the hadronic system and the e+, and Fig. 9(c) gives
that for the e and the e+. These plots indicate that the
positron is produced in the hadronic sector of the event
while the electron is produced apart from the hadronic
sector. Similar plots can be seen in papers on p e+ and
dimuon production. This is consistent with the hy-
pothesis that these events come from charm production
by electron neutrinos.

The number of e e+ events was corrected for losses
and efficiencies. These corrections are summarized in
Table VI. The corrections for the I' + cut and the open-

ing angle cut were obtained by applying similar cuts to a
sample of p e+ events. The other corrections are simi-
lar to those discussed in Sec. III. The corrected number
(N, ) of e e+ events is given by

Ci C2C3C4C5C

C7CSC9

v, N~e e+X (4 4+2 4)(3 9+0 7)
2089+137

= (0.82+0.47)%%uo

Although the corrections for confused events and scan
efficiency cancel in the above ratio, they have been in-
cluded so that the number of e events derived earlier in
the paper can be used. The effect on the error is negligi-
ble. This e e+ rate is comparable to the relative rate for
p e+ production observed during this experiment

v„N ~p e+X
=(0.52+0.09)%,

AN ~p X

as expected from universality. The observed e e+ rate
also agrees with the value of (1.0+0'~)%%uo observed by Bal-
lagh et aI.

There were two observed V 's in the 5 e e+ events.
Correcting this number for V losses and efficiencies as
was done in Sec. IV C gives

(2.0+1.4)(1.60+0.09)
v, N —+e e+X 5.0

=0.64+0.45,
consistent with the rate for muon neutrinos,

vN p e+VX
=0.35+0.05,

v„N —+p e+X

as expected from universality. This high relative rate for
strange-particle production is further evidence that the
e e+ events come from charm production.

V. CONCLUSIONS

In this paper a number of different tests of v„-v, and
v„-v, universality are described. The v, and v, samples
used for these tests are an order of magnitude larger than
those used in any previous high-energy experiment. The
precision of these tests vary, ranging from 10%%uo to 75%.
No evidence for a violation of universality is seen. In ad-
dition, the rate for neutral-strange-particle production in
e e+ dileption events is reported for the first time.
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