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Measurement of the two-photon width of the g and g' mesons
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Formation of the g and g' mesons in two-photon interactions has been observed with the ASP
detector at the SLAC e+e storage ring PEP (&s =29 GeV). In a data sample of 108 pb ', a total
of 2287 g and 547 g' events have been detected in the yy decay mode. The two-photon widths are
determined to be I »(g) =0.490+0.010+0.048 keV and I yy(p ):496+0 23+0.72 keV. The SU(3)
pseudoscalar mixing angle deduced from these values is 8~ = —19.8'+2.2'.

I. INTRODUCTION

Two-photon interactions at e e storage rings pro-
vide the opportunity to study the formation of neutral
resonances with positive charge conjugation. The cou-

pling of a neutral meson to two photons via its constitu-
ent quarks is proportional to the fourth power of the
quark charges. A measurement of the two-photon width

is therefore a probe of quark content and can be used

both to test theoretical predictions for established mesons
and to aid in the identification of exotic states which do
not fit into the meson nonet structure.

In the case of the light pseudoscalar mesons g(549)
and ri (958), there is an explicit prediction for the two-
photon widths based on the triangle anomaly calculation
of Adler, and Bell and Jackiw
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where f, and fs are the singlet and octet decay constants
of the SU(3) basis states 71, and g8, analagous to the pion
decay constant f„=93 MeV. The quark charges enter
this prediction through the pseudoscalar mixing angle I9,pl
which determines the quark content of the observed q
and q' mass eigenstates in terms of the basis states of
fiavor SU(3) (Ref. 2):

I g &
= cos8p I mls ) —sin8p I g, ),

Ig') =
sin8p Igs) + cos8p I g, ) .

Thus, a measurement of the two-photon widths of the g
and g' mesons provides a measure of 8&.

II. EXPERIMENTAL SETUP

In this experiment, ri and 71' mesons (denoted P collec-
tively, for pseudoscalar) were produced in untagged two-
photon interactions, and were observed in the yy decay
mode:

e+e e+e y*y* e e P, P yy . (3)

In this expression, y' is used to denote a virtual photon;
however, in an untagged two-photon reaction the pho-
tons are almost massless, or "quasireal. " The data sam-
ple of 108 pb ' was collected at the SLAC e +e storage
ring PEP (&s =29 GeV) with the ASP detector. The
ASP detector has been described in detail elsewhere; the
features of the detector which are relevant for this
analysis are briefiy summarized below.

The ASP detector (Fig. l) is a nonmagnetic, hermetic
device which was designed for eScient detection of all-
neutral final states over a large solid angle. The central
calorimeter was constructed from 632 lead-glass bars of
dimension 6 X 6 X 75 cm, arranged in four quadrants of
five layers each with the long axes of the bars perpendicu-
lar to the beam line. In the ASP coordinate system, the z
axis is parallel to the beam line, the x axis points in to-
ward the center of the PEP ring, and the y axis points
vertically upward. The polar and azimuthal angles 0 and
tt) are conventionally defined within this framework. The
lead-glass calorimeter provides hermetic coverage over
the full range in azimuth and for 20 & 0 „(160',where
projected theta is defined as the polar angle 6I projected
onto the vertical or horizontal plane normal to the lead-
glass quadrant:
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FIG. 1. (a) Cross section of the ASP central calorimeter and
tracking system. Only a section of the central tracker is shown;
it completely surrounds the IP. (b) Elevation view of one-
quarter of the ASP detector. Only the horizontal lead-glass
bars are shown.

identification. Charge division provided information
along z, allowing the tracks to be unambiguously assigned
to showers in the lead-glass calorimeter. Between the
lead-glass calorimeter and the central tracker, veto scin-
tillators were located to provide redundancy in charged-
track identification. Above the lead-glass calorimeter a
time-of-flight (TOF) system consisting of scintillator pad-
dies suspended from the ceiling was used primarily to re-
ject cosmic-ray events. Two forward calorimeter
modules constructed from lead-scintillator sandwich were
located on each side of the interaction point (IP), extend-
ing the coverage to within 21 mr of the beam line.

The physics triggers were based on sums of the PMT
signals from the lead-glass calorimeter, including the to-
tal energy, quadrant sums, and layers sums. In addition,
diagnostic triggers recorded events from radiative
Bhabha and low-angle Bhabha events, cosmic rays, and
randomly selected beam crossings. The radiative Bhabha
trigger was designed to record events with two low-angle,
energetic showers in opposite forward calorimeters, in
coincidence with a small amount of energy in the lead-
glass calorimeter. The threshold on the lead glass was
about 300 MeV, well below any of the other lead-glass
trigger thresholds. This provided an independent sample
which could be used to study the trigger performance.

The most important trigger for this analysis, the "two-
photon" trigger, required 700 MeV of lead-glass energy
deposited within +20 ns of the beam crossing, with at
least 150 MeV in the back four layers of one quadrant or
of two opposite quadrants. In addition, no more than
two of the inner veto scintillators were allowed to fire.
These requirements reduced the contribution from
beam-gas interactions. A further trigger requirement was
made ofHine by imposing a software trigger cut on the
raw lead-glass signal at 2400 counts, corresponding to ap-
proximately 700 MeV. This eliminated the turn-on re-
gion where the trigger efficiency was most sensitive to er-
rors in the trigger simulation. The trigger efficiency will

be discussed in more detail below.

Projected theta is the natural unit to describe the accep-
tance in a square, rather than cylindrical, geometry.

Each lead-glass bar had a photomultiplier tube (PMT)
glued to one end to detect Cerenkov light. The lead-glass
calorimeter was 10 radiation lengths thick at normal in-
cidence and had an energy resolution given by
rr~=lO%%uo&E (E in GeV). Interleaved with the lead
glass were five layers of proportional wire chambers
(PWC's) oriented orthogonally to the lead-glass bars.
The central PWC's measured P, while the lead-glass bars
measured Op j three-dimensional shower trajectories were

reconstructed by combining clusters in the lead-glass bars
with those in the central PWC's. Showers which were
shared between two quadrants were reconstructed in two
pieces, which were then combined by the pattern recogni-
tion routines. The errors on the reconstructed trajec-
tories for tracks of 0.5 to 5 GeV were given by az =4.4'

pr3

and o.&=3.2'.
A central tracker inside the lead-glass calorimeter con-

sisting of five layers of drift tubes provided charged-track

III. EVENT SELECTION

The event-selection procedure required two neutral
showers ("photons") within the acceptance of the lead-
glass calorimeter, 20'~8

„,~160 . Both 8 „and P were
required to be well measured. In particular, this implied
a significant energy deposit in at least two layers of the
lead glass, as well as at least one layer hit in the central
PWC. Each photon was required to originate from the
IP: the distance of closest approach in z, R =~Z~ sin8
was required to be less than 30 cm, and the point of
closest approach in the xy plane was required to be less
than 10 cm if there were at least three layers hit in the
PWC system. These cuts eliminated many beam-gas and
cosmic-ray events.

The event was then vetoed if there was (1) more than
25 MeV of stray energy in the lead glass, (2) more than
150 (300) MeV of energy in the inner (outer) forward
calorimeter s, (3) time-of-flight information consistent
with a cosmic-ray event, (4) a pattern of energy deposi-
tion in either the lead glass or the central PWC system
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The yy invariant-mass spectrum of the final data sam-
ple is shown in Fig. 3. Clear peaks are evident at the g
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that was narrow and uniform, consistent with a
minimum-ionizing track, or broad, consistent with two
overlapping photons from the decay of a rr; (5) more
than 20 GeV of visible energy and an acollinearity of less
than 10 . Cuts (1) and (2) eliminated beam-gas events
and two-photon events with more than two particles in
the final state. Cut (3) vetoed cosmic-ray events. The
pattern cuts in (4) eliminated both cosmic-ray events and
events containing n. 's. Cut (5) eliminated e+e ~yy
events.

Finally, the acoplanarity angle (the difference in azi-
muthal angle) between the two photons was required to
be greater than 135 ', and the net p„defined as the vector
sum of transverse momenta, was required to be less than
300 MeV/c. The net p, distribution before these last two
cuts were applied is shown in Fig. 2, for all events with
invariant mass less than 2 GeV/c; the distribution is
sharply peaked toward low p„as expected for two-
photon interactions.

IV. ANAI. YSIS

and g' masses. Some background due to two-photon pro-
duction of the fz (1270), a tensor meson which has a
large coupling to yy and frequently decays to ~ m, is
visible above the ri'. These events from f~~a. m may
pass the event-selection criteria if the two photons from
the m decay overlap or if one is undetected. (The f2

peak is shifted down from the nominal mass due to the
falling yy Aux and because low-energy photons from the
m. decays may go undetected. )

The fit to the data (see Fig. 3) consists of the sum of
two Gaussians with power-law tails to describe the g and
g', and a Breit-Wigner fit with a total width of 176
MeV/c convoluted with a Gaussian to describe the f2.
The form of the fitting function was determined using
Monte Carlo data samples which had passed all event-
selection criteria. (The Monte Carlo method is described
below. ) The mean and width of the ri' and the f2 were
then fixed according to the results of the Monte Carlo
simulation, because these parameters were highly corre-
lated in the fit. The parameters describing the power-law
tails of the g and g' were also fixed. The number of
events in each peak was a free parameter, as were the
mean and width of the g peak. The number of g events
determined by the fit is 2380+49(stat)+25(sys), with a
mean invariant mass of 545+1.3 MeV/c and a width of
57+1.2 MeV/c, in good agreement with the results of
the Monte Carlo simulation, and in reasonable agreement
with the nominal ri mass of 548.8+0.6 MeV/c . The
number of ri' events is determined to be 568+26(stat)
+56(syst). Systematic errors for the nutnber of g and the
g' events were determined both by rebinning and by
simultaneously varying the fixed parameters; the fit to the
g' was particularly sensitive to the mass and Gaussian
width of the f2, resulting in a larger systematic error.
The y probability of the fit was 47%%uo.

The two-photon width is extracted from the fitted yy
invariant-mass spectrum according to

(4)

TABLE I. Summary of the quantities necessary for the calcu-
lation of the two-photon width of the q and q'.

p N

oÃe8 (&~yy )

In this expression, P refers to either the g or g', and I yy
is the two-photon width in keV. The quantities on the
right-hand side of Eq. (4) are summarized in Table I, and
their determination is discussed below.

The production cross section is given by the product
o.I; thus 0 has units of nb/keV. This quantity has
been calculated using a QCD form factor:

0 0.5 1.0 1.5 2.0
INVARIANT MASS (GeV)

FIG. 3. Invariant-mass distribution of the final yy sample.
The solid line is the combined fit; the dashed line shows the g'
and f2 contributions.

Events from fit
Background

Events —background
Cr (nb/keV)
Elciency

Luminosity {pb ')

yy branching ratio

2380+49+25
93+51

2287+49+ 57
2.560+0.051
0.044+0.004
108.0+ 1.4
0.389+0.004

568+24+56
21+4

547+24+ 56
0.362+0.007
0.133+0.009
108.0+ 1.4

0.0216+0.0016
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F(22)— 1

( 1+q, /M )( 1+q 2 /M )

M'=0. 68 |"eV2 .

This form factor differs from the p form factor only in the
value of the mass, which for the p form factor is
m =M =0.59 GeV . The total production cross sec-
tion is significantly suppressed by the form factor, but for
untagged events within the ASP detector acceptance the
reduction in the cross section due to the form factor is
slight, 1.5% for g events and 1 8% for ri' events. As an
estimate of the uncertainty in o we take this difference
between the accepted cross section with and without the
form factor.

The integrated luminosity of the experiment,
108.0+1.4 pb ', was determined using low-angle Bhabha
scatters in the region 60 mr((9(90 mr (Ref. 7). The
1.3% error on the luminosity has three roughly equal
contributions; in ascending order they are the statistical
uncertainty, the systematic experimental uncertainty, and
the theoretical uncertainty. The yy branching ratios of
the q and q' mesons are known from fixed-target experi-
ments. '

The number of background-corrected events of each
type is denoted by N; backgrounds which have been cal-
culated include the fourth-order QED processes
e e ~e+e yy and e+e ~e+e e+e, where the
electrons are misidentified as neutral, the two-photon
processes yy~a2(1320)~rim and yy~n n in the
continuum, as well as cosmic-ray and beam-gas back-
grounds. The only significant background contributions
in the g region are from continuum yy~m n. produc-
tion and from beam-gas interactions. The former has
been estimated using the Monte Carlo simulation and re-
cent experimental data to be 37+19 events. The latter
was estimated both by selecting events produced away
from the IP in z and by direct calculation. The two
methods were in good agreement, although both had
large errors; the average result was 53+47 events. In the
g' region, the dominant background from the ft(1270) is
determined by the fit to the data. The other backgrounds
in the q' region, which are all small and contribute about
equally, are e+e ~e+e yy, and two-photon produc-
tion of a2 ~gm and m ~ in the continuum.

The efficiency e is given by the product of the detector
acceptance, the trigger efficiency, and the event-selection
efficiency. These factors were determined by generating
unweighted q and q' events according to the exact
differential cross section, using a Monte Carlo program
based on the work of Vermaseren. ' An equivalent in-

tegrated luminosity of about seven times greater than
that of the data was generated. The events were passed
through a detector simulation routine based on the EGS
electromagnetic-shower simulation program. " The
detector acceptance, which is determined by requiring
two photons in the region 20 &Oppj &160' and no elec-
tron scattered above 21 mr, was (25.9+0.9)% for q~yy
events and (30.6+0.9)% for q'~yy events, where the er-
rors are systematic due to uncertainty in the detector
geometry.
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FEG. 4. (a) Total-energy distribution for q~yy events. The
dashed curve is the Monte Carlo simulation with no trigger im-
posed; the histogram is the same with the trigger requirement.
The points are q events from the Anal yy data sample. (b)
Total-energy distribution for untagged e+e ~(e+e )e+e
events. This histogram is the Monte Carlo simulation with the
trigger requirement imposed; the points are data.

The trigger efficiency was determined using a detailed
trigger simulation which included threshold effects, dead
channels, and attenuation of Cerenkov light in the lead-
glass bars. The software trigger cut was also imposed; in
this region above approximately 700 MeV the trigger
efficiency was high and fairly Hat. The combined
hardware and software trigger efficiency for events within
the detector acceptance was (40.9+2.4) % for the q and
(94.7%1.1) % for the q', where the errors are systematic
and are discussed below.

The trigger efficiency was much lower for q events be-
cause the trigger threshold was above the g mass of 549
MeV; only those events in which the q was produced
with a longitudinal boost satisfied the trigger. The effect
of the trigger on q events can be seen in Fig. 4(a). The
data points show the total energy distribution of q events
from the final yy data sample (0.4&Mrr &0.7 GeV),
without the software trigger imposed. The solid histo-
grarn represents the Monte Carlo simulation for the same
requirements. The dashed histogram is the Monte Carlo
simulation without either the hardware or software
triggers imposed. The loss in efficiency due to the
hardware trigger is clearly evident; the good agreement
between the data points and the solid histogram indicate
that the trigger and simulation is quite accurate. A simi-
lar comparison, shown in Fig. 4(b), was made using a
data sample of 2.2 X 10 untagged events from the
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fourth-order QED process e+e ~(e+e )e+e . In this
high-statistics study, the total energy distribution of the
Monte Carlo simulation reproduced the data very well;
the slight discrepancy at low energy was folded with the
energy distribution of g and g' events to determine the
systematic error on the trigger efficiency.

The efficiency of the event-selection criteria for events
within the detector acceptance which also satisfied the
trigger was (41.8+2.4) % and (45.8+2.6) % for g and s)'

events, respectively. Uncertainties in detector simulation
were the dominant source of systematic error; they have
been determined by detailed comparison of Monte Carlo
simulation with data. This was performed by making an
unbiased selection of radiative Bhabha events by requir-
ing a radiative Bhabha trigger and an acceptable y for a
kinematic fit to a three-body final state. This resulted in a
very clean sample of events with a single photon in the
lead-glass calorimeter. (Events with single electrons were
also selected; with the exception of some hits in the cen-
tral tracker and veto scintillator they are very much like
photons. ) Next, a Monte Carlo sample of single photons
was generated using the kinematically fitted parameters
of real events to determine the energy and angular distri-
bution. The efficiency for a photon to pass a given cut
was then determined for both the Monte Carlo and data
samples, and the discrepancy between them was folded
with the energy and angular distributions of the g and g'
events to determine the systematic error.

V. RESULTS AND CONCLUSIONS

Using Eq. (4) and the results summarized in Table I
yields the following results for the two-photon widths:

I rr(ri) =0.490+0.010+0.048 keV,

I rr(g') =4.96+0.23+0.72 keV,

where the first error is statistical and the second is sys-
tematic. The dominant source of error for the g is the

uncertainty in the trigger efficiency; for the g', the largest
contribution to the error is due to uncertainty in the
background from the f2. These values are in good agree-
ment with the two-photon world-average values,
I rr(7)) =0.534+0.031 keV and I (g') =4.28+0.22 keV
(Ref. 12). However, the two-photon results for I r~.(g)
are in disagreement with an earlier measurement of this
quantity using the Primakoff technique the source of
this discrepancy is not understood. '

The pseudoscalar mixing angle calculated using Eq. (1)
is 0~ = —19.8 '+2.2 . The singlet decay constant is
determined to be f, =(1.02+0. 14)f . In this calculation
we have not assumed nonet symmetry; the near equality
of f, and f comes out naturally. To solve Eq. (1), we
have used fs =1.25f, based on a calculation which in-
corporates SU(3)-symmetry breaking at the one-loop level
in chiral perturbation theory, ' and have assigned a
theoretical error of 5% on this calculation.

This value of 8~ is also in agreement with the pseudo-
scalar mixing angle calculated using the Gell-
Mann —Okubo mass formula, provided SU(3)-breaking
effects are also incorporated in this calculation. ' Thus a
consistent picture of mixing in the pseudoscalar-meson
nonet has emerged based on recent experimental evidence
and theoretical calculations.
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