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A study of the lateral development of jets of hadrons produced in electron-positron annihilation
has been used to determine the strong coupling constant ;. Data were obtained with the MAC
detector at the SLAC e Te ™ storage ring PEP at V's =29 GeV. Based on the parton calculations of
Gottschalk and Shatz, a value for a, of 0.1334-0.005(stat)+-0.009(syst) has been determined for
string fragmentation, and 0. 112:+0.008(stat)£0.007(syst) for an independent-jet model.

I. INTRODUCTION

The theory of quantum chromodynamics (QCD) is be-
lieved to describe the strong interactions of hadrons. The
running coupling constant o is the fundamental parame-
ter determining the strength of the strong interactions
and a large number of experiments have been performed
to determine its value. Measurements with e Te = collid-
ers in the energy regime of PEP at SLAC and PETRA at
DESY started with the observation of clear three-jet ha-
dronic final states.! These measurements have yielded a,
values ranging from 0.1 to 0.2 in the center-of-mass ener-
gy range 29-45 GeV. This range of values stems largely
from the approximations inherent in the theories used to
predict a,-sensitive observables.

The early measurements of o, were based on measure-
ments of the fraction of three-jet events in the hadronic-
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event samples (an example of a cluster method). This
fraction, to lowest order, is proportional to a;:

U3~jet/0hadrons=kas > (1)

where k can be predicted from perturbative QCD with
appropriate resolution cuts to separate three-jet events
from two-jet events at the parton level. The predictions
for soft fragmentation of quarks and gluons into hadrons
is obtained from various phenomenologically motivated
models. The algorithm for defining jets is highly model
dependent and produced large corrections to k. This pro-
vided the motivation to find experimental observables
that were sensitive to a,, yet independent of details of the
soft fragmentation.

One of the methods on which attention centered was
based on the energy-energy correlation as the observ-
able.? The measurements are based on the quantity
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where N is the number of events, and Yy is the angle be-
tween calorimeter cells in an event recording energy E;
and E;. The contribution from the region near Y =90,
away from two-jet fragmentation, will be sensitive to «;.
The energy-energy correlation asymmetry (EECA)

__1_ dX - _92
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is used to measure a,. In principle this method requires
no detailed event reconstruction and it was expected that
the EECA would be independent of the fragmentation
model assumptions. Previous MAC results® and other
studies* found substantial model dependence, and mea-
surements based on the EECA typically restrict fits to the
central region in order to minimize its influence.

An alternative method exploits the fact that radiative
QCD processes enhance the jet p, distribution at large
values of p, relative to the jet axis (an example of a shape

method). For large enough values of p,, the integral
spectrum of the p, distribution is proportional to a;:
Ularge/ahadronszkas ’ 4)
Py

where this k is again calculable from perturbative QCD.
In the method detailed below, calorimeter energy vectors
are used in place of momentum vectors, and we sum the
absolute E, values for the widest (““fat”) jet in an event
and use the distribution of the summed E ’s as a measure
of a,. The method is direct and requires only
calorimetric information. It will be shown that this ob-
servable is highly sensitive to a, though it exhibits model
dependence.

The question as to which observable provides the best
measure of a; is complicated. It is desirable that a select-
ed observable have only minimal dependence on details of
soft fragmentation. In other words, the power-law
corrections arising from fragmentation should fall off as
rapidly as possible. When rather naive soft fragmenta-
tion is considered, as occurs in models with massless
quarks that fragment independently, the EECA picks up
order-(1/Q)? corrections,” where Q2 is the characteristic
off-shell parton mass, while most shape and cluster mea-
sures pick up order 1/Q corrections.” Adding quark
masses to the EECA perturbative predictions introduces
1/Q corrections,® as do the correlations associated with
strings or boosts.” Hence, realistic assumptions result in
1/Q corrections for all the above observables and, in par-
ticular, the EECA has a stronger dependence on frag-
mentation than originally thought.

Given the lack of a firm theoretical prejudice as to
what would be the best observable, we have taken an
empirical approach. We conducted a Monte Carlo study
of likely shape, cluster, and EECA observables, seeking
ones that vary the least when the fragmentation model is
changed. We find that those observables related to the jet
p, are least dependent upon the choice of fragmentation
models while exhibiting the desired sensitivity to O(a;)

W.T. FORD et al. 40

effects. The actual variable chosen is the momentum
transverse to the overall jet axis of the event, projected
into the event plane. This quantity is strongly correlated
to the directions of the hardest partons. Since the “thin”
jet fragmentation is dominated by nonperturbative
effects, we increase sensitivity to perturbative effects by
including particles from the fat jet in an event, which
yields a quantity we call P",. This observable is related
to spherocity,® the properties of which have been studied
in detail.> We use the calorimetry of MAC to measure
the energy equivalent quantity . Other authors’ have
observed that quantities related to Pm can be particularly
insensitive to the choice of fragmentation models. The
sensitivity of several shape, cluster, and EECA measures
of a, to different fragmentation schemes has been com-
pared in a theoretical study,10 with the result that the
EECA fares poorly in comparison to some shape mea-
sures even for rather large Vs

Most of the recent a, measurements from PEP and
PETRA experiments have concentrated on the EECA as
the a-sensitive observable, with use of one particular
perturbative calculation!! of the O(a?) e e~ — quarks
+ gluons. Owing to the nature and implementation of
this O(a?) calculation in a Monte Carlo program,
verification and comparison with similar energy-energy
correlation asymmetry studies is difficult. QCD, unlike
QED which has a coupling constant an order of magni-
tude smaller, requires that perturbative calculations care-
fully treat contributions from higher-order terms. There
now exist calculations that have carefully reconsidered
these higher-order contributions.!> Thus we present a
measurement of @, that features jet E as the a,-
sensitive observable, with perturbative QCD predictions
from a recent, complete (with one exception discussed
later) and robust O(a?) calculation of e Te ™ — quarks
+ gluons.

II. EXPERIMENTAL TECHNIQUE

This analysis uses approximately 220 pb™ ' of e e~

annihilation data accumulated at V's =29 GeV. This in-
tegrated luminosity yielded approximately 10° multihad-
ron events.

A. Apparatus

The MAC detector has been described in detail else-
where.!*!* The solid angle instrumented in MAC is
about 98% of 47 sr. This almost complete coverage is
ideal for calorimetric jet studies since observables such as
thrust are reconstructed with little distortion by the ap-
paratus. Since this analysis heavily relies upon the MAC
calorimetry, we briefly discuss the construction and per-
formance of the calorimetry systems.

Figure 1 shows end and side views of the MAC detec-
tor. The following discussion concentrates on the central
barrel electromagnetic-shower chambers and hadron
calorimeters.

B. Electromagnetic shower chambers

The hexagonally symmetric shower-chamber (SC) sys-
tem provides full azimuthal coverage. Each sextant is
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FIG. 1. End and side views of the MAC detector.

composed of 32 2.5-mm-thick lead plates interleaved with
proportional wire chambers (PWC’s). Sense wires
traverse the length of a grounded aluminum extrusion,
each extrusion containing eight adjacent cells with di-
mensions 1.8 cm wide by 0.86 cm high. The segmenta-
tion of the SC is illustrated in Figs. 2(a) and 2(b). The
wires in each sextant are grouped into 32 azimuthal
wedges. Each wedge is further divided into three radial
layers, called wire groups; in order of increasing radius,
the layers are composed of 7, 13, and 12 wire planes. The
outputs of low input-impedance preamplifiers at each end
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FIG. 2. Segmentation of the various calorimeters. (a) Side
view of the calorimetry. The electromagnetic shower systems
are shown shaded. The number of wire planes in each radial
layer is also indicated. (b) View along the beam line of the cen-
tral section calorimetry. Each sextant of the SC and HC is di-
vided into 32 azimuthal wedges of anode wires. These are fur-
ther subdivided into three radial layers. (c) View along the
beam line of the end-cap calorimetry.
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of each wire group are connected to analog sample-and-
hold modules (SHAM’s)!® which are, in turn, read out by
an analog-to-digital scanner module (BADC).!® Fast ana-
log sums are used for the hardware and software triggers.
The dynamic range of the electronics is such that
minimum-ionizing tracks and heavily-ionizing showers
are both within the digitization range. The z-coordinate
information of a shower comes from current division,
which results in an energy vector E for each wire group.
The solenoid coil together with the SC total approximate-
ly 14 radiation lengths for electrons at normal incidence.

The gas used is 85% argon with 15% methane. A
separate small proportional chamber monitors the gain of
the recirculated gas at the exhaust port with the 6-keV
x-ray line of Fe>, relative to the gain of a fiducial gas
mixture. A better correction is later achieved by using
the SC response in Bhabha-scattering events.

C. Hadron calorimeter

The central-section hadron calorimeter (HC) is com-
posed of six separate stacks of steel sandwiched with
PWC planes. Each sextant stack is composed of 24 2.5-
cm-thick steel plates followed by three additional 10-cm-
thick steel plates, providing a total of 4.3 nuclear interac-
tion lengths through the HC steel for pions at normal in-
cidence. Each extrusion is about 230 cm long, 20 cm
wide, and 1.5 cm high, and encloses eight side-by-side
cells. The first three steel plates in each sextant provide
flux return for the solenoid field. The remaining steel in
each HC sextant is surrounded by a water-cooled four-
turn aluminum coil producing a toriodal field of about
17.5 kG.

The segmentation of the end-cap calorimetry is shown
in Fig. 2(c). The segmentation of the HC wires into wire
groups is similar to the SC segmentation. Each HC sex-
tant has 32 azimuthal wedges subdivided into three layers
of eight PWC planes per layer, resulting in 96 wire
groups. The first two layers have outputs at both ends to
allow for current division. The third layer is single end-
ed. There is one PWC plane in each of the two gaps be-
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FIG. 3. Resolution of a prototype HC assembly for a variety
of incident pion momenta. The quantity X is the ratio of
measured energy deposition to incident pion momentum.
All momenta are consistent with a resolution of
AE/E~75%/V'E (GeV).
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tween the 10-cm-thick steel plates; these are for muon
tagging and are not used in the HC energy sums.

The gas gain in the HC is monitored as described
above for the SC and is also checked with data from
cosmic rays. A prototype HC assembly was placed in a
test beam!” and the energy resolution measured for vari-
ous incident pion momenta. The measured resolutions
shown in Fig. 3 are consistent with a resolution of
AE/E~175%/V'E (GeV).

D. Definitions of experimental quantities

The thrust axis of an event!® is determined by maxim-
izing, with respect to direction 7, the quantity
max 3 |A-E;|
lﬁ|*1 i
E . >

vis

(5)

with i the index of each calorimeter hit, and E
=3,|E;|. Note that here calorimetric vectors replace
momentum vectors used in the original definition. The
resultant maximal T is the thrust value and the corre-
sponding 7 is the thrust-axis direction T. Single-ended
calorimeter hits, which are omitted from the sum because
their z component is not measured, typically account for
less than 1 GeV of the visible energy deposition.

A repeat of the thrust calculation, with the added con-
straint that A-T= 0, yields the quantities T, and Tmaj,
the value and directign of the major axis. The mingr axis
is defined by Tmm_TXTmaj The magnitude of T
similarly defined as

2 [:I\min'Ei‘

min E

min

T (6)

vis
These thrust-related axes have an approximate physical
interpretation when applied to partons in a three-jet
event. Here T is collinear with the most energetic of the
primary partons, Tp,,; and T together define the parton
event plane, and T, ;, is normal to the parton event plane.
The nearly hermetic calorimetric coverage of the MAC
detector allows accurate reconstruction of the thrust
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FIG. 4. Angular difference in thrust direction before and
after Monte Carlo simulation of the detector response.
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direction. The distribution of the difference in angle be-
tween the thrust direction before and after Monte Carlo
simulation of the detector is shown in Fig. 4. The thrust
direction is typically determined with an accuracy of
better than 5°.

We define the hemispheric energy-flow moments

HAEIE A il O(£E;-T), (7

where the 6 function in ', (Ei"_) has contributions
from calorimeter hits in the same (opposite) hemisphere
as the thrust axis. Finally, we define the quantity

iln> :maX{EiLnJr ’Eiln~ ), (8)
which is the a,-sensitive observable used in this study.

E. Hadron filter

Hadronic events are selected with the hadron filter, a
set of cuts to select events arising from one photon an-
nihilation into hadrons, over a broad range of particle
multiplicities and production angles. The details of the
hadron filter have been published previously.!* The had-
ron filter has an acceptance of about 78% of the total ha-
dronic cross section and allows only about 3% contam-
ination, mostly from 2y (2%) and 777~ events (1%).
The hadron filter selected 100475 events from the 220-
pb ! sample.

F. Central filter

The detector response, owing to the barrel-like segmen-
tation and construction of the apparatus, is very uniform
in ¢, and slightly less so in 8. The central calorimeters
cover the approximate angular range 60° < 6 < 120° away
from the beam [see Fig. 2(a)]. The region 30° <6 < 60°
and 120° <@ < 150° is a transition region between the cen-
tral and end-cap calorimeters and is responsible for some
variation in calorimeter response. More importantly, for
thrust angles in the range 6 <30° and 0> 150°, energy is
likely to be lost along the direction of the beam pipe, thus
distorting the reconstructed thrust direction.

Our analysis requires unbiased reconstruction of thrust
direction and event-plane orientation. The most uniform
calorimeter response, with the smallest energy leakage, is
achieved within the MAC central barrel calorimeters.
The central filter is therefore designed to select hadronic
events with thrust directions constrained to the central
region, and event planes nearly perpendicular to the
beam direction.

1. Cuts for the central filter
In terms of the quantities

O hrust =0 of the thrust axis ,
Evis = E |E,l >

i runs over all two-ended calorimeter hits ,
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EEC = 2 |E,| s
i
i runs over all hits in the end-cap calorimeters ,

Eccz ZIEII N
i

I runs over all hits in the central calorimeters ,

the central filter cuts are given by
60° < O prust < 120°,

Egpc/Ecc<0.25,

24 GeV<E ;<34 GeV .

vis
The thrust direction cut selects events depositing energy
primarily in the central calorimeters. The cut on
Egc/E ¢ further constrains energy deposition to be in
the central calorimeters and also favors events with the
event plane oriented perpendicular to the beam direction,
so that the event plane is largely contained within the
central calorimeters. The E,;, cut minimizes large gain
fluctuations and cuts out 2y contamination. Figure 5
shows the relevant distributions and indicates the place-
ment of the various cuts.

2. Acceptance

The cuts on O,.» Egc/Ecc, and E ; each pass sepa--

rately about 50% of the events. Overall, about 21% of
the events selected by the hadron filter pass the central
filter, yielding 21 061 events.
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FIG. 5. Location of cuts in the central filter as shown for the
data: (a) Oy, determined with calorimetry, (b) end-cap energy
divided by central-section energy, and (c) total calorimeter ener-
gy-

1389

III. EXTRACTION OF a;, FROM THE DATA

We use a Monte Carlo method to compute the distri-
bution of observables as functions of a; and other model
parameters. Here we discuss the QCD and fragmenta-
tion calculations entering into these computations.

A. Perturbative QCD predictions

The total cross section for the process e e ~->quarks
+gluons to O(a?) may be written as

Tt ™ U2-parton + 03-parton + U4»parton . &)

The bare parton contributions contain divergences. The
required finite o, is a result of introducing a resolution
criterion that allows the individually divergent bare par-
ton terms to combine into finite dressed terms. Equation
(9) then becomes

Otot=02—jet T O3 jet T O 4—jes - (10)

The O(a?) 04— jet term contains straightforward tree dia-
grams.!” The 0, j term is rather complicated since it
contains loops and higher-order contributions, but is de-
duced by subtraction given o3_je, since o4 _j and o,
are known.?°

The dressed three-jet cross section o;_;, has been es-
timated by several authors. The o;_;, calculation of Fa-
bricius, Kramer, Schierholz, and Schmitt?! (FKSS) con-
tains approximations that have been shown?? to lead to
overestimates of «; in fits to data. The improved calcula-
tion of Kunszt!! and Ellis, Ross, and Terrano'® (ERT) has
been used for several more recent experimental analyses.
The recent calculation of Gottschalk and Shatz!? (GS) is
more complete and represents an advance over earlier
work, as discussed below.

The FKSS calculation, used in the Lund Monte Carlo
FORTRAN code,? results in a, values of about 0.17 for fits
to string fragmentation, and «, values of about 0.13 from
fits to independent jet fragmentation. (These observa-
tions are made more precise in Sec. IV.) However, as
previously mentioned, the FKSS calculation is approxi-
mate; some of the resolution-dependent terms are omit-
ted, and these can be large in certain regions of phase
space. The ERT calculation, first used by the Mark J
Collaboration?* to measure a;, retains all jet-resolution-
dependent terms, at the expense of a very inefficient
Monte Carlo numerical integration. The procedure is in-
herently difficult to invert, so observables corrected for
QED and detector effects are difficult to extract for com-
parison with other experiments that also used EECA.
The GS calculation retains the resolution-dependent
terms and the analytic calculation allows for highly
efficient event generation. The parton generation is easy
to implement in the Monte Carlo framework.

Since both the ERT and GS calculations incorporate
all the jet-resolution terms missing from the FKSS calcu-
lation, identical results might be expected. This is not the
case; observable perturbative quantities differ. As an ex-
ample, we examine the thrust distribution of partons gen-
erated by each of the calculations. We expect that the
fraction of events with small values of thrust, being an in-
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FIG. 6. Fraction of events with thrust less than 0.85 vs IR

mass cut for the FKSS, ERT, and GS calculations. The typical
statistical error is 0.01 per point.

frared stable observable, should be insensitive to the pre-
cise value of the jet-resolution cut in the calculations.
Figure 6 shows, for a;=0.13, the fraction of parton
configurations with thrust less than 0.85 as a function of
the value of the minimum scaled mass between any two
partons, m,%» /s (the jet-resolution parameter used hereaf-
ter). The FKSS and ERT calculations predict a rather
strong cutoff dependence,” while the GS prediction
varies relatively little.

The difference between the GS and ERT calculations
might be due to the different methods of applying jet-
resolution cuts.?® The ERT method seems to underpopu-
late certain regions of phase space. For example,
configurations with low-mass quark pairs are excised
even though these contributions are nonsingular and
should remain. This approximate phase-space treatment
results in effects dependent on the precise value of the
resolution cut used. The GS calculation, being complete
in this regard, is more stable with respect to changes of
the resolution cut value.

Thus, with the exception of the treatment of quark
masses (discussed below), the GS calculation represents
the first complete and efficient parton generation for
eTe” —quarks + gluons to O(a?). In the remainder of
this paper, we present fits of a; with the GS calculation
and compare with the results of the FKSS calculation.

1. The problem of quark masses

The O(a?) calculations discussed earlier generate the
parton cross sections with the assumption of massless
quarks. This limitation was not considered very serious,
as it had been shown that, at least in the case of the
energy-energy correlation asymmetry, the three- and
four-jet Born terms are only slightly modified (at about
the 10% level; Ref. 6) by mass corrections. Chosen for
study because they are the easiest to calculate, these
terms are the only ones that have no contribution from
low-mass parton pairs after resolution cuts. It is un-
known whether the mass effects will remain small for a
complete calculation that must include finite terms
remaining from the delicate cancellations of divergent di-
agrams.

However, some means must be made for incorporating
heavy quarks since their decays can have a considerable
effect on fits to a;. We have modified the calculation in
an ad hoc way in order to include quark masses. For
two-jet final states, masses were simply inserted with an
appropriate energy rescaling. For three-jet final states,
the O(a,) cross section of Ioffe’’ was used. The four-jet
cross section was modified with the cuts described by
Sjostrand for the Lund Monte Carlo program.?® We
found that failure to model the effects of heavy quarks
and their subsequent decays results in values of «, larger
by as much as 25%.

B. Fragmentation models

We model the evolution of the colored partons of per-
turbative QCD into colorless hadrons with phenomeno-
logical Monte Carlo programs. There is extensive litera-
ture for these models,?” and we review it here briefly. We
consider those fragmentation models falling into two
classes: string models and independent jet models. The
string models feature color strings stretched between
color charges. The strings break to produce hadrons.
Energy and momentum are conserved throughout the
evolution. Independent jet models have quarks and
gluons fragmenting independently of each other. Energy
and momentum conservation is imposed a posteriori. One
method is to boost the hadron center of mass to the labo-
ratory frame, then rescale the event energy (the Ali or
boost method). Another way is to fix the jet directions
and rescale the longitudinal jet momenta (the Hoyer
method). The fact that the various fragmentation models
yield different final states is the major source of systemat-
ic uncertainty in this study.

C. The dependence of E'", on a,
and fragmentation parameters

We wish to use EI", defined in Eq. (8), as the a,-
sensitive observable. Our expectation is that gluon emis-
sion will manifest itself in fragmentation with a larger jet
E | so the fat side of the hadronic event is a more accu-
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FIG. 7. Variation of E¥, /E,, distribution with a,. The

three histograms shown are for a string model with «; of 0, 0.1,
and 0.2.
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rate probe of the perturbative QCD process, while the

thin side will be dominated by soft fragmentation. In ad-

dition, by projecting the energies onto the event plane, we

enhance the contribution of single-gluon emission relative

to multiple parton emission (which is not accounted for

in the QCD calculation). We now determine how closely
I, approaches an ideal observable.

1. Sensitivity to a;

As expected, E'" is sensitive to variations in a,. This
is shown in Fig. 7 for Monte Carlo events satisfying the
central filter at a; of 0, 0.1, and 0.2, where the string
model was used for the fragmentation. Observe that the
integrated tail of the distribution is approximately linear-
ly dependent upon «,. For this and the following three
figures, nominal values of the fragmentation parameters
are  a,=0.18, o0,=0.311 GeV/c, and €,=0.250
(Z1**=~0.6), with FKSS matrix elements applied to
string fragmentation.

2. Sensitivity to o,

We expect the transverse-energy structure of hadronic
events to depend on o, the width of the secondary quark
p, distribution relative to the primary parton direction
for the independent-jet models, or to the axis of the string
in the string rest frame in the case of the string model.
The dependence of E™. upon o, is shown in Fig. 8 for
string fragmentation and for the rather extreme range of
o, represented by 212, 311, and 424 MeV/c. This effect,
though not as great as seen by variation of a, is still
non-negligible, even at the extreme of the distribution.

3. Sensitivity to remaining parameters

The remaining fragmentation parameters have substan-
tially less effect on the E, distribution, especially at the
high-E, end. These other fragmentation parameters are
discussed in decreasing order of importance.

The jet-resolution cut used in the FKSS QCD matrix
elements can have an effect on the E\ distribution. The
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FIG. 8. Variation of E, /E,, distribution with o,. The
three curves shown are for a string model with a wide range of
o, values represented by 212, 311, and 424 MeV/c.
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FIG. 9. Variation of E. /E,, distribution with Y., ac-
cording to the FKSS calculation. The two curves shown are for
a string model with two widely separated values of Y, of 0.04
and 0.06. The GS calculation introduces even less cutoff depen-
dence.

cut used in an invariant-mass cut between any two par-
tons in the event. Specifically, the type of cut studied in
detail here requires Y;;> Y, ., where Y,-j=m,§ /s is the
square of the scaled invariant mass between partons i and
j. As Y., increases, the number of three- and four-jet
events decreases, though the hard, wide-angle radiative
component is largely unaffected. This tends to decrease
the population in the high-E, end of the normalized

1\ /E s distribution. In practice, Y, is set as small as
possible; the lower limit of Y, ;, is reached when unphysi-
cal values for the QCD matrix elements result. The
dependence of E, on the QCD jet-resolution cut is
shown in Fig. 9. It should be noted that E" is only
weakly dependent on Y, with decreasing sensitivity to-
wards the high E, end of the distribution; the crossover
point is somewhere below E, /E =0.2. The GS cal-
culation also uses-jet resolution cuts, but is significantly
less sensitive than FKSS to this variation.

The shape of the fragmentation functions has a slight
effect on the population at the large E, end of the E,
distribution. As an example of this dependence, we show
in Fig. 10 the effect of changing the peak of the Peter-

10 & =
5 r .
| i
22
05 f . ]
O.l :
0 O.l 0.2 0.3 0.4 0.5

X= E|LN>/ Evis
FIG. 10. Variation of E", /E, distribution with Z™, the
peak of the charmed-quark fragmentation function. The two
curves shown use the Peterson form for the charmed-quark
fragmentation function with two extreme Z** values of 0.4 and
0.8.
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son®® form of the charmed-quark fragmentation function
Z*, from 0.4 to 0.8. The Z** values of 0.4 (0.8) corre-
spond to €, of 0.9 (0.05). This represents an extreme
range of values for the charmed-quark fragmentation
function,’! yet the effect on the E'", distribution is slight
and decreases at the high-E| end. The experimental un-
certainty in the bottom-quark fragmentation function is
greater, though the suppression of production of bottom
quarks relative to charmed quarks makes the smaller un-
certainty in the charmed-quark fragmentation more
significant. The uncertainty in the a parameter of the
Field and Feynman fragmentation functions®? for the
lighter quarks is considerably less.*?

Other parameters of the soft fragmentation have been
varied in a similar manner to determine their effect on the

1 distribution. Only two of these parameters appears
to have even a slight effect on the EI" distribution.
These parameters are P /V, the ratio of pseudoscalar to
vector mesons produced in the fragmentation, and
P(qq)/P(q), the ratio of diquark pairs to quark pairs pro-
duced in the fragmentation (this regulates baryon produc-
tion in the string and independent-jet models that we
used). The remaining parameters had no statistically
significant effect on the E'", distribution.

D. The fit procedure

The fit procedure consists of two parts: constructing
an analytic expression representing the bin contents of
the E'™ distribution as a function of @, and o, and
varying a; and o, to obtain good agreement between the
data and the analytic expression.

TABLE 1. Best-fit a, for (a)

W. T. FORD et al.

in /E.,s>0.2 and (b) entire

1&

1. Construction of the analytic form of E',

The objective is to construct an analytic expression for
the contents of the ith bin of E'", as a function of a, and
0,. Ideally, at each value of o, and o, required in the
fitting procedure, a complete Monte Carlo prediction of

inshould be made. However, these Monte Carlo pre-
dictions are computer intensive, taking about 5 sec/event
(on an IBM 3081K), making this direct approach imprac-
tical.

Instead, the bin contents of E, are estimated in a lat-
tice approximation. In this approximation, 16 Monte
Carlo predictions with four values of a; and four values
of o, are generated. These 16 predictions are fit to a
quadratic expression of the form

in

Nk(as,o'q)zaoo+aloa'q+a0]as

+ay02+a, 0,0, +agal, (1)
wherg N k(as,o q) is the predicted contents of the kth bin
of E', as a function of a; and o,. The dependence is
found to be nearly linear.

q

2. Fit oka(a,,a,,) to E"

We have previously observed that the high-E, end of
the E'", distribution is less sensitive to variations of the
fragmentation parameters. We thus fit bins of EV", /E
for E", /E ; >0.2 where E'" is normalized to E; to
minimize the effects of calorimetric fluctuations. These
18 bins are used in a x? fitting procedure, where y? is
formed from the sum of squared deviations of binned

in_ distribution, for string and indepen-

dent fragmentation. In (a) the first error is statistical and the second error is systematic. In (b) the er-
ror is purely statistical. The independent jet models consider gluon fragmentation where g—gq or
g—qq, and energy-momentum conservation according to the Ali or Hoyer schemes, and a case (“No
E-P”) where there is no energy-momentum conservation imposed. Results are given for both the FKSS

and GS calculations.

Momentum- Gluon
conservation a,(FKSS) a,(GS) fragmentation
scheme scheme
(a)
String 0.167+0.006+0.011 0.1334:0.005+0.009
Ali 0.128+0.007+0.008 0.11240.008+0.007
Hoyer 0.109+0.007+0.007 g—q
No E-P 0.14140.005+0.009
Ali 0.125+0.009+0.008
Hoyer 0.109+0.004+0.007 g—4qq
No E-P 0.153+0.007+0.010
(b)
String 0.163+0.003 0.129+0.002
Ali 0.118+0.005 0.106+0.004
Hoyer 0.090+0.003 g—q
No E-P 0.120+0.003
Ali 0.113+0.005
Hoyer 0.089+0.003 g—4qq
No E-P 0.122+0.003




40 MEASUREMENT OF a; FROM HADRON JETSINe™e™ ...

data from the Monte Carlo predictions, weighted assum-
ing uncorrelated statistical errors only. Systematic un-
certainties are introduced into this procedure by the ex-
tent to which a fragmentation model fails to describe
fragmentation accurately, and the extent to which the
detector simulation fails to model the detector response
correctly. We choose not to attempt an estimation of the
fragmentation model uncertainties, but instead report a;
values separately for each model. We can estimate the
errors due to inaccuracies in the detector Monte Carlo
simulation by considering the difference between E™". dis-
tributions before and after the detector simulation is add-
ed. Since the detector simulation adequately reproduces
the calorimetric response,'* this difference represents an
upper limit to the errors in the detector modeling. Such
a Monte Carlo procedure indicates that the effect of
detector resolution is to increase the integrated popula-
tion of the fitted bins by 6.6%, with a corresponding de-
crease in the remainder of the normalized distribution.
We conservatively assign this entire 6.6% shift to the sys-
tematic uncertainty of the detector simulation, which
dominates the remaining modeling uncertainties.

E. Results of the fit

The a, values resulting from minimizing the x?2 of fits
to the high-E| end of the E", distribution are shown in
Table I(a), and those for the entire EI" distribution are
given in Table I(b). The first error in (a) is statistical; the
second is systematic. The errors in (b) are purely statisti-
cal. The fits were made with string fragmentation and
several independent-jet fragmentation models, including
the Ali and Hoyer energy-momentum-conservation
schemes, and gluon fragmentation according to the g —g
and g —¢qq hypotheses. Fits were made separately for the
FKSS and GS O(a?) parton generators. In all cases, the
¥? value was no larger than the number of degrees of free-
dom.
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FIG. 12. Ay*=1 and Ay*=2 contours in a; and o, fits with
independent-jet model (IJM) (g —g, energy-momentum conser-
vation with the Ali scheme) and string fragmentation. There
are no values of fragmentation parameters that will allow the in-
dependent jet and string models to share a common value of «;
and still provide reasonable fits to the data.

As a check of the fitting procedure, the best-fit values
of a; from Table I(a), along with the best-fit values of o,
were used as input parameters for a full Monte Carlo
simulation of E'" for comparison with the data. Figure
11 shows a comparison of the data with such a simulation
using the string GS value of a;, from Table I(a).
Representative Monte Carlo statistical error bars for the
simulation are included in the figure. The fits with the
quadratic form for N k(as,aq) and the full Monte Carlo
simulation both represent the data well.

The best-fit values given in Table I(b) are more sensi-
tive than those in Table I(a) to other fragmentation pa-
rameters besides a; and o ; no attempt has been made to
adjust these other parameters about their nominal value.

10 3 .. . i N
F e The fits limited to the high E, end of the ET. distribu-
5 F 3 tion [as given in Table I(a)] are less prone to systematic
i ] ®MAC OMARKI vTPC ¢ JADE
Z|x L | 500 (2TASSO_a MAR:(J x CE|LLO :
= E
05 : : 400 A a —
o
- — 3 v
R i éﬁ, 300 |- o, 000 |
+ o o X X
0.l 1 1 ¢ S ° °
0O ol 02 03 04 05 200 - 7
IN
X:E_L>/EVIS 100 ] ] 1 1
FIG. 11. The string Monte Carlo simulation with partons 0.10 0(‘:5 0.20
S

generated from the GS calculation compared with the data.
This Monte Carlo simulation uses the best-fit string values of a;
of Table I(a). The region EV., /E,,>0.2 was used in the fit.
Representative statistical error bars for the Monte Carlo are
shown.

FIG. 13. PEP and PETRA measurements of a; and o, with
the string fragmentation hypothesis, as listed in Table II. Error
bars are not shown, but are typically 0.01 in ;. Variants of
similar TASSO studies are combined into single points.
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uncertainties arising from the effects of detector resolu-
tion and other fragmentation parameters and hence are
the primary result of this study. These values are exam-
ined in more detail in the following section.

F. Correlations between o, and o,

In this analysis, we must carefully examine the
influence of o,. Both «; and o, contribute to the
broadening of the fat jet, so the effect of an inflated o, is
to mimic a small a,. Since the high-E, end of the E\,
distribution is less sensitive to variations of o p than of a,,
the range of o, over which there can be a reasonable fit is
quite large. If a; and o, are correlated, then there might
be a common value of «; and very different values of o,
that nonetheless give reasonable fits to the data for in-
dependent jet and string models. It is necessary to ensure
that the difference in a; from fits to different fragmenta-
tion models is not an artifact arising from the particular
values of the fragmentation parameters used in the fit.

Figure 12 shows that Ay?=1 (inner curves) and
Ax?=2 contours (outer curves) for the fits of a, and o,
to the data for independent jet (g — ¢, energy-momentum
conservation with the Ali scheme) and string fragmenta-
tion from a fit to the high-E| end of the E'"distribution
with the FKSS calculation of the parton distribution. An
obvious feature of this figure is a correlation between «;
and o,. Contours for the other independent jet fragmen-
tation schemes show similar qualitative behavior. The
string model tends to show less correlation. This might
be due to the slightly different role of o, in the two mod-
els. In independent jet fragmentation, o, is the width of
the p, spectrum of the secondary quarks relative to a pri-

again the width of the p, spectrum of the secondary
quarks, but here relative to the string direction. In gen-
eral, the string is boosted with respect to the laboratory
frame, and this distinction serves to decouple the string
o, from the string ;. It is important to note, however,
that the correlations are not sufficient to allow any over-
lap between the independent jet and string models in
(ag,0,) space. There is no combination of parameters al-
lowing reasonable fits to the data with string and in-
dependent jet fragmentation models sharing the same
value of a;.

IV. COMPARISON WITH PREVIOUS RESULTS

There have been a number of a;, measurements per-
formed at PEP and PETRA with shape, cluster, and
energy-energy correlation asymmetry methods. As dis-
cussed earlier, the O(a?) corrections to the QCD matrix
elements can be large. We therefore limit comparisons of
our results with other measurements to those obtained
with O(a?) QCD matrix elements computed in the
modified minimal-subtraction (MS) renormalization
scheme.>*

Before detailing other electron-positron measurements
of a,, we caution that there is no agreement on the values
of the soft hadronization parameters to be used and, in
general, the fragmentation parameters used by each colla-
boration in fitting a, are unstated. We have seen that it
is possible for these parameters (especially o,) to have a
substantial effect on the fitted value of «,. Figure 13
shows PEP and PETRA values of , and o, fitted with
string fragmentation.®*3~*! Not all groups reporting o
values also report the value of o, used. The trend shown

mary parton direction. In string fragmentation, o, is

q

in Fig. 13 is for the string value of o, to be about 300

TABLE II. PEP and PETRA q; values for shape, cluster and EECA. Results of fits to «, with
string and independent-jet (IJ) fragmentation with g— ¢ and energy-momentum conservation with the
Ali scheme are given. Also given are the characteristic Vs and the matrix elements used. The errors
shown are the linear sum of the systematic and statistical errors, when the errors are separated in the
publication. Otherwise the combined published errors are shown.

Typical String ) Matrix
Collaboration Vs (GeV) a; a; Method elements
MAC (Ref. 3) 29 0.185+0.013 0.125+0.009 EECA FKSS
This study 29 0.167+0.017 0.128+0.015 Shape FKSS
This study 29 0.133+0.014 0.1124+0.015 Shape GS
Mark IT (Ref. 35) 29 0.158+0.011 0.10—0.14 EECA GS
TPC (Ref. 36) 29 0.183+0.010 0.147+0.015 Shape FKSS
JADE (Ref. 37) 34 0.165+0.02 0.123 EECA FKSS
TASSO (Ref. 9) 34.6 0.192—0.234 0.145—0.175 Shape FKSS
0.174—0.192 0.136—0.147 Cluster FKSS
0.190+0.009 0.139+0.009 EECA FKSS
0.159+0.012 0.117+0.009 EECA ERT
Mark J (Ref. 38,39) 36.4 0.13178:319 0.11318:9% EECA ERT
35 0.147+0.005 0.112+0.005 PTC ERT
CELLO (Ref. 40) 34 0.18+0.02 0.13+~0.025 Cluster FKSS
0.19£0.02 0.15+~0.03 EECA FKSS
PLUTO (Ref. 41) 34.6 0.145%9:9% 0.136+9-00% EECA ERT
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MeV/c or less, with a relatively large spread.

The various PEP and PETRA «, measure-
ments>>3~# from shape, cluster and energy-energy
correlation asymmetry are shown in Table II where sta-
tistical and systematic errors are combined linearly when
separate errors are published. Some collaborations report
a value for the QCD scale Ay so we have converted
these values (recognized in Table II by the asymmetric er-
rors in a;) to a; for a Q7 at a characteristic V's for each
to O(a?). The a, values fitted with the string and in-
dependent jet models with g—g¢ and energy-momentum
conservation with the Ali scheme are shown, since these
two models (or close equivalents) were common to all
measurements.

V. CONCLUSIONS

With the GS calculation, we find at Vs =29 GeV,
a, =0.13310.005(stat)£0.009(syst) for string fragmenta-
tion, and a,;=0.1121+0.008(stat)£0.007(syst) for a com-
mon independent-jet model. The use of partons generat-
ed according to the GS calculation results in smaller
values of a; than FKSS. In the case of string fragmenta-
tion, the decrease in a is about 25%. In the case of
independent-jet fragmentation with the Ali prescription
for energy-momentum conservation, and gluon fragmen-
tation with g—g, the decrease in «a; is about 15%. Al-
though we present fits of a; from various fragmentation
models, we do not feel this procedure adequately
represents the systematic errors from fragmentation,
which remain unknown. In particular, we consider rath-
er dubious the practice of relating the systematic errors
of fragmentation to the difference between string frag-
mentation and the Ali method of independent-jet energy-
momentum conservation. Studies indicate that applying
a boost to the final-state hadrons mimics string
effects,> %3740 meaning systematic errors estimated in
this way are too small. Also, since no calculation of the
O(a?) cross section includes a full treatment of quark
masses, their effect remains unknown.

The model dependence between string and independent
fragmentation in the FKSS parton calculation observed
by many other authors is similarly observed in this study
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(see Table II). The FKSS fit of ; to independent jet frag-
mentation with Ali energy-momentum conservation and
g —¢q gluon fragmentation is about 30% smaller than the
corresponding FKSS fit to the string-fragmentation hy-
pothesis. Model dependence is also observed when par-
tons from the GS calculation are used, though the model
dependence is slightly decreased. In this case, the de-
crease in the fitted o, when string fragmentation is substi-
tuted for independent jet fragmentation is about 20%.
We conclude that even if the cutoff-dependent terms
missing from the FKSS calculation are included, this
method results in a minimum model dependence of about
20%.

These a, values resulting from the use of the FKSS
parton calculation are consistent with previous results
shown in Table II. The values of a resulting from the
use of the GS calculation are similar to earlier PETRA
results from the ERT calculation, even though the exper-
imental methods and perturbative calculations are quite
different.
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