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We study the triple-Regge, helicity-pole and related asymptotic behaviors of the six-line
amplitude using the dual-resonance model (DRM) as a guide. We show that the triple-Regge
vertex in the (DRM) can be expressed as a sum of four terms, which we interpret as ex-
hibiting the allowed tree-like configurations of singularities in the asymptotic channel invari-
ants. These four terms have counterparts in the helicity-pole limit where there exist sev-
eral distinct terms with differing powers of the asymptotic variable, i.e., several different
helicity poles. As an application we investigate the interesting property of the (DRM) that
the triple-Regge or helicity-pole contribution to single-particle production at zero momen-
tum transfer vanishes for trajectory intercepts near unity. We trace this effect to a nonsense
zero. This suggests a mechanism for fulfilling one of the unitarity requirements for general
six-line amplitudes. We discuss the possible generality of our results.

1. INTRODUCTION

Interest in the triple-Regge vertex'*? was stimu-
lated recently by the realization®* that it has a
practical application to the study of single-parti-
cle inclusive reactions. The application is based
upon an expression, derived from unitarity for
the six-line connected part, which relates a dis-
continuity>® of the forward three-particle scatter-
ing amplitude for the reaction

a+b+x~a+b+x (1.1)

to the cross section for producing particle x in the
reaction

a+b— x+anything (1.2)

(see Fig. 1). In the asymptotic limit correspond-
ing to large squared energies s =(p,+p,)?, large
squared missing mass M?=(p,+p, —p,)?, low in-
elasticity M?/s, and fixed momentum transfer
squared ¢ =(p,+p,)?, the triple-Regge analysis of
the three-particle scattering amplitude suggests
that the production cross section has the form

do 1

ardoe7s) s G "

s 20a(t)
M?

XAOT(=a()?LEW) P Goelt)?,  (1.3)

where o, is the ¢=0 intercept of the leading vacuum
trajectory and a(¢) is the leading trajectory cou-
pling to the X channel. Assuming factorizable res-
idues, G,, and G,,(¢) are the two-particle—single-
Regge vertex factors, &(¢) the signature factor for
the trajectory a(¢), and f(¢) is the missing-mass
discontinuity of the triple-Regge vertex function.
The derivation of Eq. (1.3), starting with the

assumption of triple-Regge behavior for the six-

4

line amplitude, involves some interesting subtle-
ties, which we discuss here. The conventional
triple-O(2, 1) analysis®™® does not apply to the
forward elastic three-particle amplitude. For one
thing the triple-0(2, 1) limit requires that the in-
variants (p, - p;)? and (p, —p.)? be asymptotically
large, where p., p;, and p] are the momenta of
the “outgoing” a, b, and x in (1.1). However,
these invariants are zero in the forward configur-
ation. In fact the helicity-pole limit of Jones, Low,
and Young® provides a more suitable framework in
which to discuss the asymptotic limit that leads to
the result (1.3) for the production cross section.

In this analysis the asymptotic behavior of the am-
plitude is determined by the location of poles in
complex helicity as well as complex angular mo-
mentum.'® We argue below, however, that the re-
sult of the triple-Regge analysis, naively continued
to the forward configuration, agrees with the re-
sult of the helicity-pole analysis in the application
to the production cross section,

We define in detail in Sec. II the triple-Regge
asymptotic limit (TR limit) and helicity-pole as-
ymptotic limit (HP limit) for the general scalar
six-line amplitude in terms of both the cosines of
scattering angles and the channel invariants. Af-
ter decomposing the six-line amplitude with re-
spect to the O(3)x O(3)x0O(3) group, we discuss its
asymptotic behavior. Of course such an analysis
is suitable for describing the leading asymptotic
behavior of the scattering amplitude only at the
particle poles corresponding to the recurrences of
the highest Regge trajectory. To discuss the as-
ymptotic behavior away from the poles, it is nec-
essary to resort to some sort of multiple Sommer-
feld-Watson transformation or to an O(2, 1)-group
decomposition.>”® We shall be especially inter-
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ested in the continuation away from the poles and
we shall study the explicit form it takes in the
dual-resonance model'! (DRM). It is interesting
that some features of the DRM result appear al-
ready in the O(3) analysis of Sec. II.

In Secs. III and IV, we study the behavior of the
DRM six-line amplitude B, in the triple-Regge and
helicity-pole limits. We show in Sec. III that the
triple-Regge vertex decomposes into a sum of four
terms, which have a direct interpretation in terms
of the allowed arrangement of singularities in the
asymptotic channel invariants.'* There are ex-
actly four tree diagrams that can be constructed
according to the criterion that each internal line
denotes an asymptotic channel invariant having
poles in the B; function (see Fig. 3, to be discussed
in Sec. III). Each term in the vertex corresponds
to one such tree diagram. Only one term contrib-
utes to the missing-mass discontinuity, which in
the forward configuration gives the production
cross section. The particle-double-Regge vertex
of the B, function decomposes in an analogous way
into a sum of two terms.'>!® We discuss the B;
function in Appendix A, since it is of great use as
a guide to understanding the B, function.

The four-term expansion for the triple-Regge
vertex has its counterpart in the helicity-pole as-
ymptotic behavior, which we discuss in Sec. IV.

In addition to a term contributing to discontinuities
in M2, giving the familiar expression (1.3) in the
forward configuration, there are terms which have
no singularities in M? in leading order.*

In the triple-Regge or helicity-pole case, if we
examine the pole structure of the various terms in
the variables ¢,, ¢{,, and {,, the squared masses of
the Regge lines, another interesting property
emerges. Each term has one or more “spurious”
poles not associated with poles in the original By
function. However, the poles cancel among the
various terms so that they do not give rise to un-
wanted singularities in the sum.!®

In the DRM the function f(¢) in Eq. (1.3) is just'®!?

F() = 1/T(1 + a,(0) = 2a(8)) . (1.4)

An interesting feature of this function is that it has
a zero at 2a(¢) — @,(0)=1."® Thus, if we were to
use the function (1.4) to describe the triple-Po-
meranchukon vertex, the contribution to the pro-
duction cross section at /=0 would be proportional
to 1 — ap(0), if the intercept of the Pomeranchukon
trajectory is near 1,

The connection between a small quantity 1 — ap(0)
and a small triple-Pomeranchukon contribution to
production cross sections was stressed recently by
Abarbanel ef al.'®* If ap(0)=1 and f(0)#0, unitarity
is violated. We have traced the result f(0)

& 1-ap(0) in the DRM to the presence of a non-

sense zero. We show in Sec. V that the asymptotic
limit leading to Eq. (1.3) selects, so to speak, the
maximum helicity flip in the coupling of the tra-
jectory a, to the channel described by the two
Regge trajectories a(f). If only sense couplings
are allowed, as in the DRM, then the triple-Po-
meranchukon coupling at ¢=0 vanishes if ap(0)=1,
since it involves coupling angular momentum 1 to
helicity 2. A nonsense zero on a trajectory im-
plies the absence of a fixed pole with singular
residue at that angular momentum, As a further
check in Sec. V we show that inserting a fixed pole
can in fact eliminate the zero.

The DRM therefore suggests two possible gener-
al mechanisms for a vanishing triple-Pomeranchu-
kon contribution to the production cross section.

(i) The first is the trivial mechanism in which the
full triple vertex has an over-all zero. In this case
nonsense wrong-signature fixed poles are not ruled
out. (ii) In the second the full triple vertex is not
required to be intrinsically small but nonsense
fixed poles with singular residues are excluded.

We conclude in Sec. VI with a discussion of a
possible generalization of these results, making
use of an extension of the Steinmann relation,>2°
According to our extension, in multi-Regge asymp-
totic limits, amplitudes are assumed to have no
simultaneous discontinuities in overlapping asymp-
totic channel invariants, whether they have positive
or negative energy. We show in Appendix B that
with a few general assumptions the double-Regge —
single-particle vertex decomposes into two terms
in a way analogous to the double-Regge vertex in
the DRM.

II. ASYMPTOTIC LIMITS OF THE
SIX-LINE AMPLITUDE

A. Introduction

Two steps are necessary in applying Regge the-
ory to multiparticle scattering amplitudes. First,
it is necessary to define an asymptotic limit, sec~
ond, to specify the behavior of the amplitude in
this limit.

The group-theoretical analysis of Toller and
others?! provides a natural basis for extending the
definition of multiple partial-wave amplitudes from
integral to complex angular momenta. Thus, it is
most natural to define the Regge asymptotic limit
in terms of limits on the appropriate group vari-
ables. A limit so defined is easily translated in
terms of the traditional Mandelstam or channel
invariants, although defining the limit in terms of
the latter is not always well motivated. On the
other hand, the asymptotic behavior of the scatter-
ing amplitude is most naturally expressed in terms
of the channel invariants, rather than the group in-
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variants. The reasons for this are twofold. First,
if one uses real subgroups of the Lorentz group
(the current method of choice) in constructing a
group parametrization for the partial-wave decom-
position, one must use different subgroups for
different configurations of the momenta. [Thus in
2-2 amplitudes one uses O(3) for ¢>0, and O(2, 1)
for £<0.] Kinematical singularities arise in the
partial-wave amplitudes when momenta reach a
critical configuration at which the group structure
changes. Expressing the asymptotic behavior in
terms of channel invariants permits a smooth con-
nection among the various subgroup regimes. A
second reason for using channel invariants for
expressing asymptotic behavior is one which we
discuss below (Secs. III and VI). We shall interpret
the asymptotic phase in the channel invariants as
reflecting the presence of physical threshold and
particle poles in the channels to which they cor-
respond. With a particular assumption about the
allowed arrangement of these singularities in the
asymptotic behavior, we obtain a definite state-
ment about the asymptotic phases, which is not
easily motivated from group theory alone.

In Sec. II we define various Regge asymptotic
limits of the scalar six-point amplitude® shown in
Fig. 2 by referring to a triple-O(3)-group decom-
position of the amplitude. This decomposition is
described in Sec. II B. Such a decomposition is the
natural choice for describing a scattering process
in which scalar particles A and A’ form a reso-
nance 0 of spin J, which subsequently decays into
two resonances 1 and 2 of spins J, and J,, which
in turn decay into scalar particles B, B’ and C,
C’, respectively. We choose the triple-O(3)
framework for several reasons. It is one with
which most readers are familiar, It serves as an
adequate basis for defining and discussing the var-
ious asymptotic limits, It is necessary to begin
with a discussion of the triple-Regge vertex at
integral angular momenta in order to discuss the
continuation of the vertex to complex angular mo-

1]

FIG. 1. Diagram showing the missing-mass discontinu-
ity and notation for single-particle production.

menta (and particularly to obtain the helicity de-
pendence of the vertex). Indeed we shall find that
the expressions for integral angular momenta
given below already exhibit some of the basic
structure of the DRM expressions for the triple-
Regge and helicity-pole limits. However, our use
of O(3) means that we can rigorously discuss only
the leading asymptotic behavior of the amplitude at
the poles corresponding to resonances on the lead-
ing Regge trajectory. For a discussion of the
triple-O(2, 1) decomposition, we refer the reader
to Refs. 2, 7, and 8.

In Secs. IIC and IID we define the triple-Regge
(TR) and helicity-pole (HP) asymptotic limits in
terms of the angles in the O(3) decomposition and
in terms of the channel invariants, We discuss the
asymptotic behavior of the amplitude near the three
poles corresponding to the resonances on the lead-
ing trajectories of the triple-Regge expansion.

The asymptotic limit which leads to the expression
(1.3) for the production cross section is a special
case of the HP limit. In Sec. IIE we discuss the
relationship between the TR and HP limits and the
circumstances under which the asymptotic behavior
of the amplitude in one limit determines the be-
havior in the other.

B. Triple-O(3) Decomposition

We begin by defining the O(3)~group variables in
terms of the components of the momenta in the
rest frame of particle 0 (see Fig. 2). We introduce
a symmetric notation to aid in reading the formulas
of Secs. IIT and IV. We use a special notation for
clarity in discussing particle production in Sec. V.
The correspondence is found by comparing Figs.

1 and 2.

FIG. 2. Momentum diagram for the six-line amplitude
showing the definition of channel invariants,
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pa=(E 4,0, k,sing,, k, cosb,),

Par=(E 4,0, =k, sin6,, -k, cos§,),
p1=pp +pp=(E}, 0,0,k),
py=bc+bcr=(Ez, 0,0, -k),

(2.1)

pp=((E,Ep +kkg cos6,)/Vi, , kg siné, sing,, ks sinb, cos¢,, (E ks cosb, +kEg)/VL, ),
pe=((E,Ec =Rk cos6,)/VE , ke sing, sing, , ke sinb, cos ¢,, (E,kc cos6, —kEL)/NViE, ) .

We also define the channel invariants
Sor=(Patbs')f,
Si2=(ps+pc)?,
Sa0=(Pc+barfs
(bs+bcr+0a) =(Py+04)?,
(bc+bcr +b8)* =(P+08), (2.2)
(ba+bar +Pcf =(Po+bc),
(
(

(ba +PA')2 "=Po2 ’
bs+Ps ) =P12 ’
= pc*’i’c')z =p22 )

and the related quantities

"

So
Sy
S2
to
£y
Ly

), == s
01 3051

=Sz
N2 5,8, (2.3)

S
nzo—;:;’; .

The angle 6, is the usual center-of-mass (c.m.)
system scattering angle for the process A +A’
~1+2, Inthe c.m. system for particle I, 6, and
¢, are the polar angles for particle B referred to
a coordinate system in which particle 2 moves in
the negative z direction and particle A in the y-z
plane. Angles 6, and ¢, are correspondingly de-
fined in the c.m. system of particle 2. The energy
and momentum components depend upon the parti-
cle masses m 2%, m,?, etc, and ¢, ¢,, and ¢,. For
example,

ko= N3, m g%, my?) /201,
Ey=(m2 —my? +t,)/2V1, ,
B=2Y2(t, t,, t,)/2V1,
E,=(t, = t, —t)/2V1, ,

(2.4)

where \(a, b, ¢) =@ + b% + ¢® — 2ab - 2bc - 2ca.

The scattering amplitude is defined completely
by the eight Lorentz invariants ¢, ¢,, ¢, 6,, 6,
6,, ¢,, and ¢,. The triple partial-wave

decomposition

A(tO’ tl’ t27 907 91’ ¢17 62} 4)2)

Jo J17 J;
= A ;\) Xl 2 (to: Ly, tz)do?xl-)\z (90)
Josdiadz h ke T1T2

X d3t

0 ((91)01%2,0 (6,)e™ 181722 %)

(2.5)

defines the partial-wave amplitude. With the above
conventions for the angles 6,, 6,, ¢,, 6,, and ¢,,
the residue of A%0.’? at physical particle poles in
t, and ¢, is proportional to the usual Jacob-Wick
partial-wave helicity amplitude for the process
A +A’~1+2, where particles T and 2 have spins
J; and 4, and helicities A, and ), in the AA’ c.m.
system, respectively.

Near the three-pole point

Le=m?, ti=m?, b=m?, (2.6)
corresponding to particles of spin o, J;, and d,
respectively, the scattering amplitude has the form

1
(to = m?)(t, = m®)(t, — my?)

%
X 20 BaoanaOngns-rz o, (60)
Aoy A1 A2

xdL, (6,)d52, (6,)e”iP191=2222)
(2.7)

Let us reexpress this residue in terms of the
channel invariants. Residues of poles in scalar
amplitudes are Lorentz-invariant polynomials in
components of momenta chosen from both “incom-
ing” and “outgoing” clusters coupling to the pole.
The various s invariants in (2.2) form a complete
set of such “overlapping” channel invariants.? All
other bilinear overlapping invariants are linearly
related to these and the ¢’s. Therefore, the resi-
due is in general a polynomial in the s invariants
in (2.2). Because the s invariants are polynomials
in the cosines and sines of the angles, this state-
ment is compatible with Eq. (2.7) provided the co-
efficients of the polynomials are adjusted and the
degree of the polynomial is chosen appropriately.
If we write the polynomial residue
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R= B 5 Copmmomsmamo
X (801)"01(5,2)"12(55)"20
X (s)"0(s,)"(s5)"2, (2.8)
a quick comparison with (2.7) shows that if
Ngy + Ny +Mpy S oy,
N+ +0y; S J, (2.9)

Ngg + My +11 < o,

then the maximum power of the cos#’s and siné’s is

J
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not exceeded. In fact it is also guaranteed that
powers of cos¢ never exceed those in (2.7).
C. Triple-Regge Asymptotic Limit

The conventional triple-Regge asymptotic limit
(TR limit) is defined as follows:

cosb,, cosb,, cosb,—~wx ;
to: tu tz; ¢1y ¢2 ﬁxed'

To leading order in cos6, and cosé6,, the channel
invariants are

(2.10)

202 (t, m 2 myR) A, mg?, me) [t -
301~—2PA'PB~ ;/EA’ A __W
S~

-1

t
6, 6,
JW—‘ +cos¢,:| cosf,cosé,,
2AY2(¢, mg?, mp?) AV2(t,, m2, mu?) [t -t -t
-2pg *Pc 2 Z"tl 2 7£t2 Z;Ztltz

+cos(¢, — ¢2)] cos b, cosb,,

lelzt 2m’2 Axlzt m2m2 to—t, =t
szo~_2p4.pc~_(_%v’tﬁod.L_A__) _—(ALN%L_—L) -173——D'+COS¢2 cosf,cosb,,

=2\M3(t, m 2 myt) NP (dg, b, b))
so~2p1'pA~ ( ) 2

=20\Y2(t, mg? mp?) A3t t, t,)
S,~ 2P, pp~ (S\U—IB 2 )

=22M3(t o mE, me?) A3, ¢, ¢

- ~ )
S3~ 2Py *Po 2 72 <= ___:Z/I,.LL_Z‘Z Z cosb, .

The 7’s are
b=ty =t +2Vit, cosg,
Mg, Ly &) ’

Mot

b=t =t +2Vt L, cos(d, — d,)
Moy £y b) ’
b=ty =t +2Vi L, coso,
Moy b1y ) )
These results are easily obtained from (2.2), (2.3),

and (2.4). Thus, to leading order in the cosines,
the TR limit is reached by taking

UBTS (2.12)

N20

TR: So15 Si2s S209 Sos S19 S2 =5

7)01’ 7712’ leo, lo’ tu tz ﬁxed' (2'13)
Note that the three 7’s are not independent. Any
five of the six momentum vectors defining the am-
plitude must be linearly related, since the momen-

tum space is four-dimensional. This fact is auto-
matically accommodated in the O(3)-group para-
metrization, but imposes a special nonlinear con-
straint on the channel invariants. In the TR asymp-
totic limit the constraint can be obtained simply by

Y(Mors Mas M20) = 25 C"o

o1 1220

—2—%7:‘—2' coséb,,

2Viol,

(2.11)

T

solving (2.12) for ¢, and ¢, in terms of 1, and 7,,,
and then substituting the result into the expression
for n,,.

The TR behavior of the amplitude near the three
poles (2.6) can now be reexpressed in terms of the
invariants. The polynomial residue (2.8) can be
written as a polynomial in the n’s and s,, s,, s,:

R= E C"o 2711 4713 3Ny W12 N30 (7101)"01(7112)"‘2(7120)"20

X (s4)"0*M01+20( g JT1+"0L M2 (s, )"2* "2+ 20,
(2.14)

Because of the special relationship between the
channel invariants and the cosines in this limit
[see Egs. (2.11) and (2.12)], the polynomial (2.14)
still corresponds to a polynomial in the sines and
cosines as it should. Taking the TR limit (2.13)
selects the maximum powers of s,, s,, and s,.
From the constraint (2.9) we see that these are
just J;, J;, and J,, respectively. Therefore,

R =gy, N2s nzo)(so)‘ro(sl)"l(sg)"z R (2.15)
where
J
= ngy=ngp,Jy = Ngy ~n12,d5 " ngg =N NgyNy 200 (n01)"°1(n12)n12(7]20)"2° . (2 .16)
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The sum is constrained by (2.9) so that
Noy+Na0 S s

(2.17)

Mo+ Sy,

Mg +M1p < .

We will find it useful to rewrite the polynomial
(2.16) so as to exhibit the maximum powers of the
7’s. There are four different expressions depend-
ing on the relative size of the J’s. If for all 7, j,
k,

i+ = h, (2.18)
then we define
tg=do = Mgy = Mg,
iy=d) =N, =0y, (2.19)
iy =dy —Nyo =Nyy,
and write
=23 Cigiriz (1g,) ot 91792 tomi1+12)/2
ioein iz
X (1) (1* 92 d0=i1 iz + i0)/2
x(leo)("2+"°"1'i2’io+"1)/2 , (2.20)

where the sum over the i’s begins at zero and
runs over all positive values for which none of the
7’s has a negative or nonintegral power. If J, +d,
< J,, then we write

> : ~M12
Y= Z c?r‘z"'lz(nm)"l ' (17g0) 2772 (ﬂznﬂm.) ,

ipign g N2
(2.21)

where 7, and i, are defined as before. The third
and fourth expressions are similarly defined for
the cases J,+J4, < J; and Jy+dJ, <J,.

The existence of these four expressions is close-
ly related to a four-term expansion at general non-
integral angular momentum J;, as we shall see in
See. II.

D. Helicity-Pole Asymptotic Limit

The helicity -pole asymptotic limit (HP limit) is
defined in terms of the O(3) variables as follows:

cosb,, cos¢,, COSp, ==, (2.22)

€08 8y, COS by, £y, ¢, Ly, COSP,/cOS P, fixed.

The restriction cos¢, = cos¢, can be lifted to de-
fine a more general asymptotic limit., However,
for the application to the forward elastic 3-to-3
amplitude, the limit (2.22) is sufficient., With this
restriction it is possible to keep cos(¢, — ¢,) fixed.
As a consequence, in terms of the channel invari-
ants the HP limit is

HP: sg;, S20s Sos Mlors M20—~* 5
S1y Sz Sy2s Loy b1y bay M1, fixed;
(2.23)

This limit can be applied to the forward amplitude
(Fig. 1) by putting

No1/Mz0s So1/S20 fixed.

to=8,,=0,

(2.24)
So1=S$,
S20=S,
So=M?,
where the variables on the right are defined and
this application is discussed further in Sec. V.

In the HP limit the channel invariants are related
to the cosines as follows:

- 2A1/2(tm mAZ’ mAIZ) Allz(tl, mBZ’ mB’2)
Sor oV, oV,

X cos6,cosf,coso,,

L2MVR( mg? my) AR (y, meE mg P

Sae N ___22#2_(:__
X cos §, cos 6, cose,, (2.25)
. =2\2 (¢, m 2 myR) A—O—L—l—l/z(t by ) cosb,,

oI, w1,
o~ = AV3(t, mg®, mp?)/2VE,  cosb, cosg,
ot N2 (8o ¢y, tz)/2; lo S1 ’
LN, m? me?)/2VE, cosb,cos g,
Mo NT2(E0 1, 1)/ 2V, 52 :

Since s, S,5, and s, are proportional to cosines
and sines in this limit, the polynomial residue (2.8)
can now be written

R =Z>Cno,nl,n2;n01,n12,n20 (SOI/SO)"Ol (szo/so)nzo
X ($15)™M2 (54)"0*"01%720 ()1 (s5,)"2 . (2.26)

The HP limit selects the maximum powers of s,
and s,,/s,. Since s,,/s,, is fixed in this limit, the
leading term is the one with the maximum value

of ny+ng, +n,, and ny, +n,, subject to the constraints
(2.9). If J, +d,<J;, the leading asymptotic term is
just

Cromd1=43 0,0:01,0,% (S01/50)"1(S20/50)2(s0)%0 . (2.27)
If J, +J, =, it is a polynomial

ney misoy 011,72 3 g1sdp “Mo1, 712
X (S01/50)"01(850/54)% 01

X (8o)%(s,5)"2(s,)"(s,)"2 (2.28)
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with the constraints
Ny +n,+0y S,
Mg+ 7y +(dy =70y) < (2.29)
Mgy Sy«

Thus in the HP limit there are two types of con-
tributions to the asymptotic behavior depending on
the relative size of J; and J; +J,. The second term
has no dependence on s, (=M?),

The existence of these two distinct contributions
has a close correspondence to the two-term ex-
pansion of the DRM in the helicity-pole limit for
arbitrary nonintegral angular momenta as we shall
see in Sec. IV,

E. Relationship Between the Limits

Although they are quite different limits, the TR
and HP limits can be related to a common asymp-
totic limit. This helps to draw a connection be-
tween them. Starting with the TR limit (2.13), we
take 1,, and 1,, to infinity so that 7n,, is fixed. This
defines a hybrid limit, the TR-HP limit:

TR-HP: Sy, S12, S20s Sos S15 S5 Tows M20~ % 5

T2y Los Ly Loy So1/S200 Mor/Mao» fixed.
(2.30)

Assuming the order of limits can be interchanged,
one obtains the same limit starting with the HP
limit (2.23) and taking s;, s,, and s,, to infinity
with 7,, fixed. In fact the order of limits can be
interchanged in the DRM, giving the same result.
Comparing the HP behavior (2.27) and (2.28) with

the TR behavior (2.20), (2.21), and its analogs, we
see that they both lead to the same TR-HP expres-
sion. For J, +J, sJ, Eq. (2.21) yields, in the limit
Moy Mao —~ = and 7y,/7z0, M1 fixed, the expression

Co0 (56)%0(501/50)"1(S30/50) 2 « (2.31)

This is the same as the expression (2.27), since
C800=Csy=s,-40,0: 0,5 + The other three TR ex-
pressions [(2.20) and the analogs to (2.21)] corre-
spond to the second HP expression (2.28) for
J,+4 = J,. All expressions yield

E C°-~’1 =ng1=n12,J2 =ny2 =Jo+no1 ; Mo1,"12 90 ~MOL
n12,M01

X ($01/8051)"01(S30/50S2) 0701 (515/5,5,)"12
X (s0)70(s,)"1(s2) %, (2.32)
where
Ry +Rg, SJ),
Mg+ (o =) S &, (2.33)
Ny <y .

It is interesting that Eq. (2.31), obtained by
taking the HP limit of the TR behavior agrees with
the HP behavior (2.27) without any additional ma-
nipulation. The TR-HP behavior applies for as-
ymptotic s,, s,, and s;,. However, the leading
term for J, +J, <J, is independent of these variables
in the HP limit. When continued away from the
poles in ¢y, ¢, and ¢,, it is the only term contrib-
uting to the discontinuity in s,= M? as we shall see
in Sec. V. This explains why the TR analysis gives
the same result as the HP analysis for the pro-
duction cross section.

III. TRIPLE-REGGE VERTEX IN THE DUAL-RESONANCE MODEL

In this section we study the structure of the triple-Regge vertex in the DRM. We derive an expression for
the vertex which exhibits its singularities in the 7;;. These singularities are shown to have a natural inter-
pretation in terms of the singularity structure in the asymptotic invariants. We use this expression to dis-
cuss the threshold [A(¢,, ¢,, £,) =0] behavior of the triple-Regge vertex and amplitude.

Mathematically speaking, the work in this and the following section can be regarded as a study of a cer-
tain generalization of the well-known hypergeometric functions to functions of several variables. For com-
parison, in Appendix A we have discussed these well-known functions in a manner corresponding step-by-
step to that used below for their generalizations. At each step one can verify that the results here can be
reduced to those of Appendix A by taking the residue of the pole at a,=0.

We first determine the triple-Regge vertex from the asymptotic limit of the six-point generalized beta
function, B,;. A convenient expression for B, is

1 A1 a1
Bs=f f f dxodx,dx, x,~ 171 = x,) =401 =1y =(Se)=1(]  x ) =G0 x, =% =I(] — x, )" X(Sg0) -1
0 (4] (o]

X (1 = ) "D 01 * e0(1 — 10, ~(0)* X300+ (1 — ) o120 ) v lsy) =g (3.1)

where a;=a(;). We first take the single asymptotic limit, cos6,—~ (s,, So;, Szo—~ ) making the usual ex-
ponentiation substitution x,=1+y,/a(s,).
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1 1
BS~ (—so)aﬂ f f dxldxz xl_al-l (1 __xl)-a(sl)+ =1 xz-ae-!. (1 - xz)-a(32)+a0-1 (1 _xlxz)-a(slz)+a(sl)+ a(sg)=og
0 o
f dypy,™0"" exp (~y, -2 ——Ly -0 Ty, (3.2)
So 1-x So L=%
Equation (3.2) is the starting point for both the triple-Regge and helicity -pole limits. In the triple-Regge
limit, cos6, and cosf,—~=, we find!':?
B~ (=50)%0(=5,)*1(~s;) f j j dy,dy,dy, y,~ %"t y, "1™l y, %27  exp (=¥o = ¥1 = Y2 + M1 VoY1 + M2 ¥1¥2 +NaoY2Yo)
(1] 1] 0

= (=8,) %0(=5,) “U(=52) 2 V(ag, @;, @2; Ny, Mizs Nz0)- (3.3)

The integral representation (3.3) for V is defined for 7;,<0. In order to continue to 7;;>0, we need a dif-
ferent integral representation. To obtain such a representation we use successively the Mellin-Barnes in-
tegral®*

o0
T(-a)(1-2)%= 5 [ arrca ey, (3.4)
- § 00
to obtain
V= j f dy,dy, ;7171 y, 727 exp(=y; = ¥p + MY V) T(=ao)(1 = 1o, 3 = Tao¥2) “©

- 1 i v \
= f f dy,dy, yx_al-l ¥, %2 ! exp(—y;, = ¥, +11291Y2) oni f dtT(-a, +t)1"(—t)(—nm)’ ylt (1 + Tz _2>
(R Tl Jeiw Tor Y1

- f f dy,dy, y,"17F 9,727 exp(=y; = ¥ + M12¥12)
o Jo

1 2 ieo i , , X
X (E’E) j_‘m dp j;im dr T(=ay+7 +p)T(=p)T(=7)y," v, (=N61)? (=730)" (setting p=¢—7)

U}

(2—1—_> f dyzf dpf dr y,”%2* " e™2 I —agy +7 + p)T(=p)T(=r)T(=a, +p)(1 - mz)’z)""’(-ﬂm) (=nz0)"

me
i
~(557) [ [T aa [ drricager+picay +p+aT(-ay g + DI (-OT(N 0 (71" ()"

(3.5)

The interchanges of integrals made in obtaining (3.5) are allowed for certain ranges of the ;. Continuation
to all ¢; can then be made if the contours are distorted away from the singularities in the integrand. This
leads to the prescription that the contours in (3.5) are to be taken so that the singularities in the first three
T functions lie to the left of all contours whereas the singularities in the last three I' functions lie to the
right.

If the contours are shifted to the right in (3.5), an asymptotic expansion for V for small 7;; is obtained:

v~ E [(=ag+k+i)[(=a, +i+j)T(~- a2+]+k) -ﬁlﬂkz?- (3.6)
i,d,k =0
Although an identical expression is obtained by expanding the last three exponentials in (3.3) we cannot
prove (3.5) by passing from (3.3) to (3.6) to (3.5). This is because (3.5) is an equality whereas (3.6) is only
an asymptotic expansion since the contours cannot be closed in the right-half planes due to the behavior of
the integrand, e.g., ~(pn,,)° as |p|—~w=.

A more interesting and useful representation for V is obtained by closing the contours in a different man-
ner: roughly speaking, in the left-half planes. We can first close the p contour in the left-half plane (for
all 7,,), since the integrand behaves like (pn,,)* as noted above. We obtain two contributions, one from the
poles in each of the first two I'" functions in the integrand. In the first contribution we can close the ¢ con-
tour to the left as the integrand behaves like ¢°. From closing the contour we obtain two terms. In the one
from the second I' function we can close the » contour to the left (the integrand behaves like »”). In the one
from the third T" function we can close the » contour to the right (the integrand behaves like »~7), Similar
manipulations can be made for the second contribution from closing the p contour. Care must be taken in
these manipulations to take proper account of the effect of moving the contour in one variable on the singu-
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larities in the other variables. The net result of the contortions outlined above is

L)

, , L 1 mi =i Mool V*
V= (""ox)al("nzo)az F(-ax + z+k)r(—az +J +k)r‘(a1 tQ;— Qg ~1-] - 2k) lT]Tk—' Mor ™" Mao i (M)

i,5,k=0 e
o o - ; ; j—i -2 1 -i - _m_xzn n \
+(=my2)%2(=7,,)%0 “Zh:ol"(—az +i+R)(~ay+j+R)[(ay+ay—a, —i—j —2F) W e~ Mos Tao
o 1 . n ,rl -2
+(=Mp0)*0(=1,5)%1 ”Zh:-ol‘(—ao+ i+k)(~a, +j+R)(ay+a, —a, — i—j —2Fk) TN Moo~ Mz ™’ ("‘;’tm)
+ %(__nm)(.xo+al-a2)/2 (_7712)(‘11+a2-a°)/2 (_nzo)(zx2+a°-al)/2
X Z (2=, =, = i+j+R) T(3a, —a, —ay—j+i+R) T(3(ay - ag— oy =k +i+j))
i,4,k=0
_1)i+i+k \—i/2 -j/2 ~k/2
N i (_ nzgnm> (_ng,n,z ) (_n,gnm> . (3.7)
iljlk! e N20 Tlox

Each of the triply infinite sums in (3.7) is a holomorphic function in the finite planes of the variables raised
to the powers 7, j, and k [e.g., 16,™", 73", and (n,gMgy/My,) ™ in the first term and (= NaoMor/M12) ™2, ete.
in the last term]. This should seem plausible from a cursory examination, since using Stirling’s formula
for the I' functions and factorials shows that the coefficients of the first three sums behave like i~!j~/&~*
and the last like ~%/2j=#/2p~*/2, A more careful study shows that each sum is indeed uniformly convergent
for all finite values of the variables when the o, and the a; +a; — 2, are nonintegral. Uniform convergence
assures holomorphy.

The four terms in (3.7) correspond one-to-one to the four terms in (2.20) and (2.21) for integral angular
momentum. Away from the poles the four terms coexist simultaneously in the asymptotic behavior, where-
as at the poles only one or two contribute according to the relative sizes of d;, J;, and . This correspon-
dence is very intriguing since it suggests that in multiple angular momentum continuations the multiple
Sommerfeld-Watson transforms should be taken separately on the various terms satisfying the inequalities
J; +J; < d,, etc. discussed in Sec. II. It would be very interesting to study whether or not this feature is
more general than the DRM.

The origin of the spurious singularities® at integral values of a;+a; - a, in the individual terms in (3.7)
can be understood in the continuation away from integral angular momentum of the usual nonsense zeros
present in the DRM. To see this, consider the residue of the double pole at a, =J, and @, =4 in (3.7). Only
the first term contributes:

Resq -y ia,-q, V= > [tk —i=R)I(h—j—k)I]™

ikjitk=J ;j+k= £

X(=1)"* (=g +d, +dy = i =] = 2R) g 17 T Ry R (3.8)

2
From (2.7) and (2.12) we see that the maximum helicity Ao =2(J; +J;) receives contributions from only
i=j=k=0. The coefficient of this term is I'(~a, +J; +J;) and thus there are no poles in a, for nonsense
states (J,< |x,|=d, +&). Similar arguments apply to helicities || <d, +4. Thus the I functions like I'(-a,
+a, +a,) can be regarded as natural continuations of those like I'(~a,+J; +J,) away from the integers. We
note that the 7;; also provide in a natural way the kinematic singularities of helicity amplitudes at £; =0 and
threshold [see Eq. (2.12)].

The four terms in (3.7) also have a very nice physical interpretation in terms of the singularity structure
in the asymptotic variables. The cuts in the 7; ; exhibited in (3.7) are asymptotic representations of the
poles in the s; and s;;. Let us study the cut structure in the s; and s; ; implied by the cuts in 7;; by com-
bining (3.4) and (3.7) and using the definition of n,, (2.3):

By~ (=5,)%07%17% (=54,)*1(=5,0)*2 ['(=a,)[(=a,) (@, +a, —a,)
+(=8,)"17% % (=5,)%2(=54,)"0 ['(~a,)T(~a,)T(a, + a, — a,)
+(=55)"27%0 7% (=850)0(=5,,)"1 T(~a,)T(~a,)T(a, +a, - a,)
+2(=50;) (0T 1722 (g (X Feg=0)/2 (g, Y@ tao=a)/2 [(Y(q, ~ ap — a,)) D(za, - a, - a,) T(3(a, - o, —ay)) .

(3.9)
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The terms in (3.9) correspond to cuts in the four
possible combinations of nonoverlapping asymptot-
ic variables —see Fig. 3. These are the only mul-
tiple-cut configurations allowed since the DRM
does not have poles (asymptotically cuts) in over-
lapping variables. Thus asymptotically B, splits
into a sum of terms corresponding to the various
possible tree diagrams exhibiting singularities in
the asymptctic variables. Duality forbids such a
decomposition in the nonasymptotic region since
the sum over poles in one variable will produce
poles in overlapping variables. In (3.9) we have
written only the leading terms in the sums in (3.7).
The holomorphy of the infinite sums in the speci-
fied variables assures that they do not have singu-
larities in variables other than those which already
have singularities exhibited in (3.9), [They may
(and probably do) have further singularities in
those variables, however.] For example, since

(= M2oNo1/ M) ™% = 8¢(=812/820501)"/%, ete., the last
sum has no singularities in s;, s,, and s, and thus
the full contribution of the last term has singulari-
ties only in sy, s;,, and s,,. In Sec. VI, we will
discuss why we believe the existence of a decom-
position of the form (3.9) may be a general proper-

ty of scattering amplitudes independent of the DRM.

To conclude this section we use (3.7) to study the
threshold behavior of_ the triple vertex. By thresh-
old we mean Vi; =+VE; +Vf, , i.e., Ay, ¢, £,)=0, at
fixed values of the group variables, ¢;. Since
Mg;”t <A, the terms with i=j=%k=0 in (3.7) domi-
nate and V has four distinct possible behaviors:

V~A"o1"0% , A~z =0 , A%~ , A-(czo+a1+a2)/2’
(3.10)
with the dominant behavior depending on the rela-

J

tive sizes of the ¢;. The behavior is quite differ-
ent from the behavior suggested by Goddard and
White,® V~2°, Since we believe the form (3.7) is
general, we expect the general vertex to behave
like (3.10) rather than being constant.?® We note
that the first three terms in (3.10) are certainly
necessary to give the correct threshold dependence
for helicity amplitudes at the resonance poles in
two of the Regge trajectories. The singularities
in (3.10) arise because the limit X -0 has been
taken for fixed ¢; or, equivalently, fixed helicities
A;. The amplitude, of course, has no singularity
for A -0 for fixed s; and s;;.

IV. HELICITY-POLE LIMIT IN THE
DUAL-RESONANCE MODEL

In this section we study the helicity-pole limit
(2.23) in the DRM. The asymptotic behavior of B,
in this limit is calculated. The result is rather
more complicated than that of the triple-Regge
limit discussed in Sec. III, although it has a simi-
lar structure. This is due to the fact that only
three variables are asymptotic in this case rather
than six in the TR case (away from threshold and
the forward direction). The further asymptotic
limit s,, - could be taken on our final expression
(4.2) in order to obtain the general HP limit [see
discussion after (2.22)], but we shall not perform
the calculation here.

Our starting point is the single-Regge limit of
B, given in Eq. (3.2). The limit of interest (2.23)
is given by the further limit s,,/s;—~, s5,/5,~ .
To extract this limit we again make successive use
of the Mellin-Barnes formula (3.4). The steps be-
low follow those leading to Eq. (3.5) of Sec. III:

1 1
BG ~ (_so)ozof f dxldxz Xl-al_l (1 - xl)-a(sl)uxo—l xz-mz-l (1 - xz)-a(sz)+ao—1 (1 _xlxz)-ce (s12)+a(sy)+a(sp)=ag

o o

f dt T(~ag + )T~ t)(

=fo

1- xl)

+320 % )t
Sg (1=x,)

_(_s )aof f dxldxz =0t +p= 1(1 -x )-cc(s Yrag=p= 1 -oc2+r-1 (1 -x )—a(sz)+o(0-7-1(1 xx) a(syg)+o(sy)+a(sy)=ag

<2m> dp -[m dr T(-a,+7 +p) (—p)l"(—y)( 5 )p<§::->r

() [

D(ag+a(s,) —als;) = als,) +q)

L(-a, +p +q)T(—a(s,) +a, =p) T(-a,+q+7)T(—a(s,) + ag =7)
dpf dq[ & L(-a(s,) —a,+a,+q) y »

T(-a(s,) —a,+a,+q)

[(a, +a(s,,) —als,) - als,))

D=y 47 +p)D(-p)T(=g)T (-1 (S22 (S22
(4.1)

To make the last step we have expanded the factor (1 —x,x,) and used the integral representation of the

beta function.
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The greater complexity of the forward limit is easily appreciated by comparing (4.1) with (3.5). How-
ever, we can still obtain an expression which exhibits the leading behavior as sq,/Sg, Ss0/So— in much the
same way as we obtained (3.7). We follow the same sequence of contour closings as there, but at each step

we group together all contributions not analogous to the first term in (3.7). We thus obtain

o o 2
Bs’“(—so)"o(%u) ! (.s_szn> z Z T(-a,+i+R)(=a, +j+R) (@, +a, —ay— i—j — 2k)
o .

0 i,5,k=0

D(—a(s,) —a, +a,+i+RD(—a(s,) —a, +a,+j +k)

T(-a(s,) = a, + a, +R)(~als,) — a, + ay +k)

S20

Lo, +a(s,) = als)) — als,) +k) < _5_0_>"+k<__59_>j+k

T(a,+al(s,,) —als,) —als,))iljlk!

So1

o 1 1
+Z f f dxldxz xl_al-l (1 - xl)-a(sl)-l xz-az-x (1 _xz)-a(s2)-1 (1 _xlxz)-a(s12)+a(sl)+a(sz)-ao

i=0 Y0 0

X[(=801)%; (1 = %) +(=850)%5(1 = x,)]%0 Z.—llf‘(—oz0 +1) [(—ﬁm>——x“'—- +<— §zn) (l_izx_z)]- R

where in the second term we have reintroduced the
integral representation of the beta function. We
expect the sums above to have singularities in
So/Se1 and sy/s,, (in contrast to the sums of Sec.
II), since the contour closings can only be carried
out for |sy/sq, |, [S¢/S20|<1. This is the case in the
double-Regge special case discussed in Appen-
dix A.

Nonleading terms have been kept in (4.2) so that
the result can be compared to the triple-Regge
result. Indeed, in the subsequent limit s,, s,,

Sy, — with the 7n;; fixed, (4.2) does go over into
(3.3) with (3.7). The limit calculated here essen-
tially corresponds to the triple-Regge limit with

B c'
B c’
s Si2
0
B’ Soi Sz20 C c
8’ S
Soi
A AI Al
A
B ¢’
B c'
Sy
2 Si2
BI
S
2 [ ) Soi
20 B S20 c
A A a'

Al

FIG. 3. Diagrammatic representation of asymptotic
singularity structure of triple-Regge vertex.

So /(L =x,) So

(4.2)

Nows Nao = ©, i.€., the TR-HP limit (2.30). The com-
parison of the limits is particularly easy to make
in the case s, «s,,: The two terms in (4.2) are
then easily seen to arise from the singularities in

t from I'(-a,+¢) and from singularities of the in-
tegral from x, = x,~0; a similar analysis applies
to the second equation of (3.5). We remark that

the sum over i cannot be done in (4.2) to give a
factor

-1
P(—ao)[1+(§m X +§ZQ X2 > ]ao’

So 1=%, sy 1=-x,

since the series does not converge for x, = x, ~ 0;
if the sum could be done one would recover the full
amplitude Bg.

We now discuss the interpretation of (4.2). It is
impossible to define a “helicity-pole vertex” from
(4.2.) for two reasons. First, there is more than
one power of the asymptotic variables s,,/s, and
S20/S, Present so there are several different singu-
larities in the helicity plane!* (specifically, poles
at a, + a, and @, for sy, «s,,). It would be more
reasonable to define a vertex for each different
singularity (asymptotic power). Second, and more
important, the dependence on the external lines
does not factor out in the second term in (4.2).27
As we discuss in greater detail below, this term
has singularities in the nonasymptotic variables
S;, S;, and s;, which overlap the clusters attached
to o, and a,. Thus, for example, different “ver-
tices” would be obtained for different numbers of
lines in these clusters. However, in leading order
only the first term has a discontinuity in s, and its
dependence on the clusters factorizes off. As we
will see in Sec. V, this has the important conse-
quence that it does make sense to talk of a factored
vertex in the application to inclusive cross sections
since it involves this discontinuity.
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The first term in (4.2) has simultaneous poles at
o, =J, and o, =J,. It also has a set of spurious
singularities at integral o, - a, ~ @,. However, it
has no singularities in s,, s,, and s, (at least for
a finite number of terms in the sums), since the
three ratios of I' functions yield polynomials. The
absence of singularities in these variables is, of
course, necessary since this term has a cut in the
overlapping variable s,.

The second term has a structure similar to a B,
function and contains the poles in s,, s,, and s,,.
The leading term in (4.2) (i=0) has poles from the
various regions of integration as follows:

=0, a,=J,
%~0, a,=d,

x,~%~0, a,-a,-a,=-N,

%=1, a(s,)=N,, (4.3)
%=1, a(s,)=N,,

R x~1, alsp)=N,.

One sees that the first three contributions given in
(4.3) correspond to the second, third, and fourth
terms in (3.7) or (3.8): Indeed, they behave like
(=s01)%0, (=s50)%0, and (—501)((’((’.'-ml—dz)/2

X (=850)(¥0*%2=%1)/2 ' regpectively. In the limit we
are interested in s;, «s,, and all three contribu-
tions behave like s,,%0ccs,,%0, The only “spurious”
singularity (that in a, — @, - a,) cancels against the
corresponding singularity in the first term of (4.2).
It is important to note that this term does not have
a simultaneous singularity at o, =J; and a, =J, and
thus does not contribute to the resonance scatter-
ing amplitude defined by that limit.

Finally, as has been mentioned in passing above,
the relationship between the triple-Regge and hel-
icity -pole limits discussed in Sec. IIE can be ex-
plicitly verified in the DRM using (3.7), (4.2), and
various intermediate expressions.

V. APPLICATION TO SINGLE-PARTICLE
PRODUCTION

Consider the inclusive process
a+b - x +anything,

where the total energy squared of a and b is s, the
mass squared of anything is M2, and the invariant
momentum transfer squared between b and x is ¢.
The cross section for this process is given by the
M? discontinuity of the six-line amplitude shown in
Fig. 1.°:%:2® We recognize the high-energy limit
near the boundary of the phase space of x (M2,
s/M?, §/M?~x) as a forward helicity -pole limit
of this amplitude* as defined in Sec. II, Egs. (2.23)
and (2.24). The DRM result is thus obtained by

taking the M? (=s,) discontinuity of (4.2),'¢:%"
do I I a1<”<_§_ 2 ()
aays) s M) °(M2) wz) SO

X & (5 (OT(~a, (1) T(~a,(2),
(5.1)
where
F()=1/T(=a,(t) = a() +a,+1),

and we have suppressed kinematic factors. The
signature factors £,(¢) and &,(f) come from inter-
changing p, and p, and p,, and p,..

The interesting observation has recently been
made?® that 7(¢) in (5.1) must vanish at £=0, if all
three trajectories a; have unit intercepts as might
be expected if they are Pomeranchukons, This re-
sult is basically the consequence of unitarity in the
“direct channel” (e.g., a+b—~a+b).

A particularly simple demonstration of this re-
sult is based on the fact that the integral of (5.1)
over a restricted range of phase space must be
less than the total cross section:

do 2,
fbf Ta(M7]5) WAM?/s)=nD) 0, (5.2)

where (n(D)) is the average number of particles
found in the volume D of phase space. The average
number of particles carrying more than half the
total energy is less than one by energy conserva-
tion.?® The fraction of the total energy carried off
by particle x in the lab system is

E,/E,,~1-M?/s (5.3)
for large M? and s. Therefore,
1/N 0 do
szsfdt———«J, 5.4
Lo 2007/5) [ et Gz 54

where N>2 and M? is a constant. If we put

a;()=1+a’t

and
FOT(=a (T (=ay(t) £,(DE, () =A™ (5.5)
in (5.1) and substitute the result into (5.4) we get
_A . [b+2a’In(s/M?)
2a’ln[ b+2a’InN ]<0' (5.6)

If the total cross section is also dominated by the
Pomeranchukon, o ~const and (5.6) cannot be satis-
fied for asymptotic s.

It seems remarkable that the DRM result (5.1) in-
deed has this zero.'”® Let us discuss its origin in
the model. The zero comes from [I'(-a, — @, + @,
+1)]™* which arises from the factor I'(a, + a, — a,)
in (4.2) and sinn(a, — @, — @,) coming from the dis-
continuity in M2, As we discussed in Sec. III around
Eq. (3.8), the factor I'(a, +a, - a,) is the continua-
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tion away from integral angular momentum of the
nonsense zeros, Thus the zero in the DRM reflects
the absence of nonsense poles at Jy=dJ, +J, =n
(n=1,2,3,...) in the helicity amplitude with |x|

=dJ; +d5.

This mechanism for producing a zero in f(¢) is,
of course, more general than the DRM. Consider
the amplitude of Fig. 1 for @, =J, and a,=4. It will
be a polynomial in

s/M?*~A +(B+C cos¢,) cosé,,
5/M*~A + (B +C cos¢,) cosb,,

s;=A,+B,cosé,,
S;=A,+B,c0s0,, (5.7)
S12=A,,+B,,c086, +C,, coséb,

+[D s +E,, cos(¢, — ¢,)] cosé, cosé,,

where we have taken cos,~« [see (2.25)]. Thus
(s/M?)*M can contribute to helicity amplitudes for
the J; angular momentum with helicity up to A, and,
by angular momentum conservation (A,=2, ~ ),
makes a contribution of up to A, units in the helicity
for the J, angular momentum. On the other hand,
s,,* makes equal contributions to A,. Hence the
amplitude with maximal helicities (|x,|=d;, A=,
|| = +&) is proportional to the term in the poly-
nomial with (s/M2)"1(s/M?)”%2, that is, the dominant
term for s/M?,5/M? -, In other words, the hel-
icity -pole limit picks out the amplitude with maxi-
mal helicity for J,. Thus we expect the behavior

D(J; +dy = a)(M?)%o(s /M?) 1 (5/M?) %2, (5.8)

assuming the Regge trajectory a, chooses sense.
The natural continuation of (5.8) away from inte-
gers then produces the zero in the discontinuity.
This is only intended to be a plausibility argument,
since we do not know how to make a rigorous con-
tinuation from integral angular momentum, In par-
ticular, we have obtained only one of the two terms
in (4.2) [or of the four terms in (3.7)]. For reasons
not presently understood, fortunately this is pre-
cisely the term which has the desired discontinuity
in M2,

The mechanism we have been discussing for pro-
ducing the zero should be distinguished from the
more trivial mechanism of having the full triple-
Pomeranchukon vertex vanish at ¢;=0 for all hel-

J

B~ MO0/ MP) (s /M)

(M2)o(s/ M)

icities, i.e., an “over-all” zero in the vertex. Our
mechanism only requires that the [, |=|), =1,
|A1=2 part vanish.

In general, under what conditions does one ex-
pect the presence of nonsense zeros? In the case
of four-line amplitudes, the absence of wrong-
signature nonsense zeros requires singular Regge
residues. These singular residues are usually
correlated with the existence of fixed poles with
compensating singular residues and the presence
of third double-spectral functions.*®* Thus

B B0
W= 3700 " I-4

~ Y - Y
X, 7= a0l - 0] ~ T4, - al0)]
= _____________-'V )
[J- a())][J -]
where a(t,) =d,, implies

At(s, ) N2 —s)* () -

Y Y 3
&y = alt) ( Iy = a(t) (=s)"

and
Disc,A(s, ) < Disc, A*(s, £) ~ ys*(¥) =finite .

Furthermore, unitarity requires that the fixed
poles must be masked by moving Regge cuts, but
we shall neglect this complication. Assuming by
analogy a similar situation for the six-line ampli-
tude, where the angular momentum plane structure
is largely unknown, we are led to the suggestion
that the vanishing (or smallness) of the triple Po-
mevanchukon contribution to single particle pro-
duction is divectly covrelated with the absence (or
weakness) of a fixed pole with singular residue at
=1,

In order to show that this suggestion is not an
impossibility, we suggest a possible behavior for
the signatured six-line amplitude in the neighbor-
hood of ;=1 (s=3):

(M2)*o(s/M?)*1(s/M?)*2

At
(g =a, —a, +1)(a; = 1)(a, - 1)

B (MZ)—lsalsaz
(ag-a; —a,+1)(a, =1)(a, -1) ° (5.9)

This should be compared with the DRM result ob-
tained from (4.2),

(ao -a, - az)(a1 - 1)((12 - 1) - (ao -, - az)

Note the first term of (5.9) has a singular residue
leading to a finite f£(0). The second term has the

1 1
o -1, -1) " (g - 1(a, - 1)]'

(5.10)

behavior corresponding to a fixed pole at J,=1.

Equation (5.9) has been constructed to satisfy the
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requirement that the pole at ¢y=a,=a,=1 be ab-
sent since |x,| =2. This behavior should be com-
pared with the DRM behavior (5.10). The singular-
ity at o=, +a, cancels between the two terms
again except at o, =a,=1. However, 'in this case

it yields the allowed pole at a,=2.

Note added in proof. Equation (5.9) differs from
that of the original manuscript. Both are accept-
able according to the criteria discussed here.

We expect that, if the Pomeranchukon is a Regge
trajectory with pure Toller quantum number M=0,
the fixed pole will be absent. This is a rigorous
statement for four-line amplitudes as can be seen
as follows. M =0 means that only s-channel helic-
ity flip zero contributes at t=0. For unequal mas-
ses the crossing angles are 0 or 7 and so the ¢-
channel helicity flip is also zero. For equal mas-
ses the crossing angles are 37 so, in general,
most f-channel helicities will give nonvanishing
contributions to the asymptotic amplitude.?! How-
ever, if the s-channel amplitude is helicity inde-
pendent, the t-channel amplitude will also be pure
helicity -flip zero.*® In this case there are no non-
vanishing contributions for nonsense ¢-channel
helicities. This implies there are no singular
Regge residues and no fixed poles with singular
residues at J=1. The experimental evidence for
the M =0 nature of the Pomeranchukon is weak at
present since there are no beams available with
polarized high-spin particles. However, it has re-
cently been suggested that the M content can be
tested nicely in the inclusive cross section for
two-particle production.®

The suggested relation of (0)=0 to the absence
of fixed poles in the {,-channel angular momentum
plane is essentially a translation of the direct-
channel unitarity requirement into crossed-channel
language. In this respect it is very much like the
Froissart bound. Direct-channel unitarity is used
to derive the bound which can then be stated as a
requirement on the crossed-channel angular mo-
mentum plane structure a(0) <1 (for poles). Since
crossed-channel unitarity plays a vital role in de-
termining the allowed nature of these angular mo-
mentum plane singularities, this is, in effect, a
mutual constraint between direct-channel and
crossed-channel unitarity. This is particularly
true in the case considered here, since the exis-
tence of fixed poles is closely related by unitarity
to the existence of moving Regge cuts, etc.%

One must turn to models to gain insight into
whether or not f(0)=0. The crossed-channel struc-
ture assumed in the model will be crucial in the
answer. As we have discussed above, the usual
DRM has f(0)=0 because the model has nonsense
zeros and thus no fixed poles with singular resi-
dues. The Virasoro-Shapiro DRM** has no wrong-

signature zeros and thus fixed poles and we expect
that it will not give f(0)=0. (This could be obtained
only through a multiplicative zero, which would
make the full amplitude zero at ¢{; =0, an unphysical
result.)

Abarbanel et al.'® have calculated f(¢) directly
from the Amati-Bertocchi-Fubini-Stanghellini-
Tonin (ABFST) multiperipheral model.*®* They find
that f(0) does not vanish as required by unitarity if
the kernel strength is increased so that ap(0)=1.
Since the Pomeranchuk trajectory in their calcula-
tion is not generated self-consistently (i.e., the
Pomeranchuk trajectory in the input elastic ampli-
tude is not constrained to be the same as the
Pomeranchuk trajectory in the output absorptive
part), the resulting calculation need not, of course,
be consistent with direct-channel unitarity. Indeed,
without such a constraint, the model also predicts
a tachyon pole at J,=0, which again violates direct-
channel unitarity. Even if the model were self-con-
sistent so that direct-channel unitarity is satisfied,
the crossed-channel angular momentum structure
may not be consistent with crossed-channel unitar-
ity.

Finally, we note that the earliest model for f(¢),
that of Gribov and collaborators,* had f(0)=0. An
S-matrix development of this model has recently
been given by Bronzan.®’

We conclude this section by clearing up several
possible sources of confusion. The asymptotic
limit for single-particle production is often de-
scribed as a “triple-Regge limit”.* However,
strictly speaking, it is a helicity-pole limit, since
only three channel invariants become asymptotic,
not six as in the usual triple-Regge limit. A pos-
sible source of confusion arises from the fact that
vanishing kinematic factors® multiply the cos#d; in
the expressions (2.11) for s,, s,, and s,,, so that
these channel invariants remain finite even for
large cosé6;. Thus, if one were to define the triple-
Regge limit by asymptotic cos6;, the single-parti-
cle-production limit would indeed be a triple-Regge
limit. However, the Regge limit should in generaf
be defined as a limit where certain channel invari-
ants are asymptotic not where certain cosines are
asymptotic. This is because the mapping between
the channel invariants and the cosines is singular
at some points and we expect the amplitude to be
smooth in the channel invariants and not the co-
sines. The point of interest, (¢, ¢,, £,)=0, is
such a singular point (like =0 in unequal-mass
2-2 scattering). The Regge limit should still be
defined by (2.13) at this point.

Nevertheless, in the single-particle-production
application where the discontinuity in M? is taken,
the triple-Regge expression is the same as the
helicity-pole expression in the DRM and it thus
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may be reasonable to speak of the behavior as
“triple-Regge behavior”. We believe this result
may be general. Before the M? discontinuity is
taken, the HP expression (4.2) exhibits poles in
S5 Sp» and s,,, whereas the TR expression has as-
ymptotic Regge behavior in these invariants. How-
ever, the part of the amplitude that contributes to
the M’ discontinuity is a polynomial in s,, S,, and
S92, Since pole residues must be polynomials in
overlapping invariants. If, as in the DRM, the
helicity poles lie as high as possible, giving the
behavior (s/M?)*1(s/M?)*2, and if the HP and TR
limits are consistent with the same hybrid TR-HP
limit (2.30), then this polynomial must be a con-
stant, and the leading TR and HP behavior must
agree.’® If the HP expression agrees with the TR
expression for the M? discontinuity, we expect that
the dependence on the external clusters attached

to @, and @, will factor out. It then makes sense
to speak of a vertex as far as this application is
concerned.

We mention two other sources of possible confu-
sion. First, the formula (5.1) does not imply that
at a,=1 there must be a complete decoupling from
states of angular momentum J, and J, with J, + J,
>1. Only the nonsense helicities, |x,|>1, decou-
ple. One can easily see from (3.7) or (4.2) that
higher-order terms in the sums give sense cou-
plings. Second, we have argued that the helicities
of the trajectories @, and a, at £=0 are one for
unit intercept. This may appear mysterious in the
light of the fact that an M =0 object (like the Pome-
ranchukon or leading trajectories in the DRM)
should contribute only to helicity zero at £=0. The
resolution of this apparent contradiction lies in the
fact that these statements are made about helicities
in two different Lorentz frames. The helicity one
discussed here is in a frame where p,, p,, and p,
are collinear [see Eq. (2.1)] and

s/M? o« cosb, coso,, (5.11)

whereas the usual helicity is measured in a frame
where p, and p, are collinear (f{-channel center-of-
mass frame), where

s/M?ccosb, (5.12)

and 6, is now the {-channel center-of-mass scatter-
ing angle. In (5.11), s/M?2 clearly corresponds to
Jy=1, [x|=1, whereas in (5.12) it corresponds to
Jy=1, |x;|=0. We note that the crossing angle be-
tween the ¢ and s channel is zero in this case since
M?>m2,

VI. CONCLUSION

To what extent are the results from the DRM dis-
cussed in the above a general feature of six-point
amplitudes? Essentially, two ingredients are nec-

essary in order to obtain the four-term decompo-

sition of the triple-Regge vertex. First is the as-
sumption of simultaneous Regge asymptotic behav-
ior in the variables s,, s,, and s,, yielding the ex-
pression

7(7’01, Thas nzo)(_so)ao(-s1)al(_sz)a2 . (6-1)

Second is the tree-structure requirement that the
singularities in the asymptotic channel invariants
be separated in such a way that simultaneous dis-
continuities in overlapping asymptotic channel in-
variants do not occur. This statement includes a
separation of right- and left-hand singularities in
asymptotic channel invariants. Thus the behavior
of ¥ in the n’s is constrained so as to cancel
phases in s, s;, and s, in the appropriate pattern.
This is a natural feature of the dual-resonance
model, since simultaneous poles occur only in
“nonoverlapping” channel invariants. That it may
also be a general property of scattering amplitudes
is suggested by Stapp’s recent elucidation® of the
Steinmann relation for multiparticle amplitudes.?
It stipulates that there be no simultaneous discon-
tinuity in overlapping channel invariants that are
above their lowest threshold in the physical region.
The asymptotic tree-structure assumption need not
conflict with the existence of double discontinuities
required by unitarity, provided it is applied only to
asymptotic limits which avoid double-spectral re-
gions. An example of the application of this as-
sumption to the asymptotic behavior of the 2-to-3
scattering amplitude is given in Appendix B.

Simply requiring phases to cancel between the 7
and s dependence in (6.1) determines the asymptot-
ic behavior of y in the 1’s up to a polynomial in .
It is necessary to make an additional assumption to
fix the behavior uniquely. In the DRM only sense
couplings are permitted and the highest allowed
helicity couples. Assuming that the highest per-
missible helicity occurs is evidently sufficient to
produce the leading powers in the four-term de-
composition (3.7).

In Sec. IIE we noted that the TR and HP limits
can be related to a common asymptotic limit, the
TR-HP limit (2.30). This suggests a method for
determining the location of the singularities in
complex helicity: One takes the further limit
Sy Spy S12=  With n,, fixed on the HP limit and re-
quires it to be consistent with the further limit
To1s Mao—~ © With 7, fixed on the TR limit. The four-
term decomposition for the triple-Regge vertex
along with this uniformity-of-limits assumption
then fixes the allowed powers of sy,/s, and s,,/s,,
i.e., the helicity-pole positions. The general na-
ture of the four-term decomposition would thus
lead to a general structure of the HP asymptotic
behavior similar to Eq. (4.2).
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However, the position of the Regge poles in
Jyy J,, and J, is not enough to determine fully the
HP asymptotic behavior, since for the reasons
discussed in the above further information about
the helicity couplings is necessary to completely
determine the analytic structure of the triple-
Regge vertex. In the DRM only sense couplings
are permitted and the highest allowed helicity
couples which leads to the behavior (4.2). We
should emphasize that the existence of, for exam-
ple, nonsense couplings could well lead to different
helicity-pole locations.

The locations of dynamical poles in complex an-
gular momentum are determined solely by the
quantum numbers of the channel to which they cou-
ple. They do not depend upon the individual parti-
cles composing the channel. Thus one can think of
a “Regge exchange” in a diagram as an entity inde-
pendent of the vertices in the diagram. We find by
contrast that the locations of helicity poles depend
not only upon the quantum numbers of the channels
to which they couple, but also upon other quantum
numbers of the amplitude. It is therefore improper
to speak of a helicity-pole exchange diagram in the
usual sense of the phrase.

The Steinmann relation as applied here, if true,
could prove to be an enormously useful tool in
studying the Regge asymptotic behavior of multi-
particle scattering amplitudes. Other interesting
questions are raised by our study. Is it possible
that in order to construct a multiple Sommerfeld-
Watson transform it is necessary to distinguish
several partial sums over angular momenta of the
type discussed in Secs. II and III? What is the role
of signature in the asymptotic singularity structure
of the amplitude and what is its relation to the ana-

So Sy
{ 27 N3
a —— b
Sol
(a)
2 2 3
1
3 1
So Si
s
Soi o!
a b a b
(b) (c)

FIG. 4. (a) Diagram showing channel invariants for
the 2-to-3 amplitude. (b) and (c) Diagrammatic repre-
sentation of asymptotic singularity structure of double-
Regge vertex.

lytic structure of the triple vertex?% Does the
triple-Pomeranchuk zero suggest a deeper connec-
tion between direct- and crossed-channel unitarity ?
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APPENDIX A: THE DOUBLE-REGGE VERTEX IN THE DRM

The double-Regge vertex is considerably simpler than the triple-Regge vertex; yet it exhibits the same
general structure. It is therefore very useful as a guide, especially since it is simply related to the much-
studied hypergeometric and confluent hypergeometric functions. We thus hope this Appendix will help pro-
vide insight into the formulas in the text. The results below also provide a useful check of the results in
the text since the former should agree with the residue of the pole at @, =0 in the latter.

We first take the single-Regge limit of the five-point function [ Fig. 4(a)]:

1 1
B5 =f f dxodxl xo-ao-l (1 _xo)-cz(so)-l xl-al-l (1 - xl)-a (s;)=-1 (1 _xoxl)-a(301)+a(so)+a(sl)
4] (4]

1 «
~ (‘So)ao f; dxy %, "1 (1 = %)™ (5=t j; dy, yo“c[o-l €xp (‘370 +YoXy _STSQL yo"l) (A1)
o

= (=8p)*0T (- ) f ' dxy %, 717 (1 = x,) 72 C0=1 [1 = (1 = 50,/5,)x, |0 (A2)

T(=ap)I'(-a,)T(-a(s,))

= (=8 = sy —ap

2R (=0, —a;; —als,) - a,;; (1 -s,,/5,)). (A3)

Using (A1) to (A3), we can either study the double-Regge vertex by taking the further limit s; =« or the
analog of the helicity-pole behavior by taking the further limit sy,/s,~«. Rather than using (A3) and the
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known properties of the hypergeometric function, we study directly the integral representations (A1) and
(A2).
The double-Regge vertex is obtained easily with the usual exponentiation substitution x, =y,/-a(s,):

By~ (=s,)%(=s,)M1 f f dyody, y,~%07 y, "1™ exp(=y, = 3 +M0156¥1) (A4)
o Jo
= (—So)%(—sl)"‘lf'(—do)f dy, 3,717 e™1 (1 =g, y,)% (A5)
(3
=(=80)*0(=8,) 1T (=) T(=a, ) (=10, *1 ¥(~ay, @ = a, +1; =1/7,), (A6)

where ¥ is the usual confluent hypergeometric function.*

Let us study the 7, dependence of the double-Regge vertex V(a,, a,;1,,), that is, the integral in (A4),
using the integral representations (A4) and (A5). For example, from (A4) we can easily derive an asymp-
totic expansion for small 7,, by expanding the third term in the exponent,

I'(—ay+i)T(—a, +1)
il

Vi, @5 M0;) na‘!.o z Toa’ - (AT)
7
However, (A7) is only an asymptotic expansion and it is desirable to exhibit the 5,, dependence for all
Mo;- The standard trick used is to continue (A5) from 7, <0 where it is defined using the Mellin-Barnes
integral®*

foo

L(-a)(1-2z)*= E}r-z_ dr T'(=a +7)T(=r)(=2)", (A8)

i
where the contour separates the poles in I'(~a +7) from those in I'(~»). We find
o - 1 i
V(ag, ;M) =f dy, y," 17 e™ 277 . dr T(=ay +7)T(=r) (=15, 3,)"
o = o0
1 = ’
=37 dr T(=ay+7)T(=a, +7)T(=r)(-1,,)", (A9)
Liw
where the contour now separates the poles in the first two I functions from those in I'(—r).2 If we shift the
contour in (A9) to the right we obtain (A7). However, V is identically given by (A9), whereas (A7) is only
an asymptotic expansion. The reason for this is easy to see: The integrand of (A9) behaves like (n,,7)" as
|7| = and thus a semicircle in the right-half plane will not vanish and (A7) with an equality cannot obtain.
This behavior of the integrand, however, permits the closing of the contour in the left-half plane:

o

(- I - -1 - = (- AT _ _ _
V(Olo’a;;nol)=(‘7701)a02 ( a°+l) (aﬂ 4 Z) Moy +(—n01)“12 ( a1+l) (al (32 Z) i

= z! & i Tlox (A10)
= (=No) I (=), — a,)®(-ay, a; —ay+1; =1/1,,)
+ (=) 1T (~a )T (@, — a)®(-a,, g —a, +1; =1/1,,) . (A11)

The series in (A10) clearly define entire analytic functions of 7o, [this also follows from the known prop-
erties of & (Ref. 43)], and thus V has the singularities (-7,,)%0 and (-7,,)*: at the origin. These cuts are

asymptotic representations of the poles in s,, s;, and s, in B;. Combining (A4) and (A10) and using the
definition of 7,,, we find

B~ (=50;)%0(=5,)*17% I'(—ao)T (g = ;) +(=5g;)*1(=50)*0 %1 I(~a, ) (e, ~ a,) . (A12)
The two terms in (A12) correspond to the two possible combinations of singularities in nonoverlapping as-
ymptotic variables — see Figs. 4(b) and 4(c).'?

We note that each term has a singularity at o, =, whereas the sum does not. One can interpret this

“spurious” singularity as follows. The poles at a,=d, (or a, =J;) come from only one of the two terms in
(A12), i.e., the leading term is

L sg® (=s)*1"% T, - a,) (A13)
ao _Jo J':)! 1 0 1/ -

B, ~

The I'(J, - a,) in (A13) provides the nonsense zeros for a, <., appropriate to this term which corresponds
to helicity J, for the resonance of spin J, [see Eq. (2.11)]. Thus I'(a, - @,) can be regarded as a continuation
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of this behavior away from the poles. Such a spurious singularity can exist because it can be canceled by

the second term in (A12),%

We now study the behavior analogous to the helicity -pole limit. To obtain an expansion of (A2) useful for

large s,,/s,, we use the Mellin-Barnes integral (A8):

1 i Ty
Bs ~ (-So)do f dx; xl_al-l (1 - xl)_a(81)+ao-l L f dr F(-ao +r)F(—'r) <§‘QL> ( : )
| 2mi S So

Tox, (A14)

foo
=(_so)a05117—i‘[ dr T(=ay,+7)T(-a, +7)
foo

D(=a(s)+ag=7) o) <§“>

I(-a(s,) - a, +a,)

(A15)

So

where the contour separates the poles in the first two I functions from those in the second two.** For suf-
ficiently large s,,/s,, the contour can be closed in the left-half plane and we obtain for (A15)

(—SOL)QOZ Loy -0, = )T(~a(s;) + )T (=ay + i) (_s_g_

I T(—-als,) —a, +ay) So1

)

oy g -at (e, —oy = )T(-als)) —a; +ag + )T(-0, +1) (S )i
+(=80,)%1(=s,) lzi: IT(~a(s,) - a, +a,) Sor

(-ay)I(~a(s ) (a, - @)

(A16)

So1

=(=84;)%

L(-a(s,) - a; +a,)

2B(=a,, =als,); 1 +a, — ag; So/Sey)

+(=50,)"1(=so)% "1 I'(~a, ) (e, - @) F(=ay, —a(s)) = @, +ag; 1+, = a;;5,/55,)

(A17)

Equation (A17) could have been obtained directly from (A3) using the properties of the hypergeometric

function.*®

The interpretation of the two terms in (A16) is not so simple as that of the two terms in (A10). First,
since the series do not represent entire functions, the coefficients (—sy,)*° and (-s,,)%o(=s,)*"*1 do not
exhibit the entire singularity of the function. Second, even the coefficient of the leading power as sy, /s, -~
is much more complicated for the first term; indeed, it has the structure of a four-point function. This
more complicated structure is expected: Since af(s,) is not asymptotic, we should see its true pole struc-

ture,

Finally, we note that taking the limit s, -« (7,, fixed) on (A15), (A16), and (A17) yields (A9), (A10), and

(A11), respectively.

APPENDIX B: GENERAL STUDY Of THE
DOUBLE-REGGE VERTEX

We present here a general analysis of the dou-
ble-Regge vertex in the scalar five-line amplitude,
which reproduces in part the singularity structure
of the vertex function [Eq. (A11)] discussed in
Appendix A with a minimal set of assumptions.
These are

(i) double-Regge asymptotic behavior with mov-
ing Regge poles,

(ii) separation of overlapping channel singular-
ities, and

(iii) coupling of highest allowed but no higher
sense helicity.

According to assumption (i) the amplitude has the
asymptotic form

T~(so)a°(t°)(31)ul(tl) V(to, t13m), (B1)
where

=Su (=
n 51 (=70y)

and the invariants are defined as shown in Fig.
4(a).

With assumption (ii) we require, first, that there
be no simultaneous discontinuity in any overlapping
asymptotic channel invariant., This imposes a
much stronger condition on the scattering ampli-
tude than the Steinmann relation.5®:?° With this
assumption we first separate right- and left-hand
cuts in s,, s,, and s,, in the asymptotic limit and
write the part with all right-hand cuts

Ty ~ (=50)%0 (=8,)*1 Vi p(m) , (B2)

where the ¢’s are suppressed and V;, has only a
right-hand cut in 7. One might also think of 7y,
as an amplitude of positive signature in s, and s,.
With assumption (ii) we require, second, that
pole and branch-point singularities in channel in-
variants be asymptotically represented by a pure
power behavior such as that implied by the Regge
powers in (B1), and that there be 7o other kind of
singularity in the asymptotic invariants. (Strictly
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speaking, the branch-point singularities implied
by the Regge power behavior do not represent sin-
gularities in the usual complex-variable sense,

but describe the behavior of the function outside a
wedge drawn along the appropriate positive or neg-
ative real axis.) Putting together both parts of
assumption (ii), we then find that T3, can be ex-
pressed as a sum of two terms

Tpp~ (‘SO)BO(‘301)7° Vo(n) + (‘51)81("301)71 Vi(n),
(B3)

where V¥, and V; have no branch-point singularities
in n and are entire in 1 except, perhaps, at the
origin and infinity. The first term exhibits simul-
taneous singularities in s, and s,, and the second
in s, and s, as illustrated in Figs. 4(b) and 4(c).
Note that even though it is allowed by assumption
(ii), it is not possible to represent in the form
(B2) a simultaneous discontinuity in s,, and s,, the
third Dalitz subenergy, for general values of «,
and a,. A term (-s,,)8(~s,)’ would correspond to
(=sg)*(=s)*(-n)* with @ =B+y since sy, ~s, in the
double-Regge limit. This forces a,=a;.
Comparing (B3) with (B2), we see that

Var(n) = (=n)*1¥,(n) +(=n)*o Vi (n) (B4)
so that
Tr ~ (=80)%07%1 (=50, )1 V() + (=5,)*17%0(=s0,)* Vi (1) .
(B5)

We write the functions 7 and V] as follows:

Volag ay;m= D) adlag, an™,

==

Let us now consider the possible singularities of
a} and aj in ¢, and ¢, i.e., in o, and a,. (Here we
use the assumption that the poles are moving.)
Poles in ¢, and ¢, occur at the positions a,(¢,) =J,
and a,(¢,) =J,. Residues of poles in ¢, or o, must
be regular in s, and s, and residues of poles in

¢, or ¢, regular in s, and s,, since these over-
lap the channel invariant with the pole. Therefore,
from (B5) we see that poles at o, =J; are permitted
in ¥ and at o,=J, in V.

The residues of the poles at ¢, =J; in V] yield
helicity amplitudes for the four-line process with
only one spinning particle. Using arguments anal-
ogous to those of Sec. II above, we can show that
7 is linearly related to the cosine of the Toller
angle w, which is conjugate to the helicity at the
double-Regge vertex [see Egs. (2.7) and (2.12)].
Therefore, invoking assumption (iii), the pole at
o, =J; must be a polynomial in  with maximum
degree J;. The same goes for the pole at o, =-J,.
We write, therefore,

. 0 -
a‘,?(ao, al) = {F(z al)bt(ao: «,) for i20 (B7)

b?(ao, al) for ’i<0,

where b9 is regular at o, =J,. A similar expres-
sion holds for aj.

For a,+#J,, V; cannot have a pole in o, at J;,
since from (B5) the residue would have nonintegral
powers of s, and s;,. Therefore, only V, contrib-
utes to poles at o, =J; when a,#J,. Let us consid-
er the residue in T, of a simultaneous pole at
a, =d; and o, =J,, obtained by taking the a, residue
of the @, residue. (The order of taking the resi-
due must not affect the result.) The result is the

j (B6) following:
Vilag, ay3m) = 25 ailag an™.
J1 i
-1 .
Res, ., Res, _; Tyg= Resaoﬂn('so)%(‘sl)hZ(}%T)iT b (g, H)N"17E. (B8)
i=0 °

By assumption (iii), the maximum allowed power of 7 is the smaller of J;, and J;. Therefore, the only
bi(a, J,) with poles at a,=J, are those for which i>J, =dJ,. If we define C9 by

Y (ag, @) =T(e; — a, - 1)C:a,, a,),
then substituting into (B8), we get
1

71
= % J;
Res =y ReSq 2y Top=5,"5,1) %
i=p 1

0 Jy =i
_2)!(J0_*,1_‘_Jl)!ciJo,Jl)n1 ’

(B9)

(B10)

where p is 0 or J, ~J,, whichever is larger, and assumption (iii) is satisfied, provided C%(a,,J,) has no

poles in a,.

Wl}at other properties does C¢ have? One property follows from the requirement that the discontinuity of
Trr in s, must have no singularity in @,. This discontinuity is

Disc, Tpg ~sinm(ag = a,)s,0™%1 (=50,)%1 V.

Therefore, from (B6), (B7), and (B9),

(B11)
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sinm(a, - a,)T(a, = a, - 1)CHao, @,)
must have no poles in a, for any a,. If C] had poles canceling the zeros of the first two factors above,
assumption (iii) would be violated in (B10). Therefore, C¢ must have no singularities in a, for any arbi-
trary «,.*® The only singularities of C$ could be fixed (o, independent) singularities in «,. But these
would add superfluous singularities in o, in Tz, and are therefore forbidden.*
Writing the full expression for ¥, and V¥, we have
o . =1 -
Vola, a5 m) = E T(i-a,)(e;, —a,- i)C? (ag, a)n™+ 25 b?(ao: a)n ! ’
i=0 {==e
N (B12)
Vila, ay;m) =23 T(i- a,)T(a, = a, = £)Cilay, 011)71" +‘E bilao, al)n-i .
i=o ==
Further conditions on C$ and Cj result from the requirement that the spurious poles at «, = @, +» for non-
integral a, and integral » cancel in the full amplitude. This implies that
1
‘Ecg,‘," (ao, Q, +n)=m C%(ao, a, +n). (B13)
This condition is also sufficient to assure that the residue at the simultaneous poles a,=,, a, =4, is the
same as (B10), if taken in any order.
In the DRM, from (A10)
o 1
Cilay, al)=',l-—'- ’
’ (B14)

1
Cilay, a;) =77

and property (B13) is, of course, explicitly satisfied. In our general study these coefficients are arbitrary
except for the above-mentioned constraints, In addition, in the DRM 59:! =0 for ¢<0., This property as-
sures that ¥; and V| have no singularity for n -, and that the full vertex V is power-behaved in this lim-

it. However, we do not investigate further here the generality of such a property.

*This work supported in part through funds provided by
the U. S. Atomic Energy Commission under Contract No.
AT(30-1)-2098.
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