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Differential cross sections have been measured for large-angle p-p elastic scattering
at intermediate momenta in an experiment performed at the Argonne National Laboratory
Zero Gradient Synchrotron. A wire-spark-chamber detection system was employed. The
results are reported at 13 momenta between 1.5 and 5.5 GeV/c, and cover the angular
region 30 <0, ,,, =90°. The statistical accuracy of the data, presented in 2° bins in 6¢, p,,
is typically +4%. The data suggest slope changes in the fixed-6 . ,,,, cross sections near —¢
=0.8 and 3 (GeV/c)%, The results of attempts to interpret the data in terms of optical
models, the statistical model, the Regge-pole model, and a diffractive model are presented.
A Regge calculation which predicts the masses at which dibaryon resonances might be

expected to occur is outlined.

I. INTRODUCTION

The goal of this experiment was to make a de~
tailed investigation of the large-angle differential
cross section in p-p elastic scattering at interme-
diate momenta. This study has been prompted by
the somewhat unusual or unexpected results of
other experiments performed in recent years to-in-
vestigate the p-p interaction. These include (1) the
structure in the p-p polarization near -¢=0.7
(GeV/c) observed by Neal and Longo" and later
substantiated by Booth et al.,? (2) the small en-
hancement in the p-p total-cross-section measure-
ments by Bugg et al.® at Py~ 3 GeV/c, (3) the ap-
pearance of a secondary diffraction-like shoulder
in the CERN high-energy p-p angular-distribution
data,*-" and (4) the rapid change in slope of the
0..m. =90° cross sections near —£=6.5 (GeV/c)? ob-
served by Akerlof et al.®

This experiment was performed to search for any
features in the angular distribution which may be
correlated with the observed structure in the polar-
ization and total-cross-section data, to determine
the nature of the fixed-angle cross section at mo-
menta below those of Akerlof et al.,® and to deter-
mine if secondary diffraction-like behavior persists
at intermediate momenta. Data were collected at
13 incident proton momenta between 1.5 and 5.5
GeV/c in the c.m. angular region from 30° to 90°
with datum points spaced at 2° intervals. Typical
statistical accuracies of +4% have been obtained.
Partial results from this experiment have been re-
ported in Ref. 9.

In Sec. II the experimental procedure is outlined,
and the analysis of the data is described in Sec. III.
The results are presented in Sec. IV, and Sec. V is
devoted to the interpretation of the data.
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II. EXPERIMENTAL METHOD

The experiment was performed in secondary
beam number 1 of external proton beam I at the
Argonne National Laboratory Zero Gradient Syn-
chrotron. This is a doubly focused septum beam
with a momentum spread of ~1% full width at half-
maximum (FWHM) and an uncertainty in the cen-
tral momentum of less than 1%. During the experi-
ment, the beam spill had a 600-msec duration and
a repetition rate of approximately 1000 bursts per
hour. The beam intensity varied 30000 particles
(~15 000 protons) per burst at the lower momenta
to 70000 particles (=50 000 protons) per burst at
the higher momenta. '

The detection system used in the experiment con-
sisted of a combination of scintillation counters and
wire spark chambers employing magnetostrictive
readout.

A. Experimental Layout

A schematic of the layout of the equipment is
shown in Fig. 1. The beam enters from the left
and is incident on a 12-in. X1.75-in.-diam liquid-
hydrogen target. The solid figures represent poly-
styrene scintillation counters and the open figures
represent the spark chambers. The beam parti-
cles were detected by counters B, and B,. Counter
Ay had a 1-in.~diam hole through which the beam
passed. This served as a beam halo anticounter
which typically intercepted 5-15% of the beam. A
gas threshold Cerenkov counter (C;) was used to
logically separate protons from pions and leptons
in the beam. A beam proton then satisfied the log-
ic requirement B,B,A,C,.

Counters A,, A,, A;, and A, (A;and A, were lo-
cated above and below the target and are not shown
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in Fig. 1) were anticounters which covered most of
the solid angle not subtended by the detecting sys-
tem. The scattered particles were detected by at
least one counter in each of the two arrays (F,, F,,
F,, and S,, S,, S,) located downstream of the spark
chambers in the two final-state arms.

The logic signature which resulted in a trigger of
the spark chambers was B,B,A,C; FSA, where F,
S, and A represent the inclusively ORed result of
the respective individual array.

The laboratory polar-angle acceptance of the sys-
tem was from about 5° to 43° in the F (fast-proton)
arm and from 24° to 75° in the S (slow-proton) arm.
This corresponds to a ¢c.m. angular acceptance of
at least 30°< 6, ,, <90° at all momenta.

Elastic scatters in which counter F, is struck
correspond to small center-of-mass angles (near
6..m.=30°). This is the region in which the cross
section is relatively large at any particular energy.
In order to increase the large-angle statistics with-
out recording an exorbitant number of small -angle
scatters, part of the run time at most momenta
was used with F, not included in the logic.

B. Experimental Equipment

A total of twelve wire spark chambers were used
in the experiment, the number being equally divid--
ed among the following three sets of active areas:
8 in.X8 in., 17 in.X23 in., and 28 in. X36 in. The
chambers consisted of two parallel planes of wires
separated by a 3-in. G-10 phenolic (Fiberglas)
frame. The respective wire directions in the two
planes were orthogonal. The planes were made up
of parallel wires (0.005-in. -diam tempered beryl-
lium copper) with a separation of approximately 1
mm. A piece of 200-mesh stainless-steel wire
cloth was placed adjacent to each plane of chamber
wires in order to provide a uniform field within
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FIG. 1. The experimental layout.
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the chamber. In the experiment the chambers
were oriented so that all chamber wires were ver-
tical or horizontal; no provisions were made to
directly resolve multiple -spark ambiguities.

During the experiment, the chambers were con-
tinuously purged with a mixture of 90% neon and
10% helium gas. In order to suppress spurious
sparks, a small amount of isopropyl alcohol was
introduced into the gas mixture before it entered
the chamber. This was done by bubbling ~3% (by
volume) of the gas through an alcohol bath at room
temperature.

The spark-chamber trigger system consisted of
a master spark-gap driver/amplifier which re-
ceived the trigger command from the fast logic and
in turn provided a spark trigger to each of six
slave gaps, resulting in the application of a 7.5-kV
high-voltage pulse to the chambers. A 100 V clear-
ing field of opposite polarity to the pulse was main-
tained at all times in order to reduce the chamber
memory time to about 1.5 usec.

The resolution of the chambers was ~+1 mm.
This was determined by investigating the deviation
of sparks from fitted trajectories.

Prior to the beginning of the experiment, the ef-
ficiency of the individual chambers was measured
by placing each chamber in a relatively low-inten-
sity beam, defined by a scintillation-counter tele-
scope, and comparing the counter -telescope rate
with the reconstructed chamber event rate. This
indicated an efficiency of about (90 5)% for each
chamber, and it was nearly constant over the ac-
tive area of the chamber. :

The magnetostrictive readout and recording sys-
tem consisted of a Science Accessories Corpora-
tion digitizer interfaced with a Hewlett Packard
digital tape deck. Four digitizing scalers were as-
signed to each spark-chamber plane. When the
proper fast-logic requirements were satisfied, the
master control unit signaled the tape transport to
come to recording speed, and the contents of the
data input units (fixed data, tagging units, accu-
mulator scalers, and wire-spark-chamber scalers)
were sequentially strobed onto magnetic tape. The
tape transport operated in a continuous-write mode
until the master control indicated that the end of
scan had been reached. A total of approximately
20000 events were recorded on each magnetic tape.

The experiment was monitored off-line using an
Advanced Scientific Instruments Model 6020 com-
puter. A program which read the magnetic tape
and histogrammed the digitized scaler information
was run several times daily. This provided a de-
tailed check on chamber and readout-system oper-
ation.

In addition, the main analysis program was run
periodically. This too served as a system-opera-
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tion check and also gave some indication of the
number of background events being accepted so
that the run time at each momentum could be ad-
justed to meet the experimental goals.

III. ANALYSIS

The analysis of the data from this experiment
was performed on the Indiana University Pattern
Recognition Project’s Sigma 5 computer, and it
was conducted in four steps: (i) filtering and re-
construction, (ii) application of cuts and weighting
of each event according to the geometric detection
efficiency, (iii) background subtraction, and (iv)
application of corrections to the data. These items
will be discussed below. In addition, several meth-
ods have been used to check the internal consisten-
cy of the data. These will be briefly discussed in
Sec. I E.

A. Filtering and Reconstruction

The main analysis program first searched each
digitized wand output for the fiducial and counted
the number of sparks observed by that wand. If no
fiducial was found, this gap was assumed, in the
remainder of the reconstruction, to have no
sparks. It was demanded that of the four cham-
bers in the beam arm, at least three recorded the
passage of one and only one particle. If this con-
dition was not met, the offending event was dis-
carded and the total number of beam protons used
in the calculation of the differential cross section
was scaled down accordingly. The effect of this
requirement was to eliminate events with possible
multiple-beam tracks by eliminating about 5 to
10% of the recorded events. Of these discarded
events, about half failed due to lack of sparks and
the remainder due to scattering of sparks around
a fitted line. This latter condition indicated that
at least two beam particles entered the system
and different chambers were responding singly to
different particles. This procedure was not used
on the arms detecting the final-state particles.

It was required that at least one of the two final-
state detecting arms had at least two chambers
with one and only one spark, so that vertex con-
struction utilizing the beam trajectory was possi-
ble. In addition, the other arm must have had at
least a single acceptable spark. Cases where
there were less than two chambers in an arm with
one and only one spark were rare and attributable
to events of high multiplicity and to accidental co-
incidences in the F and S counters.

The interaction vertex was determined by the in-
tersection of the trajectories in the beam arm and
the final-state arm which had at least two cham-~
bers with one and only one spark. If both final-

state arms satisfied this condition, the beam arm
and slow arm (which makes the larger angle with
the beam and therefore determines a vertex posi-
tion more independent of the chamber resolution)
were used. The three-dimensional locations of all
possible combinations of sparks in the other arm
were determined and elastic-scattering kinematits
was used to select the spark lying closest to the
trajectory corresponding to elastic scattering. The
vector from the “known” vertex through this “se-
lected” spark was then accepted as the true trajec-
tory. All events were reconstructed in this man-
ner. However, only ~3% of the final elastic events
failed the more stringent requirement of having at
least two chambers in each of the final-state arms
with one and only one spark.

This procedure had the desirable effect of sim-
plifying the analysis in that multiple tracks in a
particular arm present many possible trajectories.
This selection procedure permitted an immediate
prediction of which of these trajectories should be
used. The undesirable feature was that it tended
to make randomly positioned sparks peak like elas-
tic scatters; that is, it tended to draw background
events toward the kinematic curve for elastic scat-
tering. The careful manual reconstruction of many
thousands of events verified that this did not pre-
sent any significant problem. This was due prima-
rily to the high chamber efficiency, to the small
number of spurious sparks in the chambers, and
the relatively small inelastic background.

B. Cuts and Detection Efficiency

The procedure used in placing the fiducial-vol-
ume cuts was (i) to discard all events for which the
reconstruction indicated the particle passed within
1 in. of the inside edge of a spark-chamber frame,
(ii) to discard all events for which the reconstruc-
tion indicated that the F and/or S counters were
struck within } in. or less of the outer counter
edge, and, finally, (iii) to reject events occurring
outside the target fiducial volume.

The target fiducial volume at each momentum
was determined from a study of the distribution of
reconstructed vertices. This resulted in the
choice of a cylindrical effective target with a di-
ameter at least 3 in. smaller than that of the actual
physical target. The actual target length was 12 in.
(including hemispherical end caps) but the upstream
end could not be seen by much of the system be-
cause of a brass target-mounting structure sur-
rounding this portion of the target. The effective
target length was taken to be 8.5 in., extending
from +5.0 to —3.5 in. from the target center, with
the positive sense being downstream.

The ¢.m. scattering angle for each event was de-
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termined from the laboratory angle of the particle
in the F arm of the apparatus. Each event satis-
fying the various cuts was weighted by the factor
1/(detection efficiency) for that particular c.m.
scattering angle.

C. Kinematic Restrictions and Background Subtraction

The final steps in the analysis consisted of bin-
ning the reconstructed events, applying the kine-
matic cuts and manually subtracting the back-
ground events from each bin.

Since no magnets were used in the experiment,
the remainder of the analysis depended upon the
two available kinematic constraints. These are
the coplanarity, 13b -(13F><13$), and the opening-
angle deviation from elastic-scattering kinematics,
g aared — gkinematic | Here P,, P,, and Pg represent
unit vectors in the direction of the beam, the fast
protons, and the slow protons, respectively.
gaured js the slow-proton laboratory angle as de-
termined in the reconstruction and g¥nematc js the
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FIG. 2. Coplanarity distribution for all reconstructed
events at 3.00 GeV/c. P,, Pp, and Pg are unit vectors
in the direction of the particles that enter the beam,
fast-proton, and slow-proton detection arms, respec-
tively.

E3

slow-proton laboratory angle predicted by using
elastic-scattering kinematics and the measured
laboratory angle of the fast proton.

First, all of the reconstructed events at a par-
ticular momentum were subjected to a 3-standard-
deviation coplanarity cut. Figure 2 shows the co-
planarity distribution for all events at 3.0 GeV/¢
which satisfy the fiducial volume cuts.

The remaining events were sorted into the ap-
propriate 2°bins in 6., . For each bin, the dis-
tribution in the angular deviation from elastic-
scattering kinematics was obtained. Figure 3
shows a typical opening-angle distribution at 3.0
GeV/c.

These histograms were used to determine the
background level, by extrapolating the tails (from
approximately +1.5 times the FWHM) under the
elastic peak. The resulting background subtrac-
tion at the lower momenta was typically less than
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FIG. 3. Opening-angle distribution for all reconstructed
events at 3.00 GeV/c with 38° <6, m, =40°. 9§ ig
the measured scattering angle for the particle that enters
the slow-proton detection arm. 6&nemfic ig the corre-
sponding angle predicted by elastic~-scattering kinematics
on the basis of the measured scattering angle of the

particle that enters the fast-proton detection arm.
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5%, increasing to a maximum of about 10% at 3.5
GeV/c and to nearly 50% at very large angles at
5.5 GeV/c.

The remaining events were then used in calculat-
ing the differential cross section for each bin from

_dg____F_le_
ae BAQ’

where N,, is the weighted number of events in
that bin, B is the total number of beam protons
(B,B,A,C; accumulated) at the particular momen-
tum, AQ is the solid-angle element (47sind, ., /
57.296 for a 2° c.m. bin centered at 6., ), and
where

1
ALy’
A, being Avogadro’s number, p the density of liq-
uid hydrogen (0.07 g/cm®), and L, the effective
target length in cm. This yields the differential
cross section in ub/sr.

F=10%

D. Corrections to the Data

Discussed briefly below are the various correc-
tions which have been applied to the data. Where
appropriate, the angular dependence of the correc-
tions has been taken into account.

1. Counter Inefficiencies

The efficiency of each counter was measured by
placing it in a beam defined by B,B,A,, and deter-
mining the ratio of counting rates

BBy A,C
15024 H> { 2
55,4 0
which gives the percent efficiency of the counter
C;. On the basis of these measurements, all cross
sections have been scaled up by 1% (+1%).

2. Incident-Beam Absovption

The recorded beam intensity (B,B,A,C ;) denotes
the proton flux at the upstream end of the target.
Owing to absorption, the intensity of the beam as
a function of position in the target is

= -x/L
I=[e ",

where I, is the incident intensity (B,B,A,C;), x is
the distance from the upstream end of the target,
and L, is the interaction length. Since L,>>12 in.,
the maximum dimension of the target, a constant
(energy-dependent) correction has been applied.

In the same manner, a constant correction has
been made for beam absorption in counter B, and
in the 0.010-in.-thick Mylar window of the target
through which the beam passed.

These three corrections total about 3.8%.

3. Nuclear Interaction of the Final-State Protons

Each scattered proton, in reaching the F and S
counters in order to produce a trigger, passed -
through liquid hydrogen in the target, four wire
spark chambers, and the surrounding air. In each
chamber the particles traversed a total of 0.010 in.
of Mylar, 0.004 in. of Aclar, an average thickness
of stainless steel (the wire mesh) of approximately
0.001 in., and an average thickness of copper (the
wires in the chambers) of about 0.001 in. All of
these thicknesses depend upon the scattering angle,
which has been suitably taken into account for each
0¢.m, bin.

The resulting correction was typically 4.5% for
the F arm and 1.8% for the S arm.

4. Beam Contamination

Corrections have been applied to the data to ac-
count for beam contamination arising from kaons,
pions, and leptons, which escape the Cerenkov
veto. The correction corresponding to the kaon
component in the beam was determined to be ap-
proximately 2%. A correction of 0.3% was applied
to account for the inefficiency of the Cerenkov
counter in vetoing pions and leptons in the beam.

5. Accidentals

A 1% correction has been applied to the data to
account for accidental counts due to chance satis-
faction of beam logic requirements, and for chance
anticounter vetoing of acceptable scatters.

6. Reconstruction and Chamber Inefficiency

In addition to loss of elastic scatters due to cham-
ber inefficiency, there is some loss due to inability
to obtain a proper reconstruction of events. This
is most serious in the case where one of the final-
state particle trajectories is determined by one of
the two pairs of chambers which are closely
spaced. The inherent scatter of sparks about the
actual particle trajectory in this case could have
the effects of producing a vertex located outside
the target and subsequent loss of the event when
the target cuts are applied. A correction of 2% has
been applied to correct for this loss. This value
was arrived at by carefully studying a large class
of such events.

The individual chamber efficiencies initially mea-
sured were found to be consistent with system effi-
ciency values arrived at by analyzing samples of
the data with individual chambers or parts of cham-
bers artificially eliminated. The system efficiency
was determined to be approximately 98%, indicat-
ing a 2% correction.
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7. Target-Empty Background

Numerous target-empty runs were made during
the experiment and the resulting data were subject-
ed to the standard analysis. The target-empty
events can be explained as originating from scat-
ters in the walls of the hydrogen target vessel and
from scatters in the residual hydrogen gas in the
target. The beam spot size and the spatial cuts on
the interaction vertex were such that target-empty
corrections to the data were unnecessary.

E. Checks

Several methods have been used to determine the
internal consistency of the method of analysis and
of the resulting data.

One procedure was frequently used to check the
fiducial volume of the detection system. This con-
sisted of subjecting the recorded events to the usu-
al reconstruction, and then histogramming the hor-
izontal and vertical coordinates of the point of in-
tersection of the reconstructed trajectory with the
planes of the F- and S-counter arrays. In this
manner, the location of the edges of the counters
(outside which no intersections would occur ideal-
ly) were accurately verified.

Two methods were used to investigate the man-
ual background-subtraction procedure and consis-
tency. The first was to reverse the order of ap-
plying the kinematic constraints by imposing the
opening-angle cut on the data prior to binning, and
then making the manual background subtractions
on the coplanarity distributions of the binned
events. At the lower energies, the two methods
gave very consistent results. Above 3.5 GeV/c
however, the latter method proved superior, since
the opening-angle distributions in some bins were
asymmetric, making an accurate background sub-
traction more difficult. This was due to these bins
falling close to the scintillation-counter edges.
The coplanarity distributions were symmetric,
however, and in these cases the final background
was determined from the coplanarity distributions.

The second method used to check the background
subtraction involved investigating the coplanarity
(opening angle) of the events lying outside the open-
ing-angle (coplanarity) cut used in determining the
background level. Peaking of these distributions
would have indicated the possibility of having elas-
tic events not included in the corresponding cut.

IV. RESULTS

The differential cross sections are presented in
Table I for the 13 incident proton momenta of this
experiment. The quoted errors include only the
combined statistical uncertainties in the signal (S)

[

and background (B) as calculated from

A(do/dQ) _(S+2B)*
do/dQ S

There is also a normalization uncertainty of +7% in
the data. This is due primarily to the uncertainty
in the corrections which have been applied to the
data.

The results are shown graphically in Fig. 4. The
lines drawn through the data are hand-drawn fits,
intended to guide the eye. The angular distribution
at each energy is quite smooth. We observe no
strong evidence for secondary diffraction-like be-

(pb/sr)

do/dQ2

® 1,50 GeV/c
=165
|_o 1.80
* 200
X 2,25
0 250
v 270
® 300
- 0O
0. 2.‘38
—o0 450
% 5.00
| ¢550

F—

| | | |

30 40 50 60 70 80 90
8..m. (degrees)

FIG. 4. Differential cross sections for p-p elastic
scattering between 1.5 and 5.5 GeV/c measured in the
present experiment. The smooth lines shown are hand-
drawn fits to the data. )
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havior as seen by Allaby et al.® at higher momenta.
The angular distribution at each energy is roughly
linear on this plot from 6.,  =30°, where these data
begin, to a c.m. angle corresponding to a constant
value of ~¢~0.7(GeV/c)?, where structure in the
polariZation is observed. Beyond this angle, the
distribution smoothly begins to flatten and approach
90° with a slope consistent with zero as required
by the Pauli principle. :

Figure 5 presents a comparison of our data at
3.0 and 5.0 GeV/c with those from two earlier ex-
periments of Clyde'® and Ankenbrandt et al.'* This
agreement is, in general, within the combined sta-
tistical and normalization uncertainties. However,
a systematic discrepancy appears to exist between
the data from this experiment and those of Clyde
at 3.0 GeV/c near 60° in the c.m. We observe a
slight shoulder [at about —¢=1 (GeV/c)?] reminis-
cent of the structure observed by Allaby et al.® in
this region while Clyde’s data remain relatively
flat from 90° to an unusually small angle at this
momentum.

The differential cross section at 90 as a func-
tion of —¢ is presented in Fig. 6. This figure sum-
marizes most of the existing 90° data between —¢
=0.5 and -£=10 (GeV/c)®. We show a break ob-
served by Akerlof et al.® near —¢=6.5 (GeV/c)?.
The dashed line drawn through the low-energy
data! is a hand-drawn fit. As shown, our data are
quite consistent with Akerlof et al.® at 5.0 and 5.5
GeV/c, and with the low-energy data at 1.5 and
1.65 GeV/c. Our data indicate that the suspected
break at small —¢ occurs quite close to —¢=0.8
(GeV/c)®. In additlon, we observe another less pro-
nounced slope change near -t=3 (GeV/ c)z.

50 60 70 80 90
6.m(degrees)

The three solid lines appearing in Fig. 6 have re-
sulted from linear regression fits to the data. In
each of the three regions, the fit results in an av-
erage value of x* per datum point of about 1, while
a fit to the data for 0.8 < -t <6 (GeV/c)? with a sin-
gle exponential in -¢ results in a significantly poor-
er x* per datum point of 13.

The existence of the break near -t =3 (GeV/c)?
had been graphically implied by Allaby et al.® some
time ago. In Ref. 6, they presented a plot of do/dt
vs —t with points of constant 6., =90°, 80°, and
60° connected, respectively, by straight lines.
They observed that the 90° break at ¢~ —6.5 (GeV/
¢)? was apparent at the other angles. They also
showed a break near —-¢=3 (GeV/c)? for the 6, .
=60° and 80° data. The situation near this ¢ value
is shown in more detail in Fig. 7. Here we have
plotted data from the CERN experiments (Ref. 7),
Akerlof ef al.,® Clyde,'® Ankenbrandt et al.,'* and
some of the data from this experiment. Points of
constant 6., =90°, 80°, and 70° are connected.

As shown, a change in slope occurs near {=-3
(GeV/c)? regardless of the angle.

V. INTERPRETATION

We have attempted to interpret the results of
this experiment in terms of several models. In so
doing, it was hoped that the detailed angular dis-
tribution data would be sufficiently restrictive so
as to allow some physical interpretation of the
structure observed in the data, notably the breaks
in the 90° cross section.

The results of these attempts are described be-
low.
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A. Optical Models

We have compared the predictions of the classi-
cal optical model of Fernbach et al.'® with the re-
sults of the experiment. This model was initially
proposed to describe the scattering of high-energy
neutrons from nuclei but has been applied to high-
energy particle scattering phenomena. (See, for
example, Refs. 14 and 15.)

= [ I I I I I [ 3
o p—
D —
) ]
o
9 ]
0
L 0O —
\
\ =
IO‘E ec.m. 90° =
= =
— B
N ]
L
> 0= =
[ J -
e E =
~ ]
0 H— ]
S I . |
ered
>~ (
E |OE =
b = =
© C -
| el.630 |
|0°: =
E X THIS EXPERIMENT E
— OPREVIOUS LOW .
- ENERGY DATA —
L aCLYDE —
.| OAKERLOF et gl.
10—
e SN N I (N N N N N B
| 2 3 4 5 26 7 8 9
-t (GeV/c)

FIG. 6. Differential cross section in p-p elastic
scattering at 0, , =90°. The low-energy data shown
as open squares are taken from Ref. 12, The open
triangles represent data from Clyde (Ref. 10), and the
open hexagons represent data from Akerlof et al.
(Ref. 8).

The scattering amplitude, elastic cross section,
and absorption cross section are given by

=K _/; (1 - ae'®)J (Kb sin6)b db,
°e1=2‘”f [1-ae'|%bdb,
1]

oab=21rj;m(1 ~a)b db,

where 6, ., is the scattering angle, b is the im-
pact parameter, K is the c.m. momentum, and a
and ¢ are the amplitude and phase shift of the scat-
tered wave corresponding to an incident wave of
unit amplitude and zero phase shift. Proton spin
effects are neglected. Following the approach of
Cork et al.** we have further limited the model to
correspond to (a) a purely absorbing disk, ¢ =0,
a=a,, for 0sb<R, and ¢ =0, a=1, for 5>R; (b)
an absorbing disk with short-range phase shift, ¢
=C,, a=a,, for 0sb<R,, ¢=0, a=a,, for R, <?
<R,; and finally, (c) a tapered absorbing disk with
short-range phase shift, a=1-A[1 - (b/R,)?*] with
A and ¢ being constant within each of two spherical
regions defined by radii R, and R, as above.

The purely absorbing disk gave acceptable fits
to the data only at 1.5 GeV/c with R~ 0.9 F. Above
this, two regions (model b) were required. Good
fits were obtained between 1.65 and 3.00 GeV/c to
the angular distribution, and the elastic and absorp-
tion cross sections with R, =0.6 F-and R,=1.2 F.
Above 3.0 GeV/c, the model began to exhibit struc-
ture not present in the data. This structure took
the form of a dip which appeared at large angles.
This is characteristic of models with sharp cutoffs.
Tapering of the edges, as in model ¢, eliminates
this objectionable behavior. Using model ¢, the
fits were extended to higher momenta. As an ex-
ample of the results obtained with model ¢, the
fits at 1.50 and 2.70 GeV/c are shown in Fig. 8. In
order to fit the data at all energies, it was re-
quired that the radii be allowed to vary in the
range 0.5<R;<0.9 F and 1.1<R,<1.5 F.

The results described above are quite consistent
with those of Cork et al.** One of the more objec-
tionable features of this type of model is that it is
necessary to allow the radii to vary in fitting data
over a sizable energy range. We have tried to
extend these models in order to remove this ob-
jection. Our first attempt was to modify model b
by adding an additional region. This resulted in
good fits at all energies, but uniqueness problems
arose and, at 5.0 and 5.5 GeV/c, unwanted struc-
ture again began to appear due to the sharp cutoff.

The second attempt consisted of trying to get one
step closer to reality by introducing a single spin-
flip amplitude into model 5. This was of the form
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suggested, in principle, by the hadronic form-fac-
tor approach of Durand and Lipes®® in which weak
L-S coupling gives rise to an analogous amplitude.
The same parametrization was used as in model

b. By adding this term it was hoped that we could
fit not only the angular distribution and total cross
section, but also the polarization. This was rath-
er unsuccessful in that the angular distributions re-
quired a smaller spin-flip contribution than did the
polarization.

Although these simple forms of the optical model
are capable of providing reasonably good fits to the
data (the angular distribution, total elastic cross
section, and total absorption cross section) the
physical interpretations of the results are, at best,
nebulous due to the complex spin structure of the
p-p system.

B. Krisch’s Model

We have attempted to interpret our data in terms
of a model due to Krisch'™? by investigating the
differential cross section as a function of the pro-
posed universal parameter (8P, )%,

do 3 2
—=EA .e ~ai(BP))
a priy ’

where the three terms correspond to three sepa-

R. C. KAMMERUD et al. 4

rate regions of the spatial volume in which the par-
ticles collide, and P,=Psinf, , .

This parametrization is intended to remove the
energy dependence of the differential cross section.
As pointed out in Ref. 7, application of Krisch’s
model in its modified form,?° when examined on a
more revealing scale, was not totally satisfactory
in removing the energy dependence in their data at
higher momenta. The corresponding investigation

at the lower momenta of the present experiment
leads to a concordant conclusion. Figure 9 shows
some of the data from this experiment, from
Clyde'® and from Ref. T plotted as a function of
(BP,)?. The line appearing on this figure uses the
parameters reported by Krisch®® in fitting the data.
We note the violent disagreement of our low-ener-
gy data with the proposed fit. At the higher mo-
menta (P, > 4.0 GeV/c) the agreement improves
considerably but tends to oscillate somewhat
about the line. This is similar to the results at
very high momenta.

In conclusion, it should again be pointed out that
at low momenta the angular distribution cannot be
considered diffractive in nature and Krisch’s mod-
el should not be expected to be valid. In his fits,
Krisch placed the minimum momentum cutoff ar-
bitrarily at 5.0 GeV/c.*® The deviation of our low-
energy data from the model is perhaps a manifes-

o4
'o‘
10%— = = THIS EXPERIMENT-1.50 GeV/c
"o\ o THIS EXPERIMENT-200 GeV/c
LA = THIS EXPERIMENT- 4.00 GeV/c
— o . THIS EXPERIMENT-5.50 GeV/c
S’k ° v ALLABY et al.-9.25 GeV/c
> s ALLABY et al.~19.2 GeV/c
e 2 + CLYDE - 7.0,7.06 GeV/c
3 %
02 X,
RS C %,
b A e o
© +'+.
10l . N e
* A ’ . .t‘ +‘
I | | | L
0 4 8 1.2 1.6 2.0

(BP1)?(GeV/c)?

FIG. 9. do'/dt as a func-
tion of (BP,)%, where B is the
velocity of the protons in the
c.m. system and P, is the
transverse momentum. The
solid triangles represent data
from Ref. 7 and the crosses
are data from Ref. 10. The
relationship between da'/d¢
and do/dt is. given in Ref. 20.
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tation of the nondiffractive nature of the data.
C. Statistical Model
We have fitted an Orear-type function®!

%= Ae-P_L/! ,
which arises, for instance, from statistical and
thermodynamic models, 224 to the large-angle
data. A and g are free parameters.

Allaby et al.,* using this type of fit, noted that
the observed marked change in the nature of the
angular distribution near 8 GeV/c was reflected in
a marked change in g, going from one constant
value at lower momenta to another possibly con-
stant value at higher momenta.

In fitting the data with this functional form there
is some uncertainty in the meaning of the term
“large-angle.” For 80°<¢,  <90° thedifferen-
tial cross section and P, are both nearly indepen-
dent of angle, so that the parameter g is not well
determined. The attitude taken in our application
of the model was to assume that the data between
75° and 90° could be fit with this form. The fit was
then extended to smaller angles, requiring that
there be no significant changes in the parameters
and that the quality of the fit be maintained (no se-
rious degradation in the average x* per data point).
This typically resulted in fits to the data from near
60° to 90°.

The results of these fits are shown in Fig. 10
where g is plotted as a function of momentum.
This figure includes our data together with that of
other experiments.” ! Rapid changes in g are
‘noted to appear near 1.5, 4.0, and as Allaby et al.*

300 {
2001 HI : {
3 t
s H } {
I R A
Z loof- '
& * THIS EXPERIMENT
= ANKENBRANDT et gl
4 CLYDE
®ALLABY et gl
0 [N N W NN NN Y S BN N B
2 3 4 5 6 7 8 9 0 1 12

R (GeV/c)

FIG. 10. The momentum dependence of the parameter
g which occurs in the relation do/dQ=Ae F1/¢ , where
P, is the transverse proton momentum in the c.m.
system. The solid squares refer to data from Ref. 11.
The solid trianglés refer to data from Ref. 10, and
the solid hexagons to data from Ref, 7.

observed, 8.0 GeV/c. It should be noted that these
momentum values closely correspond to the posi-
tions of the breaks in the 90° cross section shown
in Sec. IV.

D. Effective Regge Trajectory

We have applied a simple Regge model to our
data. Pinsky® has argued that high-energy p-p
elastic scattering can be represented at large an-
gles in the framework of the Regge-pole model
with the cross section being given by

£=1K(t)(l> 20 (¢) ,

aQ s” So
with
v=3(s=u)

and K(¢) containing the contribution of the residue
and signature factor. One prediction of this rela-
tion is that if one makes a log-log plot of do/dQ
versus v at a constant value of —¢, a straight line
with a slope of 2a should result. Pinsky®® and
Sacharidis” have shown this to be consistent with
the CERN high-energy p-p scattering data.*~"

I T T T
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FIG. 11. Plot of log (sdo/d Q) against log (s — u)
based on data between 2.7 and 5.5 GeV/c from the
present experiment. s and% are the Mandelstam
variables.
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In Fig. 11, we show the results of this approach
as applied to our data (P, >2.7 GeV/c). Figure 12
is a comparison of our results with those of Ref. 7.
Both sets of data are individually consistent with
the prediction, but there is a significant difference
in the slopes of the lines. In Fig. 13, we show the
effective trajectories extracted from the two sets
of data. The values of a.¢; from the data of Allaby
et al.*™® are those reported in Ref. 7. We observe
that the characteristics of the two trajectories are
somewhat similar, being linear in the small - re-
gion and flattening at large -t¢.

The linear region of the effective trajectory ob-
tained from the data from this experiment [0.7 < -
<2 (GeV/c)?] has a slope of about 1.2 and an inter-
cept of slightly more than one. It is interesting to
note that if one extrapolates a straight-line fit to

~the small ~f region of . derived from the high-
er-energy data, it is consistent with the o .¢; from
this experiment.

E. Breaks in the 90° Cross Section

The combination of the data from this experi-
ment and that of Akerlof et al.® and cyclotron ex-
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o ALLABY et al.
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X
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o |
0 Lo

10
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FIG. 12. Plot of log (sdo/d Q) against log3 (s —u).
The points shown as solid triangles are determined
from data of the present experiment. The points
shown as solid circles are determined from the higher-
energy CERN data tabulated in Ref, 7.

periments® indicates the existence of three well-
defined and rather rapid changes in slope of the
90° cross section at ~f ~ 0.8, 3, and 6.5 (GeV/c).
These breaks should then be reflected in Krisch’s
plot® at (BP,)?~0.12, 0.95, and 2.6 (GeV/c)®.. The
latter corresponds to one of the two discontinuities
reported by Krisch.2? However, only one of the
two small - ¢ breaks has been accounted for in the
model.

This is not an indication of an inconsistency, how-
ever, since the small —¢ breaks in the 90° cross
section occur at low momenta where Krisch’s mod-
el is not expected to offer a description of the data.

The existence of a third discontinuity in the 6,
=90° cross section has been predicted by at least
three models. Fleming ef al.?® have proposed a
semiempirical model which was motivated by the
successes of the Krisch model,?® but which attempt-
ed to circumvent some of its theoretical difficulties
(primarily its failure to satisfy the Cerulus-Martin
bound®”). In addition, this model asymptotically
yields the Orear exponential behavior in P,. Basi-
cally they propose that the sum of three exponen-
tials in (8P,)® suggested by Krisch® be replaced by
an infinite sum of exponentials in the same param-
eter. The leading behavior of the cross section
is still given by the Krisch-type equation. The re-
sult of this proposed model is the prediction of an
infinite number of breaks, two of which are those
predicted by Krisch, and another which is expect-
ed to occur near ¢t =-3 (GeV/c).

It has been suggested by Libby?® that the inter-
action energy between colliding protons can be cal-
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FIG. 13. Effective Regge trajectories for p-p
elastic scattering at intermediate and high momenta.
The points shown as solid circles are calculated from
the data of the present experiment in the momentum
region between 2.7 and 5.5 GeV/c. The points shown
as solid triangles are calculated from the data of
Ref. 7 which cover the momentum region between
~8 and 21 GeV/c.
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culated from the high-energy differential cross-
section data. The model gives a relationship be-
tween E (the interaction energy) and # (the nucleon
separation). Depending upon the energy range of
the data used in the computation, four E-versus-r
curves result. The four wells obtained have dif-
ferent depths and different nucleon separations at
the minimum interaction energy. It is suggested
that these four wells, which correspond to the four
linear sections of the fixed-angle cross section,
belong to specific excited states of the two-baryon
system.

The third model suggesting the existence of addi-
tional breaks is due to Libby and Predazzi.?® They
have presented a combination of experimental and
theoretical evidence for the existence of a Regge
trajectory for the two-baryon system. The result
is the prediction of a small —¢ break [~ —0.8
(GeV/c)? or less], a large —t break [t~ —6.5 (GeV/
¢)?] and two intermediate breaks [~ -1.7 and —-4.1
(GeV/c)?]. These correspond to dibaryon masses
of about 2.2, 2.6, 3.4, and 3.9 GeV/c.

In a further attempt to interpret the breaks in
the 90° cross section, we have performed a Regge
calculation which predicts the energies at which
dibaryon resonances might occur.’® We assume ex-
change degeneracy and duality. The resonance am-
plitude is assumed to be represented by the ampli-
tude for exchange of ¢ -channel Regge poles. A par-
tial-wave projection of the Reggeized s-channel am-
plitudes is then made assuming that the residue
functions are essentially independent of {. In the
spirit of the calculation, maxima in the imaginary
parts of these amplitudes are taken to represent
dibaryon resonances. We have not yet looked sep-
arately at the real parts of the amplitudes to at-
tempt to obtain Schmid loops.3!

The choice of parametrization of the s-channel
helicity amplitudes®® parallels the earlier work of
Rarita et al.® In extending their parametrization
away from the diffraction peak we were forced to
alter the form of the helicity amplitudes due to the
restrictions irriposed by crossing symmetry and by
the Pauli principle. As in Rarita et al.,*® the P,
P’, and w poles are assumed to dominate in the
cross-channel exchange. The duality assumption
permits the neglect of the Pomeranchuk in the par-
ametrization. The effects of the other trajecto-
ries which can be exchanged in the ¢ channel (e.g.,
p, ¢, A,) are believed to be sufficiently small so
that they can be neglected.

We assume the trajectories have the same inter-
cept and slope, and make the partial-wave projec-
tions by numerical integration of the imaginary
parts of the complex amplitudes. This results in
the reduction to a set of (imaginary parts of) am-
plitudes representing the scattering in states of
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definite angular momentum, as functions of the in-
cident momentum. Maxima in these amplitudes
are then taken in the model as evidence for the ex-
istence of resonances in the p-p system.

In Fig. 14, we again show the 6., =90° cross
section, with the locations of the above maxima
indicated by arrows. The notation used to specify
the amplitudes is identical to that of Ref. 32. As
shown, inh the immediate vicinity of the sharp dis-
continuities at —¢~ 6.5 (GeV/c)?, we observe max-
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FIG. 14. Differential cross section in p-p elastic
scattering at 0., ,, =90°. Positions of maxima in the
calculated s-channel partial-wave amplitudes are
indicated by arrows. The notation for the amplitudes
is the same as that defined in Ref, 32.
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ima in three of the amplitudes. We find maxima
approximately equally spaced about the discontinu-
ity near —t=0.8 (GeV/c)?. In the intermediate re-
gion, maxima are also found, spaced equally on
either side of the observed break at —¢=3 (GeV/c)’.
A possible interpretation®* of these latter two
breaks is then that they result from the compound
effects of adjacent maxima.
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