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%'e establish that a cluster-decomposition technique, simQar to that used in statistical
mechanics, can be applied to the study of high-energy scattering processes. In particular,
we examine in detail the multiperipheral amplitudes in a q 3 field theory with one space and
one time dimension. The cluster decomposition provides (1) a mathematically elegant and
physically intuitive way of treating terms nonleading in {lns)"; (2) a framework in which the
Regge asymptotic behavior of the scattering amplitude emerges naturally; and (3) a direct
means of calculating the one-particle and multiparticle spectra in inclusive reactions. In
addition, we consider further possible applications of the technique, including its extension
to a @3 theory with three space and one time dimension. Here we establish a simple criteri-
on, based on the form of the cluster decomposition, to determine whether a set of amplitudes
leads to a Regge pole or to a more complicated singularity structure.

I. INTRODUCTION

Much of the complexity of strong interactions at
very high energy derives from the possible coupl-
ing of an initial two-particle state to multiparticle
final states. The rapid growth of the numbex of
allowed final states and the resulting inherently
multichannel nature of a high-energy scattering
pxocess suggest that these processes should per-
haps be treated by methods similar to those of
statistical meehanies. Recently, an explicit pro-
posal of this type was made independently by Feyn-
man and by Wilson, ' who argued that high-energy
interactions should be ana, logous to the behavior of
a real gas contained in a finite volume. Belying in
part on this analogy, these authors speculated on
the probable properties of hadronic interactions at
high energy. The analog of surface effects (scat-
tering events called fragmentation in the nomen-
clature of BCYY') shouM depend strongly on the
nature of the initial particles; the analog of volume
effects (processes called pionization) should, how-
ever, be independent of such details. Further
qualitative predictions based on this analogy —for
example, the distribution dx/x I where x=pg/(p~~);„,
= p /E;„,j for final-state particles in pionization
reactions —were also formulated.

Since many of these predictions are supported by
present experimental results, it is clearly of in-
terest to study two questions:

(1) To what extent can the present rather qual-
itative "gas analogy" be extended'P

(2) Can one support this analogy by quantitative
calculations in a quantum-field-theoretic frame-
work'?

It is our purpose in this paper to answer the latter

question affirmatively and in some detail; in the
process we shall discover several remarkable re-
sults which bear on the former question as well.

To motivate our choice of the specific field-the-
oretic model in which to study the gas analogy, we
turn to the following experimental resultss:

(a) (n) ~ lns, where (n) is the average multiplic-
ity in a high-energy interaction;

(b) the distribution of final-state particles with
small momenta relative to the initial particles
seems to follow a dx/x law, with x defined as
above; and

(c) (p~) s 350 MeV/c, so that the transverse com-
ponents of momentum are finite and limited, even
as the center-of-mass energy squared (—=s) gets
very large.

That the fixst two experimental results are also
theoretical consequences of multiperipheral mod-
els suggests that we consider a model of this type.
The third result supports the conclusion that the
longitudinal components of momenta,

Pk P +P

play a more crucial role in the dynamics at large
energies than do the transverse components, given
by

p = (0, p', P 0) .

If this conclusion is correct, then a valid first
approach to the pxoblem might be simply to ignore
the transverse momenta. Combining these two ob-
servations, we are led in the simplest case to a
perturbation-theory calculation of the properties of
the set of all ladder diagrams in a y' field theory
with one space and one time dimension.

With regard to this proposed model we should
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mention two points. First, perturbation-theory
diagrams have long been the theoreticians' labo-
ratory for examining strong interactions; conse-
quently, the literature abounds with discussions of
the high-energy behavior of ladder diagrams in y'
theories. ' Our reasons for presenting this further
study are to introduce and apply the important con-
cept, new in this context, of a "cluster decompo-
sition" similar to those used in statistical me-
chanics' and to extend the knowledge of certain de-
tailed properties —for instance, of one-particle
and multiparticle spectra —of this model. Second,
there are some uncertainties about the validity of
scattering theory in a (1+1)-dimensional space;
these arise basically because of the lack of asymp-
totic states. However, since we are interested
only in the formal analogy to scattering in a (3+1}-
dimensional space, we shall not worry about this
subtlety. In any case, we shall be able to show
that the general, important features of our results
also apply in (3+1}-dimensional models. Thus our
emphasis of the (1+1)-dimensional case is intended
primarily to achieve calculational simplicity and
pedagogical clarity.

In Sec. II we introduce the full details of the mod-
el considered and mention certain properties of the
amplitudes. In addition we discuss the distinction
between amplitudes corresponding to "fragmenta-
tion" and those corresponding to '/ionization. "

Section III deals specifically with pionization
processes. Here we establish the important
"cluster-decomposition" properties of the pioniz-
ation amplitudes; as the nomenclature suggests,
these properties form the basis for a more quan-
titative application of the principles of statistical
mechanics than is directly indicated in the original
gas analogy. ' We illustrate that the cluster-
decomposition approach permits a simple inter-
pretation of the exponentiation of the nonleading
terms in the ladder diagrams to the Regge form
s "; in essence, the cluster decomposition pro-
vides a new way of grouping terms so that this
exponentiation becomes manifest. In this regard
we should note that our discussion extends earlier
work of Yan, Yao, and Chang' on nonleading (Ins)"
terms of ladder diagrams in a y' theory. These
authors demonstrated that the first few nonleading
(Ins)" terms in ladder diagrams of (3+1)-dimen-
sional model indeed exponentiate; this result sug-
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FIG. 1. (a) and (b) The general ladder
and twisted-ladder diagrams.

gested the possibility of a cluster decomposition
and thus provided the impetus for our present
study.

In Sec. IV we apply the concept of cluster decom-
positions to fragmentation processes. Section V
deals with the one-particle and multiparticle spec-
tra which follow from our model; again we are
able to establish the conceptual and calculational
utility of the new approach.

Finally, we discuss in Sec. VI the applicability
of the cluster decomposition to other, more gener-
al cases. In particular, we demonstrate its valid-
ity both for iterated cross diagrams in a (1+1)-
dimensional theory and for ladder diagrams in a
(3+1)-dimensional theory. In this case we are
also able to establish a simple criterion, based on
the properties of the cluster functions associated
with particular diagrams, to distinguish between
sets of diagrams producing Regge poles and those
yielding Hegge cuts or essential singularities.

II. MODEL

A. The Ampbtudes Az

For the purpose of detailed analysis we take as our model the infinite set of ladder and "cross" ladder
(in the sense of Fig. 1) Feynman diagrams in a cp quantum field theory with one space and one time dimen-
sion. ' Later we shall demonstrate that our important results are common to classes of more complicated
diagrams as well.
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In Fig. 1 the two external particles have masses m, and m~, respectively, whereas the common mass of
the internal particles is p, ; the various two-momenta are as defined by this figure. Initially, for ease of
exposition, we assume that m, = m~ = 0; we shall liter discuss in detail this simplifying restriction and the
consequences of relaxing it. Vfe shall find that the qualitative features of our results are not sensitive to
this simplification.

Let us first describe the approach briefly. Our intention to investigate the high-energy properties of the
diagrams suggests that we introduce in place of the space and time components of the momenta the linear
combinations

where k"—= (k', k'); these variables are known tobe useful in the s ~ limit. ' Clearly, k, k =k'. In addition
we introduce

and note that our assumption of vanishing external mass implies p„p, =p„p~ . %'e choose coordinates
such that p„x0 and P, w0. In general, we shall work in the "center-of-mass frame" so that P„&s =P~ .'
Following Chang and Ma, ' @re write the amplitudes in terms of the k, and then integrate over all the internal
k components; the result is equivalent to the infinite-momentum technique of Weinberg. "

As an explicit example, consider the diagram of Fig. 2(a)." The amplitude, A, (s), corresponding to this
diagram ls given by

-1 -1 7

(k, -k, )2 —p, '+is (k,' —p'+is)' (k, —k, )' —p'+is (k,'- p'+ie)' (P, +k,)' —p'+is

With k„=—k'; + k'; and 3 dk;, dk& =d k;, we may write this as

(2.1)

1 1 1 1
(P„-k„)(-k, ) —p, '+i@ (k„k, —p'+is)' (k„-k„)(k, -k, )- p'+i@ (k„k, —p'+i&)'

1 1

(k2~ —ks+)(k2 —ks ) —p, +56 (k~~k3 —p, +St) k~+(py +ks ) —p +'LC
(2.2)

Label the seven distinct factors in the integrand d„d„.. . , d„sequentially, and consider the integral
over k, . In the complex k plane, the integration contour lies initially on the real axis. If this contour is
deformed, contributions to the integral will arise from the poles caused by the vanishing of the denomina-
tors in d„d„and d, . However, unless k„—k„have the same sign, the three poles will aQ be on the same
side of the real axis, and the integral over k, can be shown to vanish. For this integral not to vanish we
thus require

sgn(k„- k„)= sgn(k„)

or

(2 2)

Similar arguments applied to the k2 and A', integrals lead to the restrictions

(k„)&(k„(, sgn(k„) =sgn(k„),

) p„( &
J k„), sgn(p„) = sgn(k„),

and hence, since P„&0, to the crucial ordering restriction

pq, &k„&k„&03+&0.

(2.4)

(2 5)
It is clear that this restriction generaIizes to the ease of n-rung ladders; the critical role played by the
assumption of zero external mass will be discussed later.
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If we now do the explicit k; integrations in sequence using Cauchy's theorem and remembering the re-
striction (2.6), we obtain

"" ='-(")—f."''"::f.' """::f. ''""::. '- „—'„(. '-' „—:,',)'
~2 ~2 @2 2 1 1 @2 ~2 ~2 @2 -2

X + + + + +—
1+ 2+ 2+ Pa+ k1+ k1+ k2+ k2+ k2+ k3+ k3+ Pa+ k1+ k1+ k2+ k2+ k3+ k3+

1 p,
2 ~2 ~2 -1

p -k k -k k -k k
(2.6)

3+ e+ 1+ 1+ 2+ 2+ 3+ 3+

This result, as anticipated, agrees exactly with that obtained from %'einberg's infinite-momentum dia-
grammatic rules. "

From the form of (2.6) and from the arguments used to derive that equation the general result for A„ is
apparent. For compactness of notation we introduce the scaled variables x, -=k;, /P„. Then

) g'( g* )'f' xd, f dx, "'

f dx.*„"-(„')(
) (2.7)

where s =p„p, . We have suppressed the x dependence in a "(s), which in terms of x; and s is given by

(n) 1 1 1 1 1 1 1 1 1 1 2

a'"'(s}= — +— — + +— ~ ~ ~ — + + ~ . + +—
1 -x, x, 1 - x, x, x, - x, x, 1 -x, x, -x, x, xn , - xn x„„1-x, x, -x, Xn-1 Xn Xn—

P, Pg 1 1 1
X——

2 + + + 0 0 0 + ~ g, Q
1 —x1 x1 X2 Xn

Note that the coupling constant g in a (1+1)-dimensional y' theory has the dimension of (mass)'. Thus,
g'/4vy, 4 is a dimensionless constant.

(2 6)

B. Properties of the A„and a "

Two properties of a " are particularly impor-
tant, for they are found in amplitudes correspon-
ding to diagrams more complicated than the simple
ladders. The first important characteristic is that
the x& are ordered in the sense that

1 &X1&X2&X3' ' '» Xn&0.

In the present case this result is, as we shall now

show, related to our assumption that m, =0=m&.
However, we will establish that in the more real'is-
tic case, m, +0&m&, the x s-with the possible ex-
ception of those characterizing the ends of the dia-
gram —will still be ordered at large s.

To begin let us demonstrate directly the relation
between (2.9) and the assumption of zero-mass ex-
ternal particles. Consider the amplitude, A3', cor-
responding to Fig. 2(a), in the case that m, &0.
Since P&+P& =m&' 0, we have P~+ + 0; in coordinates
in which P& = v s, P&, =ml, '/Ws. Thus As will differ
from A„but only in that the factor d, in the inte-
grand becomes

k)

ki

~ik —k
I 2

iik -k ii p+k

Pb

1

(P„+k„)(P, +k, }—p.'+ie ' (2.10)

However, this minor change is sufficient to remove
the requirement that

(b}

FIG. 2. (a) The ladder diagram corresponding toes(s).
(b) The twisted-ladder diagram corresponding to A. 3(-s).



CLUSTER-DECOMPOSITION PROPERTIES. . .

for the integral over k3 to be nonzero and thus to destroy the exact ordering of the k„. To establish this
we note that if

lp„l lu„l and ~„&0, (2.11)

then regardless of the magnitude or sign of k, there is a nonzero contribution to A3 from the integral over
k3 .

To study in more detail the influence of the external mass on the ordering restriction, we should distin-
guish the three possible cases: (1)m, e0, m, =0; (2) m, =0, m, a0; and {3)rn, x0vm, . Considering case (1),
in which we have p,+a Oc p, , we observe that the ordering argument for the A';, will proceed exactly as
before, since none of the coefficients of the k, in the d, has changed. Thus the exact ordering of k&, will
be preserved. Symmetry then suggests that in case (2) we consider a possible ordering of the k, com-
ponents and do the explicit Cauchy integrals over the k;, components; in this Inanner we can establish that
for the amplitude describing Fig. 2(a) in case (2) the ordering

0&0, &k, &k3 &P, (2.12)

holds. Thus the only external mass configuration in which neither the k„nor the k& are ordered exactly
is that of case (3). An extension of the argument preceding Eq. (2.11) to the amplitude A„ indicates that in
case (3) a nonvanishing contribution to A„can come from a region in which the x, =k;, /p„are restricted to

I & X~ & X2 & ' ' ' & X)

(2.13)

0&lxfl le. I "&lx. I'lx. l&p~. /p. ,
Equation (2.13}indicates that all momenta obeying x; &p„/p„= m, '/s are ordered Only .those x's whose
corresponding longitudinal momenta k, are comparable to that of particle b are no longer properly ordered.
But as we shall see, these few x's can be identified as belonging to the fragmentation region of particle b
and therefore ale OQly finite in Qunlber. The contr1butions due to these regions are fiQlte and do not iQ-
crease with 8. Hence at large s, except for possible deviations near the ends of the diagram, the x& sat-
isfy (2.9) even in the case of nonzero external mass. We remark that this ordering holds in more general
diagrams than ladders; in fact, it is valid for any multiperipheral-type diagram.

The second crucial property of the a " is a type of factorizability; for (x„.. . , x,)» (x„„.. . , x )
»(x „,. . . , x„) we find

qt )(g) ) ft)tt -)f t - )~0 "' "")
S L

m

In the case m, =m, =0 direct calculation from (2.8) yields

{2.14)

"'x x = (1-x,)x,(x, —x,)x,(x, —x,} (xg, —x()x, '

( -'.
, -',)'( -'.. .,

'-.. -'.)' ( -',
,
'-.

(x, —x,)x,(x, —x,)x, x„ x, —x, x,

1 I
+ ~ ~ ~ + +—

X] y Xf Xf
(2.15a)

1 I I -' I I I I 2

(X + +— ''' + +'' + +
Xg XP X2 X3 X3 XJ X2 X2 X3 I Xk Xk

(2.15b)

(x, —x)x(x, —x)x, x„x,—x, x,

I 1 1 I I I
( + + 0 ~ ~ + + 0 0 0 + +

X$ XQ X2 X3 X3 Xl X2 X2 X3 Xm-I Xm Xm

p
2 p2 ~2

X8 -8+ + +' ' '+—-&6
Xl X2 X2 X3 Xm

(2.15c)

In reducing (2.8) via (2.14) to the form of (2.15), we have used the result P,„P, =s. We remark that in
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In addition to verifying the dependence of the fragmentation functions on the external mass, these consid-
erations establish the equally important result that the expressions b'"'(x„. . . , x„) do not depend on the ex-
ternal masses at all; this is one typical characteristic of the "pionization" events, which involve final-
state particles having momenta which are small compared to those of the incident particles. Further
properties of the b'"'(x„. . . , x„) are examined in Sec. III.

To conclude the present discussion, we remark that although we have chosen to distinguish "fragmenta-
tion" from "pionization, " there is no clear, natural distinction between the particles produced in these two
processes. When we examine the one-particle spectrum in the final state, for example, we expect to ob-
serve a smooth transition from the region of large longitudinal momentum (called fragmentation) to that of
small longitudinal momentum (pionization). Therefore, any classification differentiating these two types of
particles will be artificial. However, for the sake of definiteness, we shall call a particle a "fragment" if
its longitudinal momentum b, is larger than a small, but fixed and s-independent, fraction (q) of the large
incident longitudinal momentum P,. We shall define a particle to be a "pionization product" if k, & qp, . To
keep a scale in mind, we may take g=0.01. Our previous arguments lead us to anticipate that the distri-
bution properties for very soft fragments having k, -qP, should be similar to those of the pionization par-
ticles. Further, the overall contributions and various distribution properties of the soft fragments and the
pionization should be insensitive to —actually, independent of —the value of q.

III. PIONIZATION

A. The Pionization Amplitude

The eth-order contribution to the pionization amplitude in our model is, in the notation of Sec. II, deter-
mined by the function

dX 1 dX1 n-1 dgn ( )B„(.}-=
1/s 1 1/s +2 1/s +n

where b~"' is given by (2.15b) and the ordering restriction (2.9) applies. The variable s =b /b;„ is the
ratio of the maximum-to-minimum longitudinal momentum k; allowed in the pionization region. It is a
measure of the available longitudinal-momentum phase space. The limits k~~ and k~;„can be taken as
qp„and m'/q'p, , respectively, with q, q' being some small positive but energy-independent numbers and
m being a typical mass. Then,

(3 I)

s =& ~/b;„=(qq'/m'}(p„p, ) =(qq'/m') x(invariant energy squared).

Thus, to within a multiplicative factor qq'/m', s is the conventional invariant energy of the system. As we
shall discuss in Sec. IV, after combining the contributions from fragmentation regions and pionization re-
gions, the q and g dependence in the final amplitude will cancel out. This will lead to a final amplitude
which has the same power dependence on the actual (energy)' as the pionization amplitude does on our
variable s. In the following discussion of the pionization amplitude, we shall, therefore, concentrate on
s dependence and will refer to the variable s simply as the "energy".

We define the full pionization amplitude, B(s, A), to be

B(s, X) —=gA,"B„(s), A. =g'/4sy, '.
n=1

We refer to B„(s), or sometimes to b "~(x„.. . , x„}, as a partial pionization amplitude. To remind our-
selves that the pionization amplitude describes only the central portion of the Feynman diagram of Fig. 1,
we associate with the amplitude B„(s)the diagram of Fig. 3.

From the form of b'"~, we see directly that whenever (x„x„.. . , x )» (x „,x „,. . . , x„), we have

b~"i(x„. . . , x„)-b~ '(x„.. . , x )b~" '(x „,. . . , x„)+0(x „/x ) .

(3.2)

(3 3)
Thus, when sets of the scaled momentum variables x; differ greatly in magnitude and hence are widely
separated in x space, the pionization amplitude breaks into independent pionization amplitudes involving
only those x; which remain "close" to each other. This remarkable analogy to the "cluster-decomposition
property"" of scattering events (in real space-time} suggests that a similar cluster decomposition be ap-
plied here. Let us consider this possibility further; we begin with a qualitative description of our ap-
proach. Suppose we think of the x, as representing the "coordinates" of molecules in a dilute gas; this
analogy is at least prima facie applicable, since the x; are independent —in the sense described above —if
they are widely separated in the scaled longitudinal-momentum space. " As we shall establish, however,
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the analogy has more than superficial validity, for we shall be able to characterize the detailed dynamics
of our model —just as one can in the case of real gases -by introducing "correlation functions, "
c'")(x„.. . , x„), which describe the (irreducible) n-particle correlations that can exist when x, = x, = ~ ~ ~ = x„.
These irreducible correlation functions can be defined in terms of the amplitudes b "(x„.. . , x„) in the
standard way. From the c("'(x„.. . , x„) we can calculate the integrated correlation functions, C„(s), given
by

G () „I=*'j "-"' "f" (")(*„.. . , *.). (3.4)

The set of C„(s) then contains dynamical details of the pionization process. Further since the C„(s) are
irreducible and since each is associated with a unique power of g', we anticipate that the full dependence
on the coupling constant of dynamical quantities —cross section, one-particle spectra -to order g" can be
obtained from knowledge of C,(s), . . . , C„(s). As we shall discuss in Sec. III D this is the important way in
which the cluster-decomposition techique represents a conceptual improvement over standard techniques
for evaluation of the asymptotic behavior of sets of Feynman diagrams. En the intervening sections we
establish in a quantitative manner the validity of the cluster-decomposition approach.

B. The Cluster Decomposition

In terms of the pionization functions 5"(x„.. . , x„), we define the irreducible correlation functions,
c~")(x„.. . , x„) describing the cluster decomposition by

c ' (X„X,) = 5 ' (X„X,) —c "(x,)c "(x,),
c")(X„X„X,) = b~'~(x„x„x,) —c"~(x,)c~')(x, )c ' (x,) —c~'~(x, )c~')(X„X,)—c~'~(x, )c~'~(x„x,) —c'"(x,)c("(X„X,),

and similarly for the higher c". Hence we have in the general case

(3.5)

b~"'(x„x„.. . , x„)=g g[c~"*'(x„.. .)" c'"~'(. . . , X„)j, (3.6)

h'")(X„X„.. . , x„)=c~')(x, )b~" '~(x„. . . , x„)+g c~"(x„x;)b~" "( ~ ~ )
i=2

+Q c ' (x„x„x)b
" '

( ~ ~ ) + ~ ~ ~ +c "(x„.. . , x„).
i)j

From (3.5) we observe that the first few c~"'(x„.. . , x„) have the crucial property that if x; » x;„for any

i then

(3.7)

where the summation is such that n=+~ s, and where the arguments of the c~"~~ are distributed in all pos-
sible ways consistent with the ordering restriction that x, &x, & ~ ~ ~ &x„. We may also write (3.6) in the

equi. valent form

c&"'(x„.. . , x„)- O(x,.„/x, )-0. (3 8)

The proof of this result in the general case follows by induction from (3.6) and the factorization property of
b~")(x„.. . , x„). Hence, as we anticipated, the c'"~(x„.. . , x„) describe correlation effects which can exist
only when the x; are clustered together in scaled momentum space.

One important consequence of (3.6) and (3.8) is that the integrated cluster function, C„(s), is at most lin-
ear in 1ns; that is,

I dg~ "&dx2 f'"ff-I dx„( )C„(s}-='
~~

"c~"'(x». . . , x„)
1/s +1 1/s +2 1/s +n

= o.„lns+ P„+0(1/s) . (3.9)

The significance of this property will become apparent when we establish the relation between C„(s}
and the full pionization amplitude, B„(s). Although this type of result is well known in statistical-mechan-
ical applications of cluster decompositions, "we present a brief argument here.

By introducing z, =lnx;, we can transform (3.4) to

n

C„(s)=Q dz;e(z, —z„,)c'"'(z„.. . , z„),
-1ns

(3.10)
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where z„„=—Ins and where c~"' is the appropriate function of z,. as determined by c'"'(x„.. . , x„). In partic-
ular, from (3.8) it follows that for x, » x;„and thus z, » z„,

ct"'(z„.. . , z„)-exp[-O(~ z, —z,.„~)j. (3.11)

We note that the z;. correspond to the "rapidity" variables which have recently been suggested as appropri-
ate variables to apply in the study of high-energy interactions. '"

Equation (3.11) indicates that we should make a further change of variables to v;=z; —z;„, u&„—= -z„.
Then (3.10) becomes

1ns ~- y lns

C„(s)= d&o„g du&;c'"'(&u„. . . , &o„), (3.12)
0 o

where now 8'"~ is the appropriate function of the ra; as determined by c'"'(x„.. . , x„}. Each of the cu; integra-
tions for 1 &i & n —1 converges to some finite value as Ins- ~; this follows directly from (3.11). Thus any
possible factors of lns in C„(s}can come only from the &u„ integration. We shall now show that
Vt"~(&u„. . . , &u„) is in fact independent of &u„and thus that the &u„ integration does lead to

C„(s)= n„ ins + P„+O(1/s) . (3.9)

To see this result we return to the original pionization expression b'"'(x„. . . , x„) given by (2.15b) and re-
mark that it is invariant under the scale transformation x;- cx, . This indicates that b depends on only
(n —1) of the x, or, equivalently, that b~"'(&u„. . . , &u„) depends only on &u„. . . , &u„,. We verify this explicitly
by rewriting (2.15b) as

x
(
—*-1 +1 ——' —1 + —' —1 +1

x2
X —~

x3
~ ~

" ' —'-1 + —' ~ ~ ~
"' —' —1 ~ ~ ~ + "'—1 +1 (3.13)

Since the c~"'(x;) are defined completely in terms
of the b'"'(x, ), they too depend only on x,/x„„
1 &i & n- I, and thus (3.9) is established.

The invariance of b'"~(x;) under the transforma-
tion x&- cx& has an interesting interpretation in
terms of the gas analogy. Let us digress brieQy
on this point. The x; are defined in terms of k&„
thus Lorentz transformations will act on the x, via

x;-x&=e x;.
Hence the scale invariance simply asserts that the
structure of pionization is the same in all Lorentz
frames related by (finite) Lorentz transformations
to the center-of-mass frame. If we write (3.14) in
terms of z; =lnx;, we find that scale invariance is
just translational invariance in the z, space":

(3.16}

is replaced by the symmetric function

I

the variable corresponding to length in our gas
analogy.

To conclude this general discussion of the clus-
ter-decomposition approach, we present the proof
that the correlation functions C„(s) determine the
full pionization amplitude B(s, A). To simplify this
proof we begin by extending the definitions of the
pionization and cluster functions, b~"'(x„. . . , x„)
and c'"~(x„.. . , x„), so that they are completely
symmetric in their arguments; for example, the
function c~'~(x„x,), which for x, & x, is given by

2"(x„x,) =-—',
1

z; z,'=z;+A. . (3.15) k2 kn+(
In terms of the analogy to molecules in a gas,

this means that interactions which take place in the
interior of a container —and which, therefore,
correspond to pionization processes —are invari-
ant under translations provided these do not move
the molecules so close to the surface of the con-
tainer that edge effects are important. " This ar-
gument suggests that z; =lnx; should be taken as

~ ~

k) k„+)

FIG. 3. The nth-order ladder corresponding
to the pionization amplitude B„(s).
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c, '(x„x,) = ——e(x, —x,) ——e(x, —x, ) .
I 2

We define the symmetric, integrated pionization
and cluster functions by

sB(x, s) sc(s, x)

which has the solution

(3.23)

and

' dx
B„(s)=n

i=1 1/s +i

1 dX.
C'„(s)-=g ' c',"'(x„.. . , x„).

i=1 1/s +i

These functions have the property that

(3.17}

B(X, s) B(0, s)exp[c(X, s) —C(0, s)j. (3.24}

The importance of (3.9) now becomes evident, as
it is essential that C()(., s) be linear in lns for
B(A, s) to exhibit Regge behavior. Together, Eqs.
(3.9) and (3.24) provide a simple general proof to
all orders in A. of the Regge behavior of the pion-
ization amplitude. If we define

and

B„'(s)= n!B„(s)

C„'(s) = n!C„(s) .
(3.18)

This is clear in the case of c"'(x„x,) and follows
simply in the general case.

In terms of these symmetric functions, (3.7)
remains unchanged. Thus multiplying it by

and

o)(A.) =P())„A."

p(x) =g p„!(.",
then

B(A,, s) =B(0, s)e ( )s+ ).

(3.25)

(3.26)

' dx;

1/s +i

and integrating yields

s'„( )=c;( )s'„,(~)+("( )c;( S„',( )

+ C;(s)B„',(s) +
n-1

(3.19)

Note that our n(A) —0 as X- 0. This definition of
n(&) is related to the conventional Regge-trajectory
function c(,(&) by n(A. ) = o.', (A.) +1. We have chosen
the normalization such that our trajectory function
contains only dynamical effects. The extra kine-
matic factor (1/s) corresponding to two-particle
exchange has been extracted explicitly in Eq.
(2.14).

„C',(s) B'„(s)
2! (n 3)!-(3.20)

Now

(3.21)

Rearranging the terms on the right-hand side of
(3.20) yields

X'C2(s) A'C;(s)
X—(s )(.)= !(.C'(s)+ ' ' + ' + B(s, x).]t 2t

(3.22)

But the term in brackets is just

~ &"C'.(s) eC(s, x)~ (n-1)! sx

and thus

The binomial coefficients arise because of the
number of terms in the summations in (3.7). Di-
viding by (n —1)!, multiplying by X"=—(g'/4&p. ')",
and summing over n yields

~!(."B'„(s) B'„,(s)~ (n —1)! ' (n —1)!~"c;(s

~,„C;(s)B'„,(.)
(n 2)!

C. The Nearest-Neighbor Approximation

We have been able to illustrate in a rather gen-
eral manner the validity of the cluster-decompo-
sition approach to evaluating sums of sets of Feyn-
man diagrams; we have also been able to establish
in this way the well-known Regge behavior of the
ladder graphs comprising our model. However, to
solve explicitly for the nth-order integrated clus-
ter function describing the pionization amplitude
even in this simple model remains too difficult.
Since, in addition to presenting the new conceptual
approach of cluster decomposition, we wish to
study the detailed physical properties predicted by
the model, we choose to define an approximation to
the full amplitude in which we can solve explicitly
for the C„. An added advantage of making this ap-
proximation is that we can then calculate the full
pionization amplitude, B(s, A), by a method inde-
pendent of the cluster decomposition; the agree-
ment between this direct result and that obtained
via the C„(s) will provide a detailed confirmation,
complementary to the general arguments of Sec.
IIIB, of our technique.

In choosing this approximation we are again in-
fluenced by the results of statistical mechanics;
returning to the analogy between the x, corre-
sponding to lines in the Feynman diagram of Fig. 3
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and the particles of a gas contained in a closed
volume, we suggest that the influence of "nearest
neighbors" should be most important. We imple-
ment this idea explicitly by retaining only the ex-
pressions 1/(x, —x ) +1/x„ in the mth term in
(2.15), the equation for f(("'(x„.. . , x„). After some
rearrangement of factors, we can then write this
"nearest-neighbor" approximation to bt"~(x„. . . , x„)
as

(n)5n. n. a.(xi& s xn)

C,(s) = lns,

C,(s) = -lns+1+O(1/s),

C, (s) = 2 lns —4+O(1/s),

C,(s) = -5 lns +~2+0(1/s),

C,(s) =14lns+const+O(1/s),

etc.

(3.29)

c '(x) =1,

c"(x» x» x,) =2x,/x„
(3.28)

(x» x21 x» x4) xJxi 2x3x4/xlx2 7

+1~2 +1+2

etc.

The corresponding integrated cluster functions,
defined by (3.9), are in leading order"

= (1 —x,/x, )(1 —x,/x, ) ~ (1 —x„/x„,) .
(3.27)

It is important to note that b~„"~„, obeys the same
factorization property (3.3) as does b~"'. Hence the
cluster-decomposition properties remain valid in
this approximation. For the remainder of this
section we shall deal only with b~„"~„,; thus we can
drop the subscript on both the b'"' and c'" without
confusion.

By direct calculation from (3.27) and (3.6) we
find that the first few correlation functions are

Notice that, as our general arguments indicated,
each of the C„ is indeed linear in lns. From our
discussions of Sec. III B we expect the full pion-
ization amplitude to be given by

B(s, X) =Ce+"'s"' ', (3.30)

where from (3.9) and (3.25) we deduce that

n (&) = X —X'+ 2A.
' —5 X'+ 14K'+ ~ ~ ~

tI(X) = ~' —4~3+ —", ~'+ ~ ~ .

There are now two questions of interest. First,
can we establish the general form of the Cn and
thus obtain the full power series for n(X) and P(X) t
Second, can we find an alternative, direct ap-
proach to evaluating B(X), in order to verify in
this explicit example the cluster-decomposition
techniques In the Appendix we give a detailed an-
swer to the first question; let us continue here by
responding to the second.

From (3.1) we see that in the nearest-neighbor
approximation the nth-order pionization amplitude
is given by

(3.31)

Define y; =x;/x;, with x, =l. Then (3.31) may be rewritten as

gy„B.(s)= . (1-y,)" (l-y. )
1/s ~1 1/x1s ~2 1/xn 1s ~n

Cfg1 "
~(y, y. —1/s)(1 —y.) (1 —y.)

0 31 0 ~2 0 ~n
(3.32)

where we have used x„=y ~ y and where one can
verify explicitly that the function 0(y, ~ ~ ~ y„—1/s)
assures that the lower limits of integration are
correct. A further modification enables us to
write B„(s)as

D = '1 —Y Oy ~
Y —I s.

(3.33)
We introduce a Laplace-type transform of D

with respect to its argument via
1

D (v)= D (t)t' 'dt, v&0. (3.34)
0

Applying this transform to D„,with 1/y, s =—t yields
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n l 3'2' ' '3'n

D„,(v) = II '(1 —y;) t' 'dt
~=2 0 ~3 0

n
= II I dy;(1 —y )y" '—

e=2 0 v

v vv+1

The full pionization amplitude is given by

B(A., s) =g](."B„(s),
n=l

where A. =g'/4&@. '. Thus we wish to consider

(3.35)

B(h, )=Xf D(1, —

)
'dy, i „(„,„)u2]g, I+(1+4')"'

1 [I+(1 +4]() ] [ y +(y +g M)l~]/2 (3 40)
4 (1+4]].)"'

Comparing this result with (3.30), we observe that
this direct calculation gives

n (]].) = [-1+ (1 + 4A.)'i'] /2

= Z —Z'+ 2X' - 5X'+14m'+

D(A., t) =—Q A"D„(t).
n=O

or, equivalently, its Laplace transform

(3.36)
([(+(( ~ 41)"']')

4(1+4](.)'"

D(X, v) =-Q ]]."D„(v)=
n=O

(3.37)

D„,(v)= e "dyD„,(e '),
0

and thus its inversion formula is
C+t o

D„,(e ') = . e"dvD„,(v),
C C~

(3.38)

where the final equality follows from (3.35). To
obtain D(X, t) from (3.37) we need the inverse of the
transform (3.34). By changing variables in this
equation to y = lnt, w-e see that (3.34) is equivalent
to

=A.' —4A.'+—
A, + ~ ~ ~

29
2

which agree exactly with the results obtained from
the cluster-decomposition technique. The proof to
all orders in A. is relegated to the Appendix.

D. Nonleading Terms in pins and the

Cluster Decomposition

To underscore the significance of the cluster-
decomposition approach, let us recall briefly the
manner in which the standard perturbation-theory
technique proceeds.

In this approach one begins by analyzing the
leading asymptotic behavior of the nth-order lad-
der diagram. One would find in our model

where the integration contour lies to the right of
all the poles of D„,(v) in the v plane. Applying
this inverse transform to (3.37) and keeping the
contribution of the leading singularity in the X

plane only, we find

Thus

B(X, s) ~ e"'.

(X lns)"
n &

S
So

(3.42)

(3.43)

1
( )&,+o+4~]v2]), 1+ (1+4%)' '

'
y, s ' 2(1+4](.)'"

(3.39)
From this result the form of B(A, s) follows simply.
Multiplying (3.33) by A.

" and summing over all gives

Pp

FIG. 4. The nth-order ladder corresponding to the
fragmentation amplitude I' „.

This represents the leading term in A. lns; how-
ever, the nth-order graph also contains a term of
the form

B„(X,s) CC]("(Ins)" '. (3.44)

Although this term is nonleading in A, lns, its
s dependence is as large as that of the leading
term of the (n —1)-first-order ladder; thus one
feels obliged to study terms of this type in order
to understand the details of the asymptotic behav-
ior. Polkinghorne" has given a general discussion
of this problem, demonstrating that Regge behav-
ior still arises when all orders are included and
deriving an implicit equation for the trajectory
function, ().(](.). In this approach, however, the
simple physical meaning of the nonleading terms
remains obscured.

In contrast, in the cluster-decomposition ap-
proach, the emergence of Regge behavior even
when all nonleading terms are considered is clear
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from a simple general argument. Further, to cal-
culate the 0th coefficients in the power-series ex-
pansion

n(X) =g A"n.„,
we need only consider diagrams up to order k.

Thus, in addition to providing a simpler intuitive
picture, the cluster decomposition offers a more
direct calculational method for determining the
asymptotic behavior of a perturbation-theory am-
plitude.

IV. FRAGMENTATION

A. The Fraynentation Amplitude

In this section we shall compute the contribution to the total amplitude of ladder diagrams with loop mo-
menta comparable to those of the incident particles; these diagrams correspond to fragmentation pro-
cesses.

From the discussion of Sec. II, we know that the nth-order contribution to the fragmentation amplitude in

the case of nonzero external mass is determined by

dg& n-l de ( )

Tj

where f~~~(x„x„.. . , x„) is given by (2.19). The full fragmentation amplitude is then given by

(4 1)

(4.2)Z(~, q) =g ~"Z„(q), ~=g'/4vp, '.
n

In analogy to the functions b~"'(x„x„.. . , x„) describing the pionization amplitude, the f~"'(x„x„.. . , x„}
play a central role in exhibiting various distribution properties in the fragmentation region. In particular,
the fg (x„x„.. . , x„) satisfy a crucial factorization property, similar to that exhibited by the
b'"'( xx„.. . , x„), whenever the x; satisfy (x„.. . , x„)»(x „,. . . , x„). In this case in the denominators of
(2.19) we can ignore the factors m, '/p, ' and 1/(x; —x„,), for i & m, in comparison with the factors
1/(x; —x„,), for j & m, since the latter involve only small x's. A possible objection to this simplification
is that in regions x; —x„,s x „(2& m), the factor 1/(x; —x;„)is comparable to, or perhaps even larger
than, 1/x . However, the contributions from these regions are rendered unimportant by the small phase-
space factors and thus can be ignored in the limit of x» x „.The reader is invited to work out a few

simple examples to verify this point. With this simplification, for

we have

fi'(x»x„. . . , x„)=f', '(x„.. . , x )fl'" '(x „,. . . , x„)+0(x „/x ), (4.3)

(4 4)

In terms of the rapidity variables, z, =lnx„ the inequality x» x „implies that z —z „»1. Equation
(4.3) can be expressed in terms of x s, for z —z „»1, as

fr" (~» ~ ~n) =fl, (~» x2l . l ~ )~" (~m+» ~ ~ l +n)+0(e + ) (4.6)

where b "(x„.. . , x„) is the corresponding integrand in the pionization region. Thus (4.3) represents a sim-
ple generalization of (3.3). Equation (4.3) can also be evaluated in the region where all x; are small and

satisfy 1»x; for all i. Then we have

B. The Cluster Decomposition

The factorization property of f~~~(x». . . , x„) suggests that a cluster decomposition similar to that found in
the case of pionization should also hold in the fragmentation region. Indeed, we can introduce clusters in
the fragmentation region in exactly the same manner as in the pionization region:

g"'(x}=f'"(x)

g ' (X„X,) =f ' (x„x,) —g "(x,)g "(x,),
(4.6)

g'"'(.„.. . ,..) =f'"'(... . . . , .) — g rr~'" '( ~ ~ ~ )" g'" '( ~ ~ ~ ) .
all partitions

By the use of Eqs. (4.3), (4.4), and (4.6), it is straightforward to show that g'"'(x„. . . , x„) reduces to
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c~"'(x„x„.. . , x„) if all x's are small and vanishes as O(x „/x ) if x» x „. These are well known pro-
perties of Mayers' clusters. As in the case of pionization, these results guarantee that the integral of
g~")(x„x„.. . , x„) over@", , dx;/x; with the appropriate limits contains only one In(1/q) factor:

= i).„1n(1/)1)+ p„'+O()7) . (4 7)

Notice the analogy between the variable )7 in (4.7) and the factor 1/s in the corresponding Eq. (3.9) for the
pionization region. It is important to note that, since g'"'(x„x„.. . , x„)—c "(x„x„.. . , x„) vanishes as any
x- 0, the dx/x integrations converge at the lower limit and thus do not contribute to a Inq term. Hence,
clusters g" and c" give rise to the same u„. This has the consequence that, by cluster-decomposition
theorem, the total fragmentation amplitude

~(n ~) -=Z ~"~ (n) =e""(1/q)"'"',

with

o.(~) =g X"o.„, P'(X) =g Z"P„',

(4.8)

(4.9)

(I/q)" ~ ) for fragmentation

(4.10)

()}s/p') ~M for pionization.

Therefore, since the over-all amplitude has a power dependence which is the product of these two factors,
we obtain for its power dependence

(I/n)"'")(ns/~')"'" = (s/V')"'". (4.11)

The g dependence indeed cancels, as we anticipated.

C. The Nearest-Neighbor Approximation

should have the same power dependence on 1/)7 [namely, (1/)7) ~"~] as the pionization amplitude has on s.
The match of power dependences in the fragmentation region and in the pionization region is important to

guarantee a smooth transition between these two regions and to obtain an over-all amplitude that is indepen-
dent of the cutoff g. To clarify the latter point, let us consider a ladder amplitude which covers both the

fragmentation region and some of the pionization region. A typical diagram is Fig. 4, but with k„, extended
below to (k„,) .„=(p'/s)P, . The quantity s is a measure of energy squared of the ladder and is assumed to
be much larger than p, '/q; that is, p. '/s «q. We can break up this ladder amplitude into two regions. The
first region consists of a part of the ladder such that k, /p, & )I, and the second region consists of the re-
maining part of the ladder with q&k, /P, & p /s. These two regions can be identified obviously as corre
sponding to fragmentation and pionization, respectively. The power dependences of these two regions are,
by the above arguments,

To -give an explicit example of the cluster decomposition for fragmentation we return to the nearest-
neighbor approximation described in detail in Sec. III C. We again implement this approximation by retain-

ing only the "dominant" term 1/(x, —x )+1/x in he factor

m.' 1 1 1 1
+ + + ~ ~ ~ + +

1 —x, x, -x,2 +m-1 +m +m

that appears in the denominator of (2.19). Then the function f~)(x„x„.. .f x„) reduces to

(„) (1 —x,)(1 —x,/x, ) ~ ~ ~ (1 —x„/x„,)f n. n. a.( i) 2i ' t n) =
[I ( 2/ 2) (1 )Jz

A particularly simple form of f~„"I„, can be obtained in the limit of m, /l), «1,
f',"'(x„.. . , x„)=-f'„"'„,(x„.. . , x„)i, = (1 —x,)(1 —x,/x, ) ~ ~ ~ (1 —x„/x„,) .

(4.12)

(4.13)

(3.27)

Note that this simplified f~"'(x's) still satisfies the factorization property Eq. (4.3), with function b'")(x's)
being modified to the corresponding function in the nearest-neighbor approximation,

I)(„"„',(x„.. . , x„)= (1 —x,/x, )(1 —x,/x, ) ~ ~ ~ (1 —x„/x„,) .
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Hence, we can make a cluster decomposition of the expression f',"'(x„.. . , x„) just as of f(i)(x„x„.. . , x„).
Moreover, for this simple f("), which corresponds to fragmentation in the limit of zero external mass, we

can also compute

Xl 7) X~
(4.14)

exactly. This exact calculation will be used as a separate check on the validity of our cluster decompo-
sition.

D. Fragmentation with Zero External Mass in

the Nearest-Neighbor Approximation

In the following we shall compute the cluster-
decomposition functions g("'(x„x„.. . , x„) deter-
mined by the f',"'(x„x„.. . , x„). Since we have al-
ready presented, in Sec. IIIC and the Appendix, a
verification to all orders of the equivalence of the
cluster-decomposition approach and an exact
method for the case of pionization, for brevity we
shall concentrate solely on the first few cluster
functions here. These are given by

g", (x„x,) = ——(1 —x,)',
l

g',"(x„x„x,) = 2 —'(1 —x, )'(1 —x,),
Xl

etc.

(4.15)

The cluster function g "«(x». . . , x„) indeed reduces
to the cluster function c("'(x's) characterizing the
pionization region in the limit 1» x; for all i; in
the first few cases this follows by direct compar-
ison of (4.15) and (3.28). The integrations over the
cluster functions give

with

o. (A.) = A. —A.'+ 2A.'+ ~,

p, ()() = -)(+-',)(' ——", X'+ ~ ~ ~,

and

e'0'" = 1 —x+ 2z' —10m'+

(4.18)

(4.19)

E.'(n) =D.(n). (4.21)

Hence we may apply directly the results of Sec.
III C to obtain the full zero-mass fragmentation
amplitude

To compare these results with the exact form of
E'()(), we note that, using (4.13) to give
f',"'(x„x„.. . , x„) and changing variables to the y;
as in Sec. IIIC,

Eo( ) t
dye dy2 I' dyn

"o yx "o yo ~o yn

x()(y, . y, —q)(1-y, ) ~ ~ ~ (1 -y„).

(4.20)

Recalling the definition of the amplitude D„,(1/y, s)
as given by (3.33), we see immediately that

G, =— —g( (x) =ln —-1+O()7),1
x '

g

dx, "l dx2

n xl n x2

1 5= -ln —+—+O(q),
q 2

x2 xg (3)

1 22=21n-- —+O(q),
7l 3

(4.16)

E'()},)() = g )("E„'())).
n=l

%e find

E'(q, ) ) =f)()), ) )

(-i+(i+4»"')io 1+(1+4)(}»o
7l 2(1 + 4g)»o

which confirms E(ls. (4.17)-(4.19).

E. Fragmentation with Nonzero External Mass

(4.22)

(4.23)

etc.

E (q ) ) eo (o, » 8 (»(1/q) (» (4.17)

These contributions are, as anticipated, linear in
ln(1/)7); further, the coefficients of 1n(l/))) in G'„

agree with the corresponding coefficients of lns
in the pionization region. By the results of Secs.
IIB and III C, the total fragmentation amplitude is
thus

Giving the external particle a finite mass (m, 'x 0)
does not change our conclusions, although it does
complicate the algebra considerably. For exam-
ple, we can compute the explicit forms of the non-
zero external mass fragmentation functions,
F(v, )() and E()7, )(), from (4.14). Since the proce-
dure is similar to the m, =0 case, we shall not go
to the details of the calculation, but shall simply
quote the final results:
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~(~+1)' ' dy(1 -y)y" '
v(v+1) —A. , [1 —(m, '/p, ')y(1- y)]"

(4.24)

in addition, the asymptotic expression of E(q, A} at
large 1/q is

x[n(z)+1] (' dy(1 —y)y
' 1 "

2n(X)+1 ~, [1 —(m, '/p')y(1-y)]' q

8'(x)(1/ )n(M (4.25)

F. The Full Amplitude

We now know how to calculate the amplitudes
associated with the pionization region and the left-
fragmentation region. The amplitude associated
w'ith the right-fragmentation region can be worked
out analogously, The full amplitude, according to
Eq. (2.7), can be expressed as

(4.26)

Let us define the left-fragmentation, pionization,
and right-fragmentation regions according to
k;, & ques, ques&k;, & p'/(q'Ws), and k, „&p'/(q'vs),
where g and g' are small positive, but s-indepen-
dent, numbers. In the case that none of the k;,'s
is in the vicinity of the dividing points

ques

and
p'/(q Vs), the factorization property (2.14) follows
and A(A., s) can be evaluated in these three regions
separately, giving

2

A. (A., s) = gF~ (X, q}B(X,—qq's/p')E„(X, q') .

(4.27)

B(X, qq's/g') and Ez(A, q) are define. d in Eqs. (8.2)
and (4.2}, and have the power dependence
(qq's/p') ~ ~ and (1/q) ~

~, respectively. The
right-fragmentation amplitude F„(A, q'} has a sim-.
ilar power dependence (1/q') 'M. Thus, the q and
q' dependences in A(A. , s) are cancelled out, giving

The coefficients P„' of the cluster decomposition of
the g-independent term can be obtained by expand-
ing Eq. (4.25) as a function of A.; i.e.,

J3'(~) =g x"p'

We have computed a few P„' by this method and
compared them with those calculated from cluster
decomposition; the two methods do indeed agree
with each other. Interested readers are invited to
verify this expli. citly.

power dependence in A (X, s). Hence, to within an
s-independent multiplicative factor, Eqs. (4.27) and
(4.28) give the correct form of A(A, s).

V. THE ONE-PARTICLE SPECTRUM

g g gn+I

In this section we wish to apply our model to pro-
duction processes. The inelastic channels are the
usual multiperipheral states (Fig. 5), and the in-
elastic amplitudes and cross sections can be com-
puted in a straightforward way. The partial cross
section of an n-particle multiperipheral produc-
tion process, for example, can be obtained from
the corresponding n-runged ladder amplitude by
the Cutkosky prescription, just as in the case of a
y' theory in (3+1) dimensions. Therefore, we ex-
pect that the s dependence and the concept of clus-
ter decomposition will apply to the inelastic partial
cross sections as well.

We have demonstrated in Secs. III and IV that the
over-all amplitude of the ladder diagrams expo-
nentiates to a Regge form, with the exponents
given by the sum over all integrated cluster func-
tions. Even though the nearby rungs are kinemat-
ically related, the contributions arising from the
various clusters are completely decoupled. Thus
one can compute the contribution arising from each
type of cluster indePendently and obtain the full
amplitude by taking the product of all individual
terms. In the following, we shall show further that
this decoupling of contributions due to different
clusters allows us to compute the one-particle
spectrum by evaluating each individual cluster's
contribution independently and then adding the re-
sults.

Consider a particular cluster consisting of n

particles (i.e., of n rungs}. Let o.„(A)= A"o.„be its
corresponding partial contribution to the Regge
exponent. The over-all contribution to the Regge
pole n(X) is simply the sum of the contributions
due to all kinds of clusters; that is, n(X) =Q„n„(X).
To within a multiplicative constant, the partial
cross section due to N clusters of order n is just

o, ~—,—,[n„(A)lns+ P„(X)]".1 1
(5.1)

A(A., s)~(s/p, ')"' ' ' (4.28)
k) k2 k~ k~ ) k~

as expected. In actual calculation, k;, may take
values in the vicinity of the dividing points. How-
ever, it is well known from the cluster-decompo-
sition theory in statistical mechanics that contri-
butions from the boundary regions do not affect the

FIG. 5. The multiperipheral amplitude for the
production process 2 n +2.
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Recall that one of the 1/s factors comes from the
optical theorem while the second comes from our
definition of the amplitude as given by Eqs. (2.7)
and (2.14).

'

Equation (5.1) sums to (I/s')es"~"~s "~ ~

as expected. The one-cluster spectrum in the
pionization region, in the case of N identical clus-
ters, can be obtained by fixing one cluster and
integrating the remaining N-1 clusters over the
available phase space, giving

do~ , —,[n„(X)lns+P„(X)]" 'n„(X)
1 1 N- dxc

(5.2)

where x, is the fractional longitudinal momentum
associated with the observed cluster. Notice the
crucial result that the coefficient of dx, /x, in (5.2)
is indeyendent of x„ this is a consequence of the
translational invariance in rapidity space of the
clusters corresponding to pionization. Since such
translational invariance does not hold for the frag-
mentation clusters, we anticipate that the analog
of (5.2) in the fragmentation region will be more
complicated.

One can understand the form of (5.2}by noting
that when this equation is integrated over x, 'from
1/s to 1, it must yield (5.1), modulo a counting
factor. Here again we can see the potential value
of the analogy to a system of gas molecules; by
the principles of statistical mechanics, we should
be able to derive (5.2) simply by differentiating
(5.1) with respect to the analog of volume. Since
in our case this analog is lns, (5.2) follows imme-
diately from (5.1) by this argument.

Summing (5.2}over N, we find that the one-clus-
ter spectrum for a particular kind of cluster (in
this case, nth-order} is

do&
= g nn„(~) —= h(X) —,(

dx dx
~T )one particle x x'

with

h(X) =g nn„(A) = g nn„X" = X
d n(x)

(5.5)

(5.6)

(I +4k)"' ' (5.7)

(5.8)(
It is probably important, to remark that, even

though Eq. (5.8}has no explicit s dependence, the
one-particle spectrum

Note that h(A) is both s- and x-independent. Again
we remark that this is due to the translational in-
variance of the amplitude in the rapidity space.
Equation (5.6) depends only on the fact that an nth-
order cluster decays into n final particles. Thus
we expect that this equation should be valid in both
the exact (1+1)-dimensional and the exact (3+1)-
dimensional multiperipheral theories as well; that
is, it should be independent of the nearest-neighbor
approximation and of the existence of transverse
momenta. Of course, the explicit form (5.7) is
model dependent.

It is essential to note, however, that Eq. (5.5) is
expressed in terms of the longitudinal-momentum
variable x =0,/P, „ofa cluster, rather than the
yroper-momentum variable q of the final-state
particle (see Fig. 5). Later we shall comment on
the importance of this distinction for general
multiparticle spectra. In the present case, how-
ever, it is easy to see that dx/x=dq, /q, because of
the invariance of rapidity phase space under trans-
lations. Hence

does ""-'n (z)
dx.

1f (5.8)
dg+

do = or(X, s)h(X)
0'+

or equivalently

(
do

I
dxc

0 T) onewluster Xc
(5.4)

Since different kinds of clusters are independent,
Eq. (5.4) will not be affected even if contributions
due to different kinds of clusters are included.

Although the one-cluster distribution is very
interesting theoretically, what one observes ex-
perimentally are 0ne-particle or multiparticle
spectra. It is not very difficult to compute these
spectra from Eq. (5.4}. For one-particle spectra,
one need only remember that a cluster with n
rungs will eventually decay into n final particles in
our model. Thus, the one-particle spectrum in the
pionization region is simply a weighted sum of
(5.4}over all kinds of clusters,

8(M n(k)-2h() )
q+d

does have an explicit power dependence s
This s dependence is divided out in do/or. In other
words, the Feynman scaling law does not hold in
this simple model except for a particular value of
the coupling constant X for which n(X) —2—= n, (A) —1
=0. This is a typical result of multiperipheral
models, "which do not predict scaling unless the
amplitude is dominated by the Pomeranchuk ex-
change.

Let us now consider the one-cluster distribution
function, dc/or, in the fragmentation region. We
have already remarked that the lack of translation-
al invariance exhibited by the fragmentation clus-
ter, g~"'(x„.. . , x„), leads us to anticipate an x
dependence in do/or in the fragmentation region
more complicated than the simple dx/x phase-
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space factor. This observation, when considered
together with the result that a cluster function has
a finite size in x space, implies that the one-clus-
ter distribution function will depend on the defini-
tion of its "coordinate", x,. For this reason, we
define specifically the coordinate of a cluster
g~"i(x„x„.. . , x„) to be x, = x, . This definition is
natural because x, is the total scaled longitudinal

momentum carried by the cluster.
It is easy to see that the contributions of indiv-

idual clusters in the fragmentation region are still
independent of each other. Hence, we can compute
the one-cluster distribution function just as in the
pionization region. For an nth-order cluster at x,
in the presence of (N-1) identical clusters, this is

1 1 f"C Qg2 "n-1 dXn 6xdo~ —,
, [n„(X)ln(1/g)+P„'(X)]" '

A.
"

Jl
'

~ .
J

"g~")(x„x„.. . , x„)
+2 yl +n +C

The factor
~C gg2 "n -1dX„(

TJ~P +2 TJ ~0 +tf

(5.9)

(5.10)

is well defined at @=0 and represents the one-cluster distribution function in the absence of other clusters.
At small x, (1»x, » q= 0), g~"i can be replaced by the translationally invariant function c~"i; in this limit,

0"~-1Ch

0 +2 0 +n

= A."n„-=n„(X),

as anticipated. Summing Eg. (5.9) over N and dividing by

—,exp[n„(X) ln(1/q) + 0„'(&)],
1

(5.11)

we have the final one-cluster distribution

4G dx.—= n„(x„X) (5.12)

which is a straightforward generalization of Eq. (5.2). Using the fragmentation cluster functions previously
calculated in our model, we find that the first few n„(x, A) are

n, (x, x) =(1-x)x,

n, (x, X) =-(1-x)'x',

n, (x, X) = (1-x)'(2 —x)Z',

etc.

(5.13)

These functions indeed reduce to n„(X) at small x.
To provide further support for the cluster approach and additional detail about the transition between the

pionization and fragmentation regions, we shall now calculate the one-particle spectrum directly in the
nearest-neighbor approximation. In the first instance we deal with the pionization region. We recall that
in this case the full integrand is, in terms of the simplified notation k; -=k, +,

h"(k„.. . , k„)=(1——
)(1

——') (1 — "). (5.14)

We are concerned with tPe process in which one of the rungs is detected with definite momentum
—k „,where k and k „are the momenta of the adjacent legs. The integration variables k& are

restricted according to

s k, k2 ~ ~ ~ &k, k =q+k „k~+1 ~ ~ ~ &k„1. (5.15)

We shall integrate kl")(k„k„.. . , k„) over the integration region available with fixed q and then sum over all
n. We must also sum over m because any of the rungs in the ladder may be realized and detected as the
final particle. The differential phase-space factor for fixed m] and n can be written as
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%e find that it is convenient to rescale the k; for i & m by

k,
k)=

k „+q
such that the new variables obey

(5.17)

S
&k~&k2& ' '&k ~&1.

k „+q
In terms of these new variables, me have

dB'"'(s, q) = Jtg „'b&"&(u„u„.. . , I „)
fixed@=k~-k~+

&

s-q gk ~B'-" ' ~B&"-"-'&(X )
I km+1 km+1 . 0 km+I 7) km+1

vrhere

(5.18)

(5.19)

(5.20)

(5.21)

Multiplying (5.19) by A.
" and summing over m, n, we have

dB(s, q) = d[Q A,"B'"'(s)]~ „,
(5.22)

1+4k. '~'+1

)81ge B 2g 1 +4X

That B, and B, are the same function can be seen easily through the transformation k;- k = s/k, .
Given B, „we can compute dB(s, q) from (5.22). For s»q, »1-that is, for particle momentum q(=q„)

much smaller than the incident particle momenta, but much larger than the momentum of the last particle
in the ladder -me can extend the integration limits to 0 &k „&~. Then, me have

A.'[(1+4K)'"+1]'
f

"dk dq 1
0 s

4(1+4k) J, k k+q k+q k+q

X'[(1+4')'"+1]' ~ dq ('" u
4(1+4%) q J, (1+u)""

X[(l +4K) + 1] &&y)dq
4(1+4K) q

'

(5.24)

(5.25)

g gnB(N) (5.22)

Using the methods introduced in Sec. Hl to solve for B(s, A.), B, ,(s) can be worked out straightforwardly;
vge find

where u =0/q, and use has been made of

o. (x) = -'. [(1+4m)'" —1] .

With the help of (3.40), we have

(5.26)

which is precisely Eg. (5.8).
Let us now examine both the structure of (do/&rr), „, „„,in the fragmentation region and the manner in



which the distribution of soft fragments joins smoothly to that of pionization. Since we are interested only
in the general features of the theory, we reduce the problem of fragmentation to the simplest case by put-
ting m =0 and again make use of the nearest-neighbor approximation. As we shall see, many of the ob-
served features of high-energy scattering can still be understood through this simplified model.

By analogy to E(l. (5.19), the one-particle spectrum in the fragmentation region is given by

(5.27)

with

(5.23)

(' 44, I'"- 44„( 4,
)(

4,
) (

4.
)( () (5.29)

Since fragments can carry momenta comparable to that of incident particles, we cannot make the approx-
imation that s,= s/(k+ q)» 1. Thus, we have to compute (5.29) exactly. It turns out that this is not very dif-
ficult in our model. Making a transformation of variables similar to that made in the case of pionization,

k~ k,
~ ~ ~

s~ k~ Kg

and performing a Mellin transform on the variable t = 1/s„we obtain

v(v+1) —4 ()444)"' v —4 v+44()'dtE, (t, A.)t" '=

E)(814 X) call then be obtained by all lllvel'se Melllll transform4 glvlllg (81 = 1/t)

1 n (X) -1-0.(X.)
1( 14 )

(1 +4y)1/2 1 1

Substituting (5.31) into (5.27), we have for q» 1,

(5.so)

(5.sl)

dk' 1 s s ' " (1+4K)'"+1
k(k+q)' (I+4X)"' k+q k+q 2(1+4')"' (5.32)

X'[(I+4X)'"+1]dq „'~' '„u ' 1 (u+1)""
2(1+4K) q, (g+ I)' u+I (s/q)"'" (5.ss)

with u=k/q as before. Dividing (5.32) by E(s), and expressing the final results in terms of the fractional
longitudinal momentum x =q/s, we have

(
dE(s, x) X dx
E(s),„,„~,„, (1+4X) x ' (5.s4)

1)/x 1

M(v) 4. 44 " ' „,—(-4=+1)" '4"") .
(u+ 1)"" (5.35)

We shall call M(x) the "scaled fragmentation dis-
tribution function. " The difference between M(x)
and one, M(x) —1, is a measure of the deviation of
the fragmentation particle distribution from the

dx/x law which holds for pionization. It is easy to
see that M(x) = 1 for x « I; thus the "soft" frag-
ments indeed have the same distribution law, dE/E
= [X/(I +4k)"'](dx/x), as do pionization particles
For x= 1, on the other hand, M(x) vanishes as a

power of (x-1), M(x)= (1+41)'"(1—x) "'. Hence,
the high-energy end of the one-particle spectrum
vanishes as the available energy vanishes; this is
a consequence of simple kinematic requirements.
For the intermediate region, M(x) can be ex-
pressed in terms of incomplete P functions in the
form

M(x) =1 —I„(2, n) —M"'"B, „(n, 1 —2n), (5.36)
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I„(a,b) =B„(a,b)/B(a, b)

(5.37)

0 /
s9'yy 9'2) (5.38}

= k(x„x,)«,«„ (5.39)

Some typical M(x)'s are plotted in Fig. 8 for a few
values of c. (or A). In terms of the gas model of
Feynman and Wilson, M(x) represents the bound-

ary effect. These curves agree qualitatively with
the observed one-particle spectra in the fragmen-
tation region, such as analyzed by Bali et al."
Given M(x), the scaled fragmentation distribution
function, we can compute the distribution of the
subenergies between any two adjacent particles in

P, space. The average spacings between adjacent
particles remain constant for particles in the
pionization region and have different values for the
first few fragmentation particles. The average
scaled longitudinal momentum of the first few
fragments as a function of n is plotted in Fig. V.

These curves agree qualitatively with the Echo
Lake experiment" carried out by the University of
Michigan group.

The idea of clusters can be used to understand
qualitatively the multiparticle spectra as well. Let
us discuss this application briefly, concentrating on
the pionization region. The two-particle spectrum
with observed momenta q„q, can be expressed as

with x =lnq, . In the pionization region, h(q„q, )
will be s independent. For q„»q,„, k(q„q, }
=k(q, )h(q, ). This is the important factorization
property mentioned earlier. Physically, it im-
plies the independent emissions of particles when

q„» q„. This property indicates that final par-
ticles have only a limited range of correlation in
the rapidity space.

In the general case of an n-particle spectrum,
the reducible (uncorrelated) part of a distribution
function h~"~(q„q„. . . , q„) is defined as the sum
over products of the distribution functions for all
possible uncorrelated emission of n particles.
Hence this part of A,

" is determined by h, m & n,
and is not of primary interest in studies of the n-
particle spectrum. To explore the dynamics of
any model, one should study the irreducible (cor-
related) parts of a multiparticle distribution. This
irreducible part of a general distribution function,
k(q„q„. . . , q„), is analogous to the cluster func-
tion introduced earlier. In particular, the irre-
ducible part of a two-particle distribution function
is defined as

k, (q„q,) = k(q„q, ) —-k(q, )h(q, ) . (5.40)

In analogy to, the cluster function, ct'~(k„k, ),
k, (q„q,) has only a finite correlation length.

%e would like to remind the readers at this
point that our discussion of the multiparticle spec-
tra is based on analysis of ladder diagrams, which
represent a very specific type of multiperipheral
model. It is not clear that even a more general
multiperipheral-type model will lead to the correct
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FIG. 7. The logarithm of the average longitudinal
momentum of the nth fragment as a function of n.
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high-energy s dependence and multiparticle spec-
tra. This point will be discussed further in Sec.
VI. For the present we note that even if we accept
the multiperipheral model as an accurate descrip-
tion of strong interactions at high energy, the use-
fulness of the multiparticle distribution function,
k~"'(q„q„.. . , q„), is still limited. This is because
the scattering amplitude of a multiperipheral mod-
el is simple in terms of the momentum variables,
k&, carried by the sides of the generalized ladder.
These variables are related to the final-state mo-
menta q, through q; =k; —k, , (see Fig. 5) and

k; =g»&q& —P». Although we can determine q,.
from k; unambiguously, the inverse is not true.
We need to know the sequence of the final-state
particles in order to determine k;. All the nice
features of our model, such as the ordering of k;, ,
the cluster-decomposition property of the. ampli-
tude, and the relation between the cluster function
c~"~ and the trajectory function o. (X), rely heavily on
the use of the k, . Hence, if one takes the multi-
peripheral model seriously and wishes to extract
the dynamics phenomenologically, one should first
convert the multiparticle distribution function
k'"~(q„. . . , q„) into the absorptive part of the ladder
amplitude b~"~(k„. . . , k„), through a change of vari-
ables from q; to k;. Following the prescriptions
given in Sec. III, one can then compute the cluster
functions c~"~(k». . . , k„), the trajectory function

a(X}, and various correlations among the final par-
ticles from the amplitude b~"'(k„. . . , k„). Obvious-

ly, one of the most uncertain parts of such a phe-
nomenological analysis is to determine the se-
quence of final particles in order to express the
k's in terms of the q's. The interesting possibility
of carrying out the cluster decomposition directly
in terms of the q's is presently under investigation.

VI. DISCUSSION

The method developed in this paper to extract the
asymptotic behavior of ladder diagrams is actually
quite general and is applicable to other types of
diagrams as well. In particular, we have studied
the "iterated-cross" diagrams" [Fig. 8(a)] in a
(1+1)-dimensional q' field theory. In the pioni-
zation region, we are able to show that the longi-
tudinal momenta, x; = (k;, ~, passing through the
lines which join the crosses are ordered just as in
the ladder diagram,

x] + x2 + + at + O

Further, in this region whenever one set of x's,
say (x„x„.. . , x ), is much larger than the re-
maining set, the integrand —call it p~"~(x„x». . . , x„)
—corresponding to the amplitude factors into the

product of two similar functions, p (x„x„.. . , x )
&&p~" ~(x „,x „,. . ., x„). This is the property

ki k2 k~ kq j

FIG. 8. (a) The nth-order iterated cross diagram.
(b) A more genera1 multiperipheral diagram.

To Order g
2 .

To Oider g

To Order g

7 ~ ~ ~ ~

FIG. 9. The first few clusters corresponhng
to the diagram of Fig. 8(b).

which ensures the validity of the cluster decompo-
sition. It is interesting to see in this case that the
simplest cluster constructed from an iterated
cross diagram is a single cross. A higher-order
cluster is a combination of crosses. For a more
complicated diagram such as that of Fig. 8(b), we
can decompose the amplitude into contributions
due to various clusters. The clusters, listed ac-
cording to increasing powers of the coupling con-
stant, are shown in Fig. 9. The resultant power
dependence on s in the amplitude is determined by
the sum over all possible contributions. due to var-
ious clusters. It is important to see that, at least
in the (1+1)-dimensional case, the inclusion of
more complicated rungs and crosses in a ladder
only modifies the exponent n(A} of the s depen-
dence in the amplitude, but does not alter its
Regge form. This may explain why some of the
nice features of the naive multiperipheral model
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persist even in a more realistic theory.
The technique studied here can also be general-

ized straightforwardly to a (3+1)-dimensional cal-
culation. As pointed out in the Introduction, this
paper is actually stimulated by an earlier calcu-
lation on nonleading terms in the (3+1)-ladder
amplitude. ' Let us describe brieQy how the con-
cept of a cluster decomposition can be applied to
calculation of ladder diagrams in a (3+1)-dimen-
sional field theory. For simplicity, we work only
in the pionization region. A typical pionization
diagram is shown in Fig. 10. The external mo-
menta are labeled by k„k,+k, and k„„, k„„+k,
respectively, and chosen to satisfy k,

momentum transfer k„-=(k„k,k )=(O, k, O) is pure-
ly transverse. The momenta of the first and the
last (k, ) integrals are restricted by k„((P,),„
and k~ & (p„) . . As in the (1+1)-dimensional
case, r = (P,),„/(P, ) . is a measure of the invari-
ant energy squared of the system. As we demon-
strated earlier, it is more convenient to express
the power dependence of the amplitude in the pion-
ization region in terms of the variable r than in

k I+ k k~+k k~+k kn t k k„~)+k

kI kn kn+I

FIG. 10. The nth-order ladder diagram corre-
sponding to pionization in a I,'3+1)-dimensional theory.

terms of the actual invariant energy. Of course,
the amplitude in the pionization region has the
same power dependence on ~ as the exact ladder
amplitude does on the Mandelstam variable s.
Thus if we are interested only in the power depen-
dence [i.e., the trajectory function n()(, k')] or in
the particle distribution properties assay from the
fragmentation region, we need only carry out our
analysis in the pionization region.

As in the (1+1)-dimensional case, we find that
the n-rung amplitude T(")(k» k„.. . , k„) in the pion-
ization region has the following properties:

(1) After k,. integrations, T(")(k» k„.. . , k„) can be expressed as

2 tl d d'k
(6.1)

The plus components of the k, 's are ordered just as in the (1+1)-dimensional case:

(p, ),„&x, & x, & ~ ~ ~ & (p, ) . ,
where x, =k;, .

(2) b(„)(k„k„.. . , k„) satisfies the crucial factorization property that, when

(x» x2i ~ i m) (xnl+1i xm+2i i xii) i

we have

(6.2)

(6.3)

b(„")(k„k„.-. . , k„)=b(„-")(k„k„.. . , k„)b~q )(k „,. . . , k„)+O(x „/x ). (6.4)

That E(I. (6.4) is true can be verified explicitly. In deriving (6.4), we have made use of the uniform conver-
gence of the transverse integrations. It is important to note that the factorization of b'" into two b's is
complete; that is, b" factors not only as a function of x's but also as a function of the transverse variables
k;. This complete factorization is crucial for the asymptotic amplitude of the ladder diagram to behave as
a Regge pole, rather than as a more complicated Regge cut. To understand this point, let us return to Eqs.
(6.1) and (6.4). We can define the cluster function c(-„")(k„k„.. . , k„) according to E(I. (3.6). Note that c(") is
independent of the momentum of other clusters. Thus, the integrated contribution

~+ max dk&+ d
C.(k, )= II k (2) '"(k""'k")

~&+&min j+

=—o.„(k)lnr + P„(k) (6.5)

(6.6)

can be computed independently for each cluster. Rotational invariance implies that Q.„and P„are functions
of t = -k' only. Therefore, the resultant amplitude is

T g zl(il) p(t) /n(i)
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with

r =(p,),„/(P, ),„=s,
p(t)

. Z k" 8„(t)

n (t) =Q A."n„(t),

(6 7)

(6.8)

Z =g'/4v p'. (6.9)

Equations (6.6)-(6.8) have the structure of a Regge pole.
In the case of more complicated diagrams, such as iterated cross diagrams [Fig. 8(a)] in (3+1) dimen-

sions, the factorization is not complete. Instead of obtaining an equation such as (6.4), we find that:
(1) the integrand p~"' in an iterated cross diagram depends on the transverse momentum of the (n+1)st line,
so that p~"'=p'"~(k„k„. . . , k„; k„„); and (2) Eq. (6.4) is modified, for (x„x„.. . , x )»(x „,. . . , x„), to the
form

p" (k„.. . , k„, k„„)=p (k„.. . , k~, k~„)p" (km„, . . . , k„,k„„)+O(x~„/x~) . (6.10)

In other words, the integrand p depends on the
transverse momentum (k „)of the adjacent inte-
grand p" '. We can still decompose the p" into
clusters. However, the n-particle cluster func-
tion, i'"~(k„k„.. . , k„;k„„)will depend on the first
transverse momentum of the cluster right after it.
Thus, the clusters remain correlated through their
transverse momenta. The contributions of various
clusters must in this case be "multiplied" together
as matrices, with the matrix elements being of the
form T- -, where the k; are continuous vari-(n)

ables. After summing over contributions due to
all clusters, we find that the full amplitude expo-
nentiates in the form exp[o. &g 1ns+ P&p] but only as
a matrix expression. Diagonalizing the exponent
and keeping in mind that the spectra of k; are con-
tinuous, we are led to a complicated singularity
structure of the type explored earlier by Contog-
ouris, and by Kaschluhn and Zoellner. " Thus, we
establish a simple criterion for determining
whether a set of amplitudes should lead to a Regge
pole (series of poles), to a cut, or to an essential
singularity; this depends simply on whether the
sum over the cluster functions has a discrete or a
continuous spectrum. This, in turn, is closely
related to whether the integrand b~"'(p~"') is com-
pletely factorizable or not. This physical criterion
and its interpretation are quite general and should
be useful for both theoretical and phenomenological
analysis.

In conclusion, let us discuss two points. First,
we should reiterate an important caveat mentioned
in Sec. V regarding the use of a "real-gas" analogy
to understand certain aspects of strong interac-
tions. We have been able to demonstrate that,
within the framework of a multiperipheral model,
this analogy has both conceptual and calculational
utility. In particular, we have established the

validity of a "cluster decomposition" at high en-
ergy; this is a direct analogue of the cluster ex-
pansions used in treatments of real gases. The
variables in which this cluster is simplest, how-
ever, are not the actual final-state particle mo-
menta, q;; rather they are the momenta k; carried
by the sides of the ladder diagrams which comprise
our model. In applying the present cluster tech-
nique to phenomenological analyses, one must
transform from the q; to the k, ; as discussed in
Sec. V, the possible ambiguities in this trans-
formation will impart uncertainties to the final
results.

Second, we should discuss the relevance of using
a simple multiperipheral model to describe the
high-energy s dependence and the multiparticle
spectra of an exact theory. At present the exact
asymptotic behavior of even a simple cp' theory
remains unknown. Thus the validity of considering
any collection of perturbation-theory diagrams is
questionable. One does feel, however, that the
larger the class of general principles —for in-
stance, unitarity and/or crossing in given channels
—satisfied by given sets of diagrams the more
likely that predictions based on them are accurate.
On this basis we might argue that some feeling for
the correctness (or otherwise) of the multiperiph-
eral model could be obtained by considering a gen-
eralization of the model, involving. a larger class
of diagrams, that satisfies s-u crossing and s-
channel unitarity. Those features of the simple
multiperipheral model which remain valid in the
more general case would then be considered most
plausible.

Recently, an attempt was made in this direction
by studying the high-energy elastic and inelastic
processes in a y' theory calculation based on the
s-channel iteration of t-channel ladder diagrams. "



This model can be generalized to include the s-
channel iteration of an arbitrary multiperipheral
process andwill be referred to as a unitarized mul-
tiperipheral model. One of the important conclu-
sions is that the unitarized theory has the same
multiparticle spectra and the same high-energy
s dependence, s &~'~, as the original multiperiph-
eral model, whenthe Regge intercept n, (0) obeys
n, (0) «1. However, these two models have com-

pletely different asymptotic behavior for n, (0) & 1.
In the latter case, the original multiperipheral
model violates the Froissart bound, whereas the
unitarized theory becomes a strong-absorption
model and its total cross section saturates the
Froissart bound. Interested readers are referred
to Ref. 25 for details. The agreement between the
unitarized theory and the simple model for n, (0) «1
provides some support for our considerations.

In Sec. III C we calculated explicitly the first few c (x„.. . , x„) describing the pionization amplitude in the
nearest-neighbor approximation. From these me also calculated C„, the integrated cluster functions, which
de'tel'1111118 directly tile coefficlellts 111 the pow81' 881'188 fol' n(A). Ill this Appelldlx we will pl'88811't R method
for determining the C„and thereby deduce the full power series for n(A).

The first five c{"Iare given in Eq. (3.28). As further examples, we list here c{"and c{'I:

c"'{x„x„x„x„x„x,)=-({6—+32 ' '&{8 ' '+{8 ' +{{ ' '+8 ' '+{{' '+{2 ' ' '+4 ' ' {A{)
Xg XQX2 XJXs X/X2 XyX4 XyX3 XQX2 XJX2XS X$X2X4

c{'I(x„xa,x„x„x„xe,x,)=32—'+128 ' '+64 ' + ' ' +32 ' + ' +
XJX2 XjX2 XJXS XQX2 XQXS XQX4

8 7 5 7 XgX7 XSX7
2

X5XGXV XgX6X7 X5X6X{7

X/X5 X$XQ XQX3 X/X2 XjXBXS X/XBXS XJX2XQ

XQX5X7 X5X6X7 X@X6XV X3XSX7 X3X5XQ XSXGXV X4XGXV
+24 + +16 + +8 + +

XQX2XS XIXSXQ X/X2X5 XQX2XQ X/X2X4 X/XBX5 X/XBX5 4 (A2)

These examples illustrate several properties common to all e~"~.

(1) The general c" contains only terms consisting of products of simple ratios of its arguments,
x /x ~ ~ ~ x /x The maximum number of factors in a product is Int(II/O) where Int(II/2) is the largest inte-
ger less than or equal to n/2; if we call terms involving a product of m ratios (x,/x, .}"m-factor terms, "
then c'"I contains m-factor terms of all orders from m =1 to Int(n/2).

(2) Of Rll possM8 pl'oduc'ts of 1'Rtlos only those whlcll sR'tlsfy the followlllg coIldl'tlolls RppeRI".

(a) a factor of x„/x, must always appear;
(b) it must be possible to put the other factors into ratios x,/x, , where i &j;
(c) no index can ever appear twice in a given product of ratios.

(3) There is an over-all factor of (-1)" '.
(4) We consider the ratios (x;x;/x~x, ) and (x,x,./x, xl) to be equivalent.
In terms of the 0'"'(x„.. . , x„), C„ is given by"

~1/8 X1 " I/8 X2 4 I/g Xn

Int(ff /2) Int(n/2)

-=Q C„(s}=Q (n„ lns+P„), (A3)
m= 1 n=1

where C„ indicates the total contribution to C„ from those terms in c{"I(x„.. . , x„) containing exactly m fac-
tors (x~/x, ). We now make the crucial observation that, for a given n, each allowed m-factor term con-
tributes the same amount to the coefficients of in@ in C„; for example, if we examine C, ere see that there
are three two-factor terms:

8 q 4 p and 4
X X

X/X2 XgXQ XQXS

By direct application of (3.9), we find that each of these terms contributes Sins to C,(s). In general, we
can observe that the contribution to n„, the coefficient of lns in C„(s), of each term in c{"I(x„.. . , x„) with
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m factors is exactly 2~" ' '. Thus the problem reduces to determining how many terms with m factors sat-
isfy the restrictions (1)-(4) listed above.

To solve this problem we begin by considering the simple combinatoric effects. In the case of C„ there
are n x s from which to choose; selecting 2m of them to form an m-factor expression, subject to the
proviso that both x„and x, be selected, can be done in

~

~

~

n —2 (n —2)!
2(m —1) (n —2m)![2(m —1)]!

ways.
Having thus selected the 2m x s, we eliminate x, and x„, order the remaining 2m —2 x s, and then re-

label these sequentially from 1 to 2m- 2; thus

X2 X2m -3 2m -2 (A4)

The problem is now reduced to finding the number of ways these 2m —2 numbers can be arranged in m —I
ratios in accordance with the above requirements; this number is independent of n, the order of C„. Let us
call this number A. „ then the total number of m-factor terms is given by

n —2

2( 1) m-1 '

We can calculate A, by observing the equivalence of our problem to a particular one-dimensional ran-
dom walk. In the general case, we find

1 x 3x 5x ~ x (2m -1)2~
m-

(m+1)!

The result can be expressed more compactly in terms of a generating function

(A5)

A(x) =+A x =—[1—(1 —2x)"']. (A6)

From this result, we find that
Iat(n/2)

a„=(-1)" ' g ( )A„,R" ', n-2
m=l

and

(A7)

The trajectory function is

n(z) =Q n„A",
n=l

~ Int(n/2)

=z+Q P (-()" '(2( ))}A,2" ' x".
n=2 n=l

(AS)

Interchanging the order of summation and using (A6), we have

n(X) = [-1+(1+4')"']/2

which agrees with the exact result given by (3.30) and (3.40).

(A9)
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We consider a strong-interaction S matrix in which the ~& system has the lowest threshold,
and the KK system the next threshold (i.e. , only two-body states are allowed up to and
slightly beyond the KK threshold). We show that if the ~~ scattering amplitudes below the
KK threshold are isospin-invariant, then unitarity, crossing symmetry, and sufficient
analyticity demand isotopic spin as the least trivial symmetry of the KK —KK, KK KK,
and K7t Kx amplitudes. In every case, al/ of the isospin relations are obtained. It is also
pointed out that an assumption that various partial waves are correlated can be used to re-
place the assumption that the S matrix can be diagonalized by a constant matrix.

I. INTRODUCTION

A few years ago Blankenbecler et a/. ' formulated
an approach to internal symmetries based on the
unitarity, crossing symmetry, and analyticity of
the strong-interaction S matrix. Their basic as-
sumption (or definition) was that there exists a
constant unitary matrix which will diagonalize the
S matrix. They first studied the mm system for iso-
spin symmetry. This was extended to SU(3) for
mesons, ' to broken-symmetry mass sum rules, '
and to the octet of baryons. ' For the ww system

BCR proved that isospin symmetry was the least
trivial symmetry (i.e., that symmetry consistently
requiring the least number of relations among scat-
tering amplitudes). They then considered the cou-
pled Kw system, assuming that the KK channel was
the first inelastic one to open up in wn scattering
and that Bose statistics, charge-conjugation in-
variance, and time-reversal invariance were valid.
They also assumed that the S matrix could be diag-
onalized by constant orthogonal matrices in all
channels. They obtained all but two of the usual
isospin relations for this coupled system.


