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By inserting the elastic absorptive part from a multiperipheral model into a fixed-momen-
tum-transfer dispersion relation, it is possible to obtain the low-energy amplitude in the
crossed channel. We use the ABFST (Amati-Bertocchi-Fubini-Stanghellini-Tonin) version
of this model so that the amplitude satisfies a BS (Bethe~Salpeter) equation. The Veneziano
model for the mr amplitude is used to calculate the ABFST input kernel, for which off-shell
effects are neglected. We go beyond the usual pion-exchange dominance of the ABFST model
by including an “inelasticity” factor in our BS equation. The strength of this factor is fixed
by requiring that the Chew-Mandelstam nm symmetry-point crossing condition is satisfied.

It is then found that zeros arise in the S-wave amplitudes, which can presumably be identi-
fied with the zeros which are predicted from the Adler self-consistency condition. As a
by-product, we also calculate the leading Regge trajectories in our model. These have no
difficulty in rising to fairly high angular momenta and lead to relatively narrow reduced
widths for the p and f° resonances, as well as o high-energy total cross section in approxi-

mate agreement with experiment.

I. INTRODUCTION

Many successful predictions have recently been
made in strong interactions by using the Veneziano
model.! This model, moreover, is capable of
giving zeros in the 77 amplitude® consistent with
partial conservation of axial-vector current
(PCAC).3* Because of the linear nature of the mod-
el, however, there are still many undetermined
parameters in this approach, particularly if satel-
lite terms are admitted. Also certain features,
such as the existence of infinitely-rising Regge
trajectories, are not explained dynamically, but
have to be assumed from the beginning. For these
reasons, it has been emphasized by Chew® that a
complementary dynamical approach incorporating
the nonlinear constraint of unitarity might be de-
sirable. Of course the more the resulting ampli-
tude resembles the Veneziano amplitude, the more
likely we are to be on the right track. In particu-
lar it would be interesting to see if such a model
can give rise to zeros in the amplitude, as pre-
dicted by PCAC,® as well as Regge trajectories
which continue to rise at least for moderately high
energies.” Up to now unitary models in which the
Regge trajectories are not put in by hand at the
beginning of the calculation but are generated dy-
namically have been seen to reproduce either one
of these properties, but not both.” We shall see
that an extended multiperipheral model is able to
do so, however.

To see qualitatively how zeros might arise dy-
namically, consider the usual picture of the Regge
trajectories believed to be present in the 77 ampli-
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tude. (See, for example, Fig. 1, which gives the
trajectories assumed in the Veneziano model.)

The absence of an /=2 trajectory suggests that

the input potential or kernel in a dynamical scheme
is weak or repulsive in this state. Thus any zero
in the amplitude is expected to arise from a zero
in the input potential. On the other hand, the pres-
ence of one or more high-lying trajectories im-
plies a strong attractive potential for /=0. Unless
this potential is very complicated, the most natu-
ral way of obtaining a zero is by means of the sort
of mechanism used to explain the Ramsauer-
Townsend effect in atomic physics.? If our zero
were above threshold this would correspond to the
phase shift passing through 180°, which can cer-
tainly be generated by a strong attractive potential.
It is just as easy to produce a zero below thresh-
old. We shall see that our dynamical model can
generate just this sort of zero.

Let us now turn to the problem of indefinitely
rising Regge trajectories. These can arise dy-
namically if we have some kind of potential which
grows parametrically with energy. This was per-
haps first noticed by Finkelstein® who found that
his trajectories showed no tendency to turn around
in an equivalent potential calculation. It has since
been shown that such trajectories can go to infinity
with energy-dependent potentials.'®'!' Our dynami-
cal model will also have this type of input. In this
respect it differs from a model such as that of
Collins and Johnson” which does not have this fea-
ture. '

The most popular realistic dynamical approach
in the last few years has been based on the multi-
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FIG. 1. Regge trajectories assumed in the Veneziano
model. There is noI =2 trajectory, and the I =0 and
I=1 trajectories are degenerate. (We are using pion-
mass units.)

peripheral model.’?~!" This is obtained by insert-
ing a multiperipheral description of production
processes into a multiparticle unitary relation.

We then have an expression for the absorptive part
of the elastic amplitude which is essentially a sum
of ladder-type graphs. There is a corresponding
integral equation, which enables us to sum these
graphs. Most of the applications of this approach
have been to high-energy phenomena. On the other
hand, our absorptive part contains an essentially
correct description of low-energy resonances as
well as a Regge behavior at high energies. If we
therefore insert it into a fixed-¢ dispersion rela-
tion, we should have a reliable expression for the
low-energy amplitude in the crossed channel. This
is the region we shall be mainly interested in.

The model we shall actually use is the one orig-
inally proposed by Amati, Bertocchi, Fubini,
Stanghellini, and Tonin (ABFST).'? This has re-
cently come to be favored!®-!¢ over the multi-
Regge model,'” mainly because the important sub-
energies in the physical production amplitude are
of the order of 1 GeV or less,'®''® whereas the
multi-Regge model, unless we rely very heavily
on the duality concept, can be expected to be valid
only if they are very large (>>1 GeV). In Sec. II
we shall exploit the equivalence of the ABFST
model to a Bethe-Salpeter (BS) equation with a
particular form of the input potential.'?'*® This
equivalence was first pointed out by Amati ef al.'?
and has recently been used extensively by Ball and
Marchesini.’®* We also go beyond the usual pion-
exchange dominance of the ABFST model by intro-

ducing an “inelasticity” factor into our BS equation.

This is a rough way of including other effects,
which seem to be required if we are ever to obtain
sufficiently high trajectories in the model.™

The fact that the ABFST model furnishes us with
an expression for the input potential as well as
with a dynamical equation is one of its advantages
over other dynamical schemes. It does not, how-

ever, tell us anything about the off-shell behavior
of the potential, which is needed to solve the equa-
tion. In practice, although other extrapolations
have also been tried,’®'’® the usual assumption
made is that the dependence of the input absorptive-
part kernel on the mass of the virtual pions is neg-
ligible.’*’® We shall make the same assumption in
Sec. III. It can be justified to some extent by in-
voking a “criterion of maximal convergence,”!
according to which we are to pick that off-shell
dependence which leads to the most convergent
equations?® without at the same time introducing
extra singularities into the problem (see Appendix
A). Finally a specific form of the potential is con-
structed from the Veneziano model.

In Sec. IV our BS equation is projected into par-
tial waves in the ¢ channel and solved by using a
Pagels-type approximation.?! (The detailed formu-
las are given in Appendix B.) It is then found that
the =2 potential, and hence the amplitude, can be
made to vanish at the point required by PCAC® by
a choice of the Veneziano-trajectory parameters
consistent with experiment. This potential and
amplitude continue to be small in the immediate
neighborhood of this point. Now the Chew-Mandel-
stam symmetry-point® condition relates the /=2
and /=0 amplitudes at a point which lies within
this neighborhood. We can therefore choose our
“inelasticity” parameter in the /=0 state so that
the Chew-Mandelstam condition is satisfied exact-
ly, thereby forcing the /=0 amplitude to be small
there also. Since the /=0 potential is fairly large
and leads to a relatively rapidly varying amplitude,
the latter also has to vanish in the vicinity of this
point. The resulting /=0 scattering length is big-
ger than the one obtained on the basis of the usual
simple extrapolation from the Adler point, how-
ever.?

Finally, in Sec. V we calculate the leading 7=0
and /=1 Regge trajectories and their corresponding
residue functions in the ¢ channel. We assume that
the I=1 “inelasticity” factor is the same as the
I=0 factor calculated in Sec. IV. The /=0 trajec-
tory is found to lie higher than the one for /=1 .
and to have an intercept close to unity. It can thus
be identified with the Pomeranchuk trajectory and
leads to an s-channel high-energy total cross sec-
tion in approximate agreement with experiment.
Both trajectories are somewhat steeper than the
experimental ones, but lead to fairly narrow re-
duced widths for the resonances lying on them.
This should be contrasted with the usual situation
in a traditional bootstrap calculation, where the
reduced widths are invariably too broad.?

Although the multiperipheral approach is sup-
posed to be valid only for small ¢, it is neverthe-
less interesting to see what happens to the output
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FIG. 2. One-particle-exchange model for a
production amplitude.

Regge trajectories for higher ¢{. These are found
to have no difficulty in rising at least up to J=2.
Unfortunately, the approximations we make cannot
be used for very high energies, and so we cannot
draw any conclusions about whether the trajector-
ies rise indefinitely. If, however, we make the
determinantal approximation we are led to an equa-
tion of exactly the type considered in Appendix A

of Ref. 11. This was shown to lead to an infinitely-
rising Regge trajectory.

II. THE EXTENDED ABFST MODEL

The ABFST model*? assumes that the amplitude
M, for the production of # pions (Fig. 2) can be
described by the multiperipheral chain of Fig. 3,
where all the particles are pions. If this is then
inserted into a multiparticle unitarity relation

Ts=zn:fM:M,,, (2.1)

we have an expression for the absorptive part of
the elastic-scattering amplitude T, which can be
calculated from a fixed-f dispersion relation

J
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FIG. 3. ABFST multiperipheral model for a pro-
duction amplitude M, when all the external lines are
pions.

’

T(s, )= [ as T2 D) (2.2)
where we have neglected the u channel for the time
being. This T is thus given by Fig. 4 or Fig. 5,
which has the form of a Bethe-Salpeter equation,

a fact which was first noted by Amati ef al.'? and
has recently been developed further by Ball and
Marchesini.'® The input potential V (or kernel) of
this equation is the first term on the right-hand
side of Fig. 5 and comes from the n=2 contribu-
tion of Eq. (2.1) to Eq. (2.2). Thus,

_1 ,Vils's 1)
Vis, 1)= Wfds s’ —s (2.3)
with
q
Vils, )= 5= f aQ T*(s, t,)T(s, t,), (2.4)

where g is the magnitude of the three-momentum
and {, and ¢, are the squares of the momentum
transfers between the intermediate and final and
the initial and intermediate states. For a given
isospin state I in the c.m. system in the ¢ channel,
Fig. 5 gives us the equation

T, 5, 0=V, b, 04 25 [ 9V, 5, 0G0, DTG, b, OR, (2.5)

where P+p and P - p are the four-momenta of the
initial, and P+p’and P - p’ the four-momenta of
the final particles in the ¢ channel, while P is the
four-vector (3V7,0, 0, 0), using a timelike metric.
Our amplitude is normalized so that, on the shell,

=)

n

FIG. 4. A graphical illustration of the amplitude cal-
culated from Eqgs. (2.1) and (2.2), where M,, is given by
Fig. 3.

T

T-A=3V{f,where f is the physical amplitude
which gives a differential cross section do/dQ
=|f|?%. The Green’s function G is given by

G, )=[(P+p" P -1][(P-p"P -1], (2.6)

X

FIG. 5. Bethe-Salpeter equation which gives the
amplitude of Fig. 4.
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while the potential V can be obtained from Eq. (2.3)
with s=(p —p’)®. We are taking the pion mass=1.

The “inelasticity” factor R in Eq. (2.5) does not,
of course, represent anything in Fig. 5, which cor-
responds to R=1. We have introduced it to roughly
take into account diagrams not included in Fig. 4.
These are discussed in more detail in Sec. VI; the
most obvious set would arise from the exchange of
other particles, such as the w, in Fig. 3. Our fac-
tor R is thus very similar to the coherent inelastic
factor X used in strong-cut models of high-energy
scattering.?*

We will not attempt to calculate R from any par-
ticular model, but will simply take a simple para-
metric form for it. For simplicity we will assume
that it depends only on p’’%, so R=R(p’"?). If elas-
tic unitarity is to hold for ¢<¢;, we must then have
R=1 for —-p’"?<(it; - 1). If, moreover, we make a
partial-wave projection of Eq. (2.5) and make a
Logunov-Tavkhelidze-Blankenbecler-Sugar approxi-
mation®® for it, we find that we can make the iden-
tification

R(1 - 3t)=0{°(t)/o7(2),

where ¢/°" and of' are the total and elastic partial-

wave cross sections. We are thus assuming that
this ratio is approximately independent of I, which
is the sort of approximation one makes in a grey-
disk model, for example. In such a model one
also takes this ratio to be independent of ¢, which
leads to the usual diffraction scattering at high ¢.
This is also approximately true for Pomeranchuk-
Regge exchange at sufficiently high ¢ (to within
factors of Int), for which, moreover, the ratio is
independent of /.

A simple expression which incorporates all the
above properties is'!

R(p'"?)=1+(R,-1)0(=p'"? = 5t +1),

(2.7)

(2.8)

where 6 is the usual step function and the constant
R, is independent of /; it will eventually be deter-
mined from the Chew-Mandelstam crossing condi-
tion.?? For ¢, we will take the point at which we
expect inelastic effects to begin to become impor-
tant. Now in the s channel, we have seen that the
multiperipheral model begins to give inelastic ef-
fects at the threshold for the »=4 contribution to
Eq. (2.1). But the first important contribution to
the blobs on the right side of Fig. 4 comes from
the p resonance. Thus the effective threshold for
the n=4 contribution is the pp threshold. This
argument does not depend on pion-pole dominance,
but continues to be valid if we also exchange, say,
the w in Figs. 3 and 4. By crossing, inelastic ef-
fects should therefore also set in at the pp thres-
hold in the ¢ channel. We will thus take f; =4m,?
=~ 120.
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III. CONSTRUCTION OF THE INPUT POTENTIAL

To solve Eq. (2.5) we require a knowledge of the
potential V. We could, of course, use Egs. (2.3)
and (2.4), but this requires a knowledge of the off-
shell amplitude 7. We shall therefore make the
ABFST assumption'?*® that

(3.1)

where 7(s, t) is the on-shell value of V,(s, t) and
can thus be determined from the on-shell version
of Eq. (2.4),

Vi(s, )= (s, t),

(s, t)= 2:[; f dQA*(s, t,)A(s, t,),

(3.2)

where A(s, t) is the on-shell 77 amplitude, and the
tilde means that we are considering a definite iso-
spin state in the s channel. From Eq. (2.3) our in-
put potential is then?®

V', p, t)= W((p' =p)%, )+ (=1) W((p' +p), t)

(3.3)

with

Wis, t)= %fds'gs(,sf’?, (3.4)
where v is related to ¥ by crossing and where the
last term of Eq. (3.3) is the contribution of the «
channel, which was left out in Eq. (2.3). This off-
shell extrapolation is the one which is favored if
we introduce a “criterion of maximal convergence,”
as discussed in Appendix A.

To obtain an explicit expression for the potential,
we shall use the Veneziano model for A(s, t), which
is at least approximately consistent with what can
be inferred about 77 scattering from production
experiments.?” We do so mainly for convenience,
however, since, as we shall see, only its lowest
resonances play any important role in our calcula-
tion. Our procedure will be very similar to the
one followed by Tow,'® except for the fact that we
will take into account the inelasticity of the g me-

~ son; it also resembles the one followed by Chew,

Rogers, and Snider. Now we cannot simply in-
sert the Veneziano model directly into Eq. (3.2)
since this would lead to nonintegrable double poles,
at least if we assume exactly linear trajectories.
Instead, we expand (s, ) in partial waves in the

s channel. Then Eq. (3.2), when combined with the
unitarity relation for A, gives

7;(s)=7,(s)ImA,(s), (3.5)
where
7r,(s)=0f(s)/0°(s), (3.6)

which can be expected to be approximately equal to
the inverse of the factor R introduced in Sec. II.
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As in Sec. II, we shall assume that 7, is approxi-
mately independent of ! so that

7,(s)=7(s), (3.7

at least for the important partial waves. This ap-
proximation does not have to be a particularly good
one if we assume that there is at most only one
partial-wave resonance at a given value of s.27 If
we now sum Eq. (3.5) and apply crossing symmetry
we have

v(s, t)=7(s)A4(s, t). (3.8)

To evaluate A (s, ¢) in Eq. (3.8) or ImA,(s) in Eq.
(3.5), we use the Lovelace-Veneziano model. Re-
membering that I refers to an isospin in the ¢
channel, this gives?

ATO=3[F(t, s) + F(t, u)] - 3F(s, u), (3.9)

ATT1=F(t, s)=F(¢, ), (3.10)
AT"2=F(s, u), (3.11)
where

r(l-oax)-a(y)

and a(x)=a,+a’y. Equation (3.13) depends on
three parameters. We can determine two of them
by requiring that the p mass and width be the same
as that given by experiment, which gives $=0.6
and a(30)=1, The third parameter will be consid-
ered later. If we now take the absorptive part in
the s variable, we always obtain an expression of
the form

A8, )= 35 7a()8(s = s,), (3.13)
n=1

where the y,(f) are polynomials in ¢ and the s, are

the positions of the resonances, given by a(s,)=n.

If we then insert Eq. (3.13) into Eq. (3.8), we have

v(s, )= Z}lr(s,,)y,,(t)é(s - s,)- (3.14)

To determine the 7(s,) we turn to experiment.
Thus, it is known that the p and f° are purely elas-
tic resonances, and so Eqgs. (3.6) and (3.7) give
7(s,)=7r(s,)=1. At s=s,, i.e., at the position of
the ¢ meson, we can obtain the total g width I'}°
from experiment, and the partial width I';" for
decay into 77 from the Veneziano model. This
gives us

7(s)=TJ"/T " = k.

For higher resonances we expect 7(s) to be even
smaller. In the high-energy region we can get
some idea of what » should be from o,,, and o;.
These can be obtained from the corresponding pp
and mp cross sections by factorization, which gives
0¢=16 mb and 0,,=2.5-3.0 mb at least up to about

50 GeV?. If we again make the assumption (3.7)
that all important partial waves have approximately
the same 7,(s), we obtain from Egs. (3.6) and (3.7)
the result 7(s)=0,, /0,3 -=+. [Actually, Eq.
(3.8) is exact at £=0 with this expression for »(s).]
Since this is a relatively small value, we shall
simply take » =0 for s>s,. Our input thus contains
only a finite number of resonances. Previous cal-
culations with the ABFST model suggest that this
is a reasonable first approximation.'* (See also
Appendix C.)

If we insert Eq. (3.14) into (3.4), we have

Wis, )= 2 3 el

Sp =S

(3.15)

n=1
Now W(s, #) will be needed only for s <0 when we
solve the BS equation, and in the /=0 and /=1
states all the terms in the summation of (3.15) are
positive there, at least for the values of ¢ we will
be considering. For these states we shall thus
make the further approximation of replacing W by
a single effective pole

wis, t)zsi&,

e (3.16)

where ¢ is the sum of the residues in Eq. (3.15),

()= Fyrismle) (3.17)
n=
and sp is adjusted so that, at each value of ¢, the
approximation is exact at s=0. Equation (3.17)
guarantees that Eq. (3.16) is also exact at s = -,
and it can be checked explicitly that it is a good
approximation for other negative values of s at
various typical values of t. The expression (3.16)
is, of course, equivalent to taking

v(s, t)= mc(£)d(s — sg). (3.18)

IV. CHEW-MANDELSTAM CROSSING CONDITION
AND PCAC PREDICTIONS

As discussed already, PCAC predicts zeros in
the S-wave amplitudes.® These occur at =2 in the
I=2 state and at ¢=3 in the =0 state, if we make
the usual linear extrapolation from the off-shell
Adler point. Now a zero can be easily produced in
our /=2 potential at {=2 by simply choosing our
remaining Veneziano parameter so that a(1)=3%, a
value which agrees approximately with experi-
ment.?® This leads to a vanishing at ¢ =2 of all the
() which come into Egs. (3.13) and (3.14), and
hence of the potential V, as given by Egs. (3.3) and
(3.4). This, in turn, means that the amplitude cal-
culated from the BS equation (2.5) also has a zero
at this value of ¢. This zero occurs in all partial
waves.

The vanishing of the potential in the /=2 state
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arises from a cancellation of the contributions of
isospin 0 and 1 states in the s channel, since the
crossing matrix elements connecting these to the
I=2 state in the { channel have opposite signs.
This cancellation tends to occur even if we did not
have the Veneziano model and is closely connected
with the absence of resonances in the /=2 state.
On the other hand, no such cancellations occur in
the I=0 state, for which the potential is quite large
at t=%. It is thus necessary to solve the BS equa-
tion (2.5) explicitly to see whether it generates a
Ramsauer-Townsend zero® near this point.

In practice, Eq. (2.5) was solved by making a
partial-wave projection and solving the resulting
equation by using a Pagels-type approximation.*
Unlike some approximations to the BS equation,
such as the determinantal,?® this does not destroy
the Ramsauer-Townsend zero. It is also extreme-
ly simple, since it reduces the BS equation to
algebraic form. The detailed equations are given
in Appendix B.

The only parameter which is still free in our
equations is the “inelasticity” constant R,. To de-
termine this we impose the Chew-Mandelstam
crossing condition??

AI=0=%AI=2 (4.1)

at the symmetry point s=¢= u=%. This condition
is a particularly convenient one for our purposes,
since it does not involve the /=1 amplitude and is
applied at a point in the region we are interested
in. Now V72, which vanished at ¢=2, is still very
small at the symmetry point. We can therefore set

APz yl=z, (4.2)

If we also make the usual assumption that A’ T
dominated by its S wave, Eq. (4.1) becomes

Al =5V Theueass - (4.3)

We can now vary R, until Eq. (4.3) is satisfied.
This leads to R,=4.82. If we make the identifica-
tion (2.7), this should be compared with the experi-
mental value 0,,, /0, ~5—6. [See the discussion
following Eq. (3.14).]

Now since V'=° is small at the symmetry point,
Eq. (4.3) forces A!ZJ to be small there also. But
since the /=0 potential is large and attractive,
AIZ0 varies fairly rapidly. We can thus expect a
zero in the immediate vicinity of t=%. With our
approximations this zero appears at £~ 0.8, which
is fairly close to the PCAC zero at £=0.5.°

The above argument for the existence of an /=0
zero seems to be fairly insensitive to the particu-
lar dynamical approximations we have made, since
it is almost forced on us by the relation (4.2). As
we go away from the zero, we will, of course, be
depending much more on the approximations. This

would be true, for example, of the /=0 scattering
length, which turns out to be a,=0.58. This is
much larger than the Weinberg value®* of a,=0.15
or the Lovelace-Veneziano value® of ¢,=0.24. A
large part of the difference comes from the fact
that nonlinear terms in ¢ are important in our am-
plitude. If we drop such terms, we get a,=0.34,
which is still somewhat large but much closer to
the other values. The fact that we were able to
obtain such important nonlinear terms suggests
that the usual linear extrapolations made in cur-
rent algebra may not always be reliable. Of
course, it could also be that a more accurate meth-
od than the one we used would lead to less impor-
tant nonlinear terms.

The I =2 scattering length a, depends much less
on specific dynamical assumptions since it can be
calculated from Eq. (4.2). This gives a,=-0.06,
which agrees quite well with the Weinberg value.*

V. REGGE TRAJECTORIES

The partial-wave projection of Eq. (2.5) can be
readily extended to unphysical 1,*® and solved by
the same Pagels approximation as was used in ob-
taining the results of the preceding section. (See
Appendix B.) A resonance or bound state in 4,
will now occur at ¢t=¢, when

A7(t)=0. (5.1)

The corresponding residue is (34, —1)'T;, where

__J[a Gt=1) -
Ti= {\:Bt A1) ]t:t,} . (5.2)

The equation for a Regge trajectory a(¢) is then
given by

l=a(t1), (5.3)

while the residue of the corresponding pole of A,
in the 7 plane is

B(t) = (3t = 1)XO Ty @' (2). (5.4)

In practice our BS equation was solved only for
1=0.6, 1.0, and 2.0, and only for the /=0 and /=1
states, using the same parameters as in the pre-
ceding sections. A polynomial in ¢ was then inter-
polated through the resulting a(¢;) to obtain an ex-
plicit expression for a(t) at other values of ¢.
Some of the results for the leading trajectory are
given in Table I and Fig. 6. The Table I para-
meters for the resonances in the /=1, 7=1 and
I=0, =2 states should be compared with experi-
mental values of s,=30, I';=0.2 for the p and s,
=80, I',=0.064 for the f. They should also be com-
pared with the Veneziano parameters in Table II.
The masses are thus too low but this may, to some
extent, be due to the crude method used in solving
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FIG. 6. Output Regge trajectories calculated from
Eqgs. (5.1) and (5.2).

our BS equation. The reduced widths I', on the
other hand, seem to agree quite well with experi-
ment, in sharp contrast with the reduced widths
obtained in most traditional bootstrap calculations,
which are often several times larger than the ex-
perimental values.?® Our Regge intercepts of
a'%(0)=0.63 and a'=°(0)=0.93 are also in approxi-
mate agreement with the experimental intercepts
for the p and P (Pomeranchuk) trajectories, re-
spectively. Presumably the inclusion of a high-s
“tail” in v(s, #) would lead to a splitting of the latter
trajectory into P and P’ trajectories,'®'3° and hope-
fully give an even better intercept for the P.

Our trajectories are somewhat steeper than those
expected from experimental considerations or those
assumed in the Veneziano model, as can be seen by
comparing Figs. 1 and 6, for example. They clear-
ly have no difficulty in rising at least up to 1=2.

We cannot really go to much higher ¢ since our
Pagels approximation is really applicable only to
small ¢{. If, however, we make a determinantal
approximation® to Eq. (2.5) with a potential given
by Egs. (3.3), (3.4), and (3.14), we are led to an
equation of the type considered in Appendix A of
Ref. 11. This was shown to give an infinitely rising
Regge trajectory.

We have not calculated our trajectories explicitly
very far below t=0. Here one difficulty which
might arise is the possibility of a finite B=°(¢)
at the point where a =0, this would lead to an un-
physical ¢ pole in the physical region of the s chan-
nel. However, we find that the potential has a
tendency to vanish at about the point where we ex-

TABLE I. Some of the values of ¢, and T calculated
from Eqgs. (5.1) and (5.2).

I=1 I=0

1 t T, t; T,
0.6 -1 0.50 -6.7

1.0 14 0.22 1.7 017
2.0 68  0.0051 39 0.0069
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TABLE II. Some of the values of ¢; and Iy for the lead-
ing trajectory of the Veneziano model of Egs. (3.9)—(3.12)
with £=0.6, @ (30)=1, and @ (1)=0.5.

I=1 I=0
l t I, t I,
1.0 30  0.20 30 0.30
2.0 88 0.0032 88 0.0048

pect this to happen. Moreover it is shown in Ap-
pendix B that, at least in the simple Pagels approx-
imation we are using, a will in fact pass through
zero at exactly the point where the on-shell poten-
tial vanishes. This guarantees that 8=0 at that
point.

We have seen that our leading /=0 trajectory
does not pass exactly through o =1 at t=0. If,
however, we imagine adding some perturbation
which causes it to do so, we can immediately cal-
culate the asymptotic cross section from the for-
mula o,,,=-8mp(0), with 8(0) given by Eq. (5.4);
in practice we also assumed that 8(0)= B(-1). This
gives 0,,,=12.50 mb, which should be compared
with the experimental value 0,,,=16 mb. [See the
discussion following Eq. (3.14).]

Another quantity which is of some interest is the
average multiplicity (#) for the production of pions.
Here the situation is less clear-cut. With pion-
exchange dominance in Fig. 3, i.e., with the inelas-
ticity factor R=1, this would be given by

da
() 2<g o )Fllns, (5.5)
where g is the over-all strength of the first term
on the right-hand side of Fig. 5. However, we
have seen that the symmetry-point crossing condi-
tion requires a fairly large value of R for ¢t>¢. In
the absence of details about the actual processes
which go into this R, it is not clear how Eq. (5.5)
is to be modified in this case. Presumably it con-
tinues to be valid if the dominant exchanges in
Fig. 3 are the Regge recurrences of the 7, since
Eq. (5.5) does apply to a multi-Regge as well as to
an ABFST model.?! On the other hand, there may
be other production diagrams which would lead to
a different expression for (n). If we simply assume
these to be unimportant, however, we would obtain
(n)=0.48 Ins. This is somewhat smaller than the
value (») =~ 11Ins inferred from experiment.?

Finally we can check to see how well our equa-
tions satisfy average duality,3® by considering the
lowest-moment finite-energy sum rule33:3¢

a+l ¥ b
TE—Na+lj; A =2, (5.6)
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where 7=3(s —u) and

b_4 T(e+3z) B

T VT Ia+1) (t-1)*" .7
Of course, any amplitude with Regge asymptotic
behavior will automatically satisfy Eq. (5.6) for
sufficiently large N. Duality requires that it -
should continue to hold even for fairly low values
of N, provided this is taken midway between two
resonances. We took N to be midway between the
f and g resonances; this is below the pp threshold
so that the A, in Eq. (5.6) is given exactly by the
resonance expression (3.13). We also considered
only small values of {, where the approximations
we have made are presumably most reliable. Thus
in the I'=1 state at £=-1, we have 7=0.033 and
b/m=0.036, which agree quite well. On the other
hand, in the /=0 state at {=-1.68, we find 7=0.010
and b/7=0.023. This disagreement should not be
surprising, however, if we remember that our
leading trajectory is more like a Pomeranchuk
than a P’ trajectory. Such a trajectory is not ex-
pected to be dual with a low-energy A which is
dominated purely by resonances.*

VI. CONCLUSION

We have seen that S-wave zeros arise fairly
naturally in an ABFST multiperipheral model which
is modified by an “inelasticity” factor to take some
account of other exchanges besides the pion. The
strength of this factor is approximately related to
the high-energy value of ¢,,,/0.;, and the value
which leads to zeros resembling most closely the
ones predicted by PCAC agrees quite well with the
experimental value of this ratio, as we have seen.
Its precise value was not fixed in this way in prac-
tice, however, but was instead adjusted so as to
guarantee crossing at the Chew-Mandelstam sym-
metry point. As argued in Sec. IV, this ensures
that the /=0 zero will remain close to the /=2 zero,
essentially independently of the more specific dy-
namical approximations that may be made. The
location of the /=2 zero is also largely independent
of such approximations since the weakness of the
potential V guarantees that A =V in almost any dy-
namical scheme. But this also means that it does
depend on the details of the potential. We have
seen, however, that such a potential has a natural
tendency to vanish at the correct place because of
cancellations between /=0 and /=1 exchanges in
this state, and that such a vanishing does occur
if we take for it the exchange of the lowest reso-
nances of a Veneziano model with the experimen-
tally reasonable intercept of a(l)= 3.

In addition to low-energy zeros we were also
able, at the same time, to obtain high-rising Regge

[

trajectories. This feature, as we have seen al-
ready, does not depend on the details of our model
but is a result of the parametric growth of the po-
tential V in Eq. (2.5) with the energy variable ¢

in the ¢ channel. OQur trajectories are also roughly
consistent with the corresponding trajectories in
the Veneziano model, at least for moderate values
of ¢ (compare Figs. 1 and 6), and lead to reduced
widths for p and f° in approximate agreement with
experiment. We thus have a unitary amplitude
which resembles the Veneziano model, at least in
some of its dominant features; by construction
the elastic resonances in the s and « channels are,
of course, the same as in the Veneziano model.

Our calculation required a fairly large inelastic-
ity factor R. This has the effect of increasing the
strength of the kernel in our BS equation and of
raising the output trajectories to higher values
than they would otherwise have had.’® Although
the strength of R was fixed by a crossing condition
in our calculation, it would naturally be desirable
to calculate at least some of the effects which go
into it explicitly. One class of diagrams, which
still falls within the pion-exchange approximation,
is obtained by rearranging the final particles along
the multiperipheral chain of Fig. 3. This leads to
interference terms, which correspond to nonplanar
graphs, such as the one shown in Fig. 7. Such
graphs would lead to extra inelastic effects begin-
ning at the 47 threshold in the ¢/ channel. The fact
that the p and f° resonances are almost purely
elastic, however, would seem to indicate that such
graphs are probably not too important, at least for
low values of ¢.

Another class of diagrams which contribute to R
would come from the exchange of other particles
besides pions in the chain of Fig. 3. Now 77 parti-
cles, such as p and f° are presumably excluded
since their exchange already contributes to the
blobs in Fig. 3, and we would be double-counting
if we explicitly added their exchange in Fig. 3.

The exchange of strange particles and baryons is
allowed. If such exchanges are important, how-
ever, blobs involving these particles in Fig. 3 be-
come significant and it becomes difficult to explain
the relative absence of strange-particle and baryon
production at high energies, since we would expect

FIG. 7. A nonplanar graph arising from
interference terms.
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FIG. 8. An ABFST-type diagram with w production at
one or more of the blobs. All external particles are
pions. The class of such diagrams is dual with the class
represented by Fig. 3.

blobs leading to the production of these particles
in Fig. 3 to be important also. Of course, kinema-
tic or off-shell effects may force us to modify this
argument.

If the above arguments are correct, we are left
only with the exchange of particles which decay in-
to more than two pions. This would include parti-
cles like the w, A, and A,. Of course, in this
case we would also expect diagrams such as Fig. 8
to be important. These are consistent with pion-
production predominance at high energies. How-
ever, the class of such diagrams is dual with the
class represented by Fig. 3. We would thus be
double-counting if we included them explicitly.

If we thus insert our generalized Fig. 3 into Eq.
(2.4), we obtain generalized Figs. 4 and 5 which
correspond to a multichannel BS equation, but with
only two-pion exchange in each channel. In the
Tw~- Tw channel, for example, this means that
B-meson exchange is to be suppressed. Of course,
by including also the exchange of the Regge recur-
rences of the 7, w, A,, A,, etc., we would have an
infinite number of channels, or, equivalently, a
generalized multi-Regge model in which we have
several Regge exchanges, each of which couples
to two pions rather than one.

APPENDIX A: A CRITERION OF
MAXIMAL CONVERGENCE

As we have seen, there is no unique or a priori
way of continuing the ABFST input potential off
shell. We shall argue, however, that if we make
certain assumptions about v(s, ¢), a “criterion of
maximal convergence” would tend to favor the ex-
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trapolation given by Eqs. (3.3) and (3.4).'%° Ac-
cording to this criterion we must pick that off-
shell behavior which leads to the most convergent
BS equation without at the same time generating
any additional singularities in the amplitude (and
thereby violating maximal analyticity). This cri-
terion is actually closely tied in with some of the
basic assumptions of the multiperipheral model
itself, since an equation with less-convergent in-
tegrals can be expected to have increased average
momentum transfers.

We will begin by assuming that v(s, ) grows with
t for large t. This would be true if v were domi-
nated by single-particle exchange or Regge-pole
or -cut exchange with sufficiently high a(s); in
particular, it is true of Eq. (3.14). Let us now
consider various possible modifications of the off-
shell extrapolation given by Eqs. (3.3) and (3.4).
One possibility would be to make the replacement
t=f(p', b, t) in v(s’, t), where f reduces to ¢ on
shell. This is the sort of continuation made in
perturbation theory, for example. Now if we are
not to introduce additional singularities into the
amplitude, f must be a polynomial in ¢, p’, and p.
Since v grows with f, we therefore have a v which
grows with p and p’, unless f=t¢ everywhere. Such
a growth would lead to less-convergent integrals
in Eq. (2.5), with Eq. (3.3) for V, than would be
obtained with the unmodified Eq. (3.4). This can be
seen, for example, if we make an iterative expan-
sion of Eq. (2.5). In fact we might even obtain a
downright divergence; we then have to introduce a
cutoff which necessarily brings an extra singular-
ity into the amplitude.

Another type of modification which might be tried
at the same time, would be to multiply v by a fac-
tor depending on p and p’, which reduces to unity
on the shell. Or, we could add a function of these
variables, which reduces to zero on the shell.
Both of these must again be polynomials if we are
not to introduce any additional singularities into
the amplitude, and would thus lead to a more diver-
gent behavior than is obtained by simply taking
v(s’, t) itself in Eq. (3.4). Other extrapolations can
also be tried, but always seem to give more-diver-
gent behavior. We are thus left with the one given
by Egs. (3.3) and (3.4).

APPENDIX B: EQUATIONS FOR A PAGELS-TYPE APPROXIMATION TO THE BS EQUATION

To solve Eq. (2.5) we used an extension of the Pagels approximation proposed by Balazs and Patil.?! We
shall not discuss here the justification for this type of approximation, for which the reader is referred to
Ref. 21, but merely write down some of the formulas which lead up to it. The detailed way in which we
actually make the approximation is somewhat different from that used in Ref. 21 and resembles more the

one in Ref. 20.
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('S

We begin by making a partial-wave projection of Egs. (2.5), (3.3), and (3.4). If we write p=(w,p), p’
=(w’,p"), and p’' =(w’’,p’’), this gives

.4 r- ©
Ti(q',w'; ¢, w3 )=Vi(q', w5 4, w; t)+z-ﬂ-5f q”qu”f dw"'Vi(q’, w'; ¢, W'’ 1)
0 -0

XR(wuZ - q”z)G(q”, wll’ t)T; (qll, (.O“; q, (.0; t) (Bl)

with
S e ey ,u(s’, t) s'—(w’—w")2+q +q'"? ' = (W +w'")2+q%+q'"?
Vl(q yWH g, w t) fd 2q qu 2q qll Ql ququ
(B2)
and
G-l(qn’ wn, t)=[(w"+i‘/_t—)2— r72_1][(w1/_Lﬁ)2_q1;2_1] (B3)

where ¢®=p%, ¢'>=p"%, and q’’>=p''?; we shall take w=0 and ¢*>=4¢t—1 from now on. Equations (B1)-(B3)
apply both to physmal and unphysical values of [.?°
Following Levine, Wright, and Tjon,*® we now make a Noyes-Kowalski reduction®” by writing

(@) T, (q", w5 4,0;8)=q % g(q’, w’, D)A, (), (B4)

where A, (t) is the on-shell value of T, and can be written in terms of the phase shift 5 as 3V e'®sind/q in
the elastic region. Equation (B1) then becomes

gl =203 600 ;‘}&)q’ L L f g g’ w”[U(q Wity wryt) - DO B 00 ‘[‘]’;;)q’ %8 w(g, 0547, w3 t)]
XR(w'? -q'"*)Glq", w'"’, t)g(q"’, w"’, t), (B5)

where

U(#)=U(g, 0; g; 0; 1)
and

Ulg', w's a0 0)=(a'q")"Vila', w5 ¢, 0’5 1)
Once we have solved the above equation for g, we can obtain A,(¢) from

a™®A,(t)=Ut)/a(t) (B6)
with

At)=1 +i§z- f: g’ dq" f_:dw”U(q, 0;q", w’; HR(W'? - ¢'"™)G(q"", W', )g(q"!, W', B). (B7)

It will prove convenient for us to rewrite Eq. (B6) as
AW =1+ VR +izs [ q™ g [Cawret, v, p
0 - 00
x [U(q, 0", w''; HR(W'™ - ¢ g (q"", w'", 1) ~R(=q'")6(A - q"z)U(t)]

(B8)

where we have added and subtracted UH with

H(t)_z__f q112l+2dql;f G(q", ’ t)R( quZ)e(A qr/Z) (BQ)

an expression which can be evaluated analytically. So far, A can take on any value we please.

If we now make a Wick rotation to the imaginary axis for the w variable, we find that Eqs. (B5) and (B8)
are nonsingular —actually Eq. (B8) is nonsingular only for ¢ <4(A +1), but that is sufficient for our purposes.
Now G(g'’,iw’’, t) is peaked around w’’ =0 at £=0. For ¢#0 this is not quite true, but continues to be a
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reasonable approximation. We shall therefore
simply approximate it by a 6 function
Glg",iw", t)~c'(q", 1)8(w’") (B10)
with ¢’ such that the integral of both sides of Eq.
(B10) over w’’ is the same, which guarantees that

both sides are equal on the average. Explicitly
this gives

m 1
4 (ql12+1)1/2(q112 - %t+1).

c'lg", t)= (B11)
By the arguments of Ref. 21 we can make the
further approximation

ql/21+2/(q/12 + 1)1/2g cé(q”z _aZ),

with ¢ and a such that

faod 2 q1121+). R(_qr/Z)G(A - q/rZ) - c
) q (¢ +1)7 77— @ -

(B13)

is a good approximation when the constant A is
chosen so as to simulate the large ¢’’? behavior in
U and g.*° If we make a Born approximation for g,
this means that we would have VA ~ highest ex-
changed mass; we therefore took A =130, to corre-
spond to the g-meson mass. In practice Eq. (B13)
was required to be exact at ¢g®=-» and ¢*=-A.

It is then a good approximation in the region
-m®-3t+12 %2 =, as it has to be for the ap-
proximation (B12) to be meaningful®'; here m; is
the lowest exchanged mass. The approximations
(B10)—(B13) turn out®™ to be approximately equiva-
lent to inserting

(B12)

’ " ’ T 5(“’")5(4""0)
Rl =q"")6lq", w", )~ ige——@F

(B14)

into the integrals of Eqs. (B5) and (B8), thereby
reducing these equations to purely algebraic form.
Actually for f below a point about midway between
t=4 and the first singularities of U(t), it is more
appropriate to insert (B14) into Eq. (B7) than into
(B8) since the latter has singularities in the same
places as U(¢). In particular, if we now evaluate
Eq. (B5) at ¢’ =a and w’ =0, we have a linear equa-
tion for g(a, 0, ). When we solve this it is possible,
if U is strong enough, to obtain g(a, 0, ) =w. If we
now insert this into Eq. (B8), after having made
the approximation (B14), we obtain A =« at this
value of {. From Eq. (B6) this, in turn, leads to
A; =0, which, in fact, is the Ramsauer-Townsend-
type zero which we obtain from the =0 state.
Finally, let us consider a situation where the on-
shell potential U(t)-0, but U(a, 0; g, 0; ¢) stays fi-
nite. As we saw in Sec. V, there is a tendency for

this to happen at about the point where we expect
@(t)=0 in the =0 S state. In that case a solution
of (B5) with the approximation (B14) gives

c
a® - q*
Now in this region, as mentioned in the preceding
paragraph, it is more appropriate to use Eq. (B7)
than Eq. (B8). If we insert Eq. (B15) into the latter
equation and use the approximation (B14), we ob-
tain A(f)=0 at this point. This implies a bound
state, and hence a(f)=0, but with a residue which
vanishes at exactly the same point. From Eq. (5.4)
this in turn means that 8=0 at this point.

1
g Ha,0,8) == Ula, 0; 4, 0; t). (B15)

APPENDIX C: HIGH-s “TAIL” OF (s,t)

In the paragraph following Eq. (3.14) we took

7=0 for s>s,. But the estimates made in the same

paragraph show that actually we should take some-
thing like 7 =7.,~+ to + in this region. We will
now argue that, at least if the approximations
(3.16) and (3.17) continue to be valid, the contribu-
tion of the extra “tail” for s >s, is small in this
case also.

Let us begin by considering its effect on c(¢). If
we use Eq. (3.13), the extra contribution is

1 1 o 0,
del)=reg 3 mt)=rog fn ds’A(s', 1), (C1)

where n is, say, midway between s, and s,. Now,

strictly speaking, the last integral usually diver-

ges. It can, however, be defined by continuing the
superconvergence relation

o n
f ds'Ay(s’,t)=- f ds’A(s’, t)
n ()

== _Z Yal®), (€2)

where we have again used Eq. (3.13). If we then
combine Egs. (C1), (C2), and (3.17), we have

3
o= 230 [r(s) =7l (c3)

since 7(s,)=7(s,)=1 and 7(s;)~§, we see that the
effect of 7., is not very large on c(?).

Now sy was adjusted so that Eq. (3.16) is exact
at s=0. From Eq. (3.15) this means that

eB) 1 ¢~ risavld)

Sr w n=0 Sn

(C4)

If we can show that the contributions of the terms
n>3 in this sum are small, then the result of the
previous paragraph shows that sz is not shifted
much by including a high-s tail. But the terms
n>3 can be written as
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P Eyn(t) f ds ,A (S t) , (C5)

m
n=4 Sn

where we have again used Eq. (3.13). Suppose we
now write the Veneziano amplitude as

AT=B(t,s)+(=1)B(¢, u), (ce)

where the functions B can be readily calculated
from Egs. (3.9)-(3.12) and satisfy the dispersion

relation
lf“ds'A_s(f_’f). (€7)
T J, 7

B(t, s)= s

When we combine Eq. (C7) with Egs. (C4) and (C5),
we obtain

.(;(_:) =7,B(t,0)+= Z[r(s ) =] I y,,(t) (C8)

The effect of 7., on the last term on the right-
hand side of Eq. (C8) is small for the same reason
that it was small for Eq. (C3). To see how large
7 B(t,0) is, let us consider the I=1 state, for ex-
ample. In this case we simply have B(¢, 0)=F(¢, 0)
which is certainly small for {=0. In fact it van-
ishes at a point in this region. In the /=0 and /=2

states we also have to consider the effect of F(s, u),
but its contribution remains quite small in the en-
tire region of interest. As ¢ approaches the p res-
onance, however, an unmodified F(¢, 0) would blow
up because of one of the I functions in the numera-
tor of Eq. (3.12). We must therefore modify Eq.
(8.12) so that the amplitude at least satisfies the
unitarity bound. We can do this by projecting

B(t, s) into partial waves in the s channel. Then
from Eq. (C6)

B(1,0)=33 (21+1)4,(0),

where A,(t) are the usual partial-wave amplitudes,
which are bounded by Vit /2¢ =1 near the p meson.
Since at this position the only partial waves which
are important in the Veneziano model are /=0 and
1=1, we thus have

B(t,0)= 2.

With 7., = 5 we then have 7., B(t, 0)~+ whereas, for
the I=1 state, for instance, the last term in Eq.
(C8) has the value =2.2 without the #,. The inclu-
sion of 7., in this term adds an extra contribution
which tends to cancel the effect of 7. B(¢,0).
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