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A common fit is performed to lepton-hadron deep-inelastic scattering and large-pT direct-photon
cross sections, using complete beyond-leading-logarithm QCD expressions. For direct-photon cross
sections, theoretical uncertainties coming from the renormalization and factorization schemes are
removed by applying the principle of minimal sensitivity. We find that the direct-photon data, espe-
cially from the recent fixed-target experiments, strongly constrain the gluon distribution function,
whereas the deep-inelastic data determine the quark distribution functions and constrain the value
of A—

s (MS denotes the modified minimal-subtraction scheme). Our analysis is a successful test of
perturbative QCD, which provides a coherent and quantitative description of two very different re-
actions.

I. INTRODUCTION

It is well recognized that the hadronic reactions pro-
ducing large-pT direct photons provide remarkable tests
of perturbative QCD (Refs. I and 2). The several advan-
tages of direct-photon production as a rich source of in-
formation on the hard-scattering dynamics of quarks and
gluons have often been pointed out in the literature.
They are due to the pointlike coupling of the photons to
the quarks. The trigger photon represents the full jet;
therefore, no (nonperturbative) decay function enters into
the prediction. Furthermore, starting at the leading or-
der only two subprocesses are relevant: namely, the
QCD Compton process qg~qy and the annihilation
process qq~gy. These two subprocesses may even be
disentangled by taking cross-section differences of the
type o(pp~yX) tr(pp~y—X); the valence-quark and
gluon properties in the incident particles can then be
studied separately.

The calculation of the complete higher-order QCD
corrections at order O(a, ) for direct-photon (DP) pro-
duction have been performed. ' Therefore, the road is
open to a quantitative comparison between theory and
experiment, with the theoretical inputs, such as A&co and
the parton distribution functions, defined beyond the
leading order.

Currently there is agreement between existing data and
the theoretical predictions using, as an approximate in-
put, the leading-order distribution functions (including
the gluon distribution) as parametrized by Duke and
Owens (set I) and A&CD=200 MeV. These successful
comparisons have been discussed in several places. ' '

In this paper, we take a different point of view and we
try to extract, from DP data (which cover the large-x re-
gion) the gluon distribution function in the proton to-
gether with the value of A&co. For this purpose we
mainly study the reaction pp —+yX, which is indeed quite
sensitive to the gluon distribution. The quark distribu-
tions we take from elsewhere. The best place is deep-
inelastic scattering (DIS); we fit the recent muon-proton
and muon-deuterium data, especially concentrating on
the high-statistics measurements by the Bologna-CERN-
Dubna-Munich-Saclay (BCDMS) Collaboration. '

More precisely, we perform a common fit to DIS and
DP data in the following way. The parameters which
determine the shape of the gluon distribution, at some
reference scale, being kept fixed, we obtain the valence
and sea distributions, as well as the value of A&cD, from
DIS data. These distributions are then used to predict
DP data. The quality of the fit depends on the gluon
shape; varying this shape we study the constraints on the
gluon coming from the DP reactions and their compati-
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bility with DIS data. Finally we get as the "best" gluon,
the one which describes both sets of data together. For
this aim we perform a quantitative study based on g
minimization and we put special emphasis on the esti-
mate of error bars on the parameters we try to determine.
Unlike what is usually done in large-pz- phenomenology,
we are not satisfied with good "eyeball" agreement be-
tween theory and experiment on semilogarithmic plots.

In Sec. II we give some technical details on the theoret-
ical predictions and on the data we use. Section III is de-
voted to fits of muon-proton (and deuterium) DIS data '

without any constraint coming from DP reactions. A
common fit to DIS and fixed-target DP data' ' (only
proton targets are considered) is performed in Sec. IV,
where the "best" gluon is determined, together with the
value of AQcD In Sec. V we comment on the comparison
with prompt-photon data from CERN ISR (R108, R806,
R110) and CERN Spp& (UA1, UA2). Section VI dis-
cusses the results and the errors attached to the theoreti-
cal predictions.

II. SOME TECHNICAL DETAILS

Both DP and DIS data are fitted by expressions calcu-
lated beyond the leading order. Let us remind the reader
of a few important points and definitions.

The calculation of the DP cross section is described in
detail in Ref. 5, where one may find a discussion of the
renormalization- and factorization-scheme ambiguities
inherent in such higher-order corrections; the principle of
minimal sensitivity' is used to suppress these ambiguities
and to determine the optimum values of the factorization
scale M (which appears in the distribution functions) and
of the renormalization scale )M (which is the argument of
the strong coupling constant). The optimized cross sec-
tions at fixed values of i/s, pz-, and rapidity are compared
with the corresponding data.

In order to fit the DIS data, we use the updated version
of the computer code of Ref. 14 which includes the
O(a, ) QCD corrections. In DIS reactions, the higher-
order corrections are small [in the modified minimal-
subtraction (MS) scheme and with the choice @=M =Q].
No optimization procedure is performed in this case.

The data fitted are mainly those of the BCDMS (Refs.
8 and 9) and WA70 (Ref. 10) Collaborations. We choose
to extract the quark distributions from the BCDMS data
obtained in a very-high-statistics DIS experiment. In or-
der to get rid of nuclear e6'ects, we consider only proton
and deuterium data. We shall also brieAy discuss the
European Muon Collaboration (EMC) data. ' The
WA70 experiment' measures pp ~@Xat i/s =23 GeV.
These data have good statistics and well-controlled sys-
tematic errors; they are also in excellent agreement with
the NA24 results. " A short discussion of recent pp ~yX
data of the UA6 Collaboration' is also given.

The DP reaction pp ~yX is dominated by the subpro-
cess qg —+gy. It is therefore, a direct probe of the gluon
content of the proton. The knowledge of the higher-
order corrections allows a beyond-leading-order
definition of the gluon distribution function; we use
throughout the MS (or universal) factorization conven-

tion for the gluon. ' The kinematical region covered by
the CERN SPS experiments (v's =23 GeV, 4&p&&7
GeV) corresponds to a Bjorken x, 0.35 x 0.60, where
the gluon is not constrained by DIS data. [Note that this
traditional estimate of the x range covered by the large-
pz- experiments is rather rough: in fact, at y =0 the par-
ton momentum integration range goes down to
pr /(i/s —pz. ).] The medium-pz range of DP fixed-target
experiments makes them also quite sensitive (because the
scale )M in the coupling constant is small enough) to the
value of AQcD. The special features of ISR, Fermilab,
and pp collider experiments are also discussed.

Contrary to the DP production, DIS reactions depend
on the gluon in an indirect way (through scaling break-
ing). In the MS factorization scheme, ' we can write, in a
symbolic way (one quark species),

F2(Q)
x

a, (Q)I+ f(2) q(Q)
2m

f (2)@,g ( Q)

where q(Q) and g(Q) satisfy the Altarelli-Parisi equa-
tions

a, (Q)
[P„(8)q(Q)+P, eg(Q)],Bq (Q)

() lnQ

ag(Q) a, (Q)
[Pg~(8q (Q)+kgg (Q)],

(3 ln 7r

(2a)

and P 1=P(~ '+ (a, /2m )P ." are beyond-leading-order
kernels; the symbol (3 indicates a convolution. From Eq.
(1), we see that Fz(Q) is not very sensitive to g (Q), which
appears as a higher-order correction. Conversely, the
data, unless extremely precise, will not strongly constrain
g (Q). The gluon distribution can also be extracted from
the Q dependence of Fz(Q) through Eqs. (2). The
BCDMS Collaboration has used this method to obtain
their results for the shape of the gluon distribution. The
quark contribution, on the right-hand side of Eq. (2a),
may be, positive or negative depending on the value of x,
whereas the gluon contribution is always positive. In the
region of interest, where the gluon is non-negligible
(x &0.3), there is a delicate compensation between these
two contributions and the fitted gluon is sensitive to addi-
tional theoretical assumptions' (charm threshold, factor-
ization scheme, . . . ), as well as to small changes in the
data for the slope BF2/BlnQ. Let us also notice that a
change in g (Q) may be compensated by a change in the
value of AOcD (from which there will be some correlation
between the gluon and AQcD).

It is important to keep in mind that F2(Q) and
BF2/(31nQ do not determine locally g(x, Q); only the in-
tegrals of g (x, Q) over x, from x to 1, appear in Eqs. (1)
and (2). Therefore, the large-x region does contribute to
Fz and BF2/(3 lnQ even for small values of x, and it might
happen that the DP constraints are not compatible with
the fits to DIS data.

All the higher-order calculations used here are per-
formed in the MS renormalization scheme and so AQcD
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denotes AMs (with four flavors). Furthermore, when per-
forming the fits to the DIS data the quark distributions
are defined, for technical and historical reasons, in the
universal MS factorization scheme.

Let us end this section with a few words about the fac-
torization convention we use when calculating the DP
cross section. As discussed in Ref. 5, we do not optimize
with respect to the factorization convention and we fix it
arbitrarily. We use in this paper two conventions for the
quark distributions, the "physical"' one which defines

xq(x, Q )=Ez(x, Q ), (3)

and the universal MS convention' [cf. Eq. (1)]. The re-
sults given below for the DP cross sections were obtained
with the physical convention Eq. (3). The relationship
between the conventions as well as the dependence of our
results on the choice mode is discussed in Appendix A.

III. FIT TO DIS DATA

We discuss in this section the results of the fits of pre-
liminary BCDMS data. Only the proton and
Ez'"'""/Ff"""data are used. Systematic errors, not yet
available, are not taken into account. All the data points
have x & 0.07 and Q & 8.5 GeV . There are 153 points.

In order to be able to calculate DP cross sections, the
knowledge of the di6'erent quark distributions is neces-
sary. Therefore, a global fit to the structure function F2
for proton and neutron targets is performed. The follow-
ing parametrization is used to describe the distribution
functions at Qo =2 GeV:

x [u""(x)+d""(x)]=N(71i,ilz, y„~)

Xx '(1 —x) '(1+y„~x),

dependence in the valence parametrizations, Eqs. (4): for
example, replacing 1+y „&xby 1+y „&x +y'„&x, the best
fit with now ten parameters results in a y =138.4/140
degrees of freedom (DF), for BCDMS data with Q & 10
GeV (i.e., for 150 data points). However the gluon shape
is not influenced by this modification. ] The gluon distri-
bution xg (x, Q ) for Q = 10 GeV, is shown in Fig. 1, to-
gether with the Duke-Owens (DO) gluon (set 1) also at
Q2= 10 GeV2. Notice the large error on its which exPlic-
itly shows that the gluon is indeed not well constrained
by DIS data. [Unless otherwise specified, the quoted er-
rors correspond to a variation of one unit of the g from
the minimum value (within the quadratic approxima-
tion). ]

One may ask how the quality of the above fit depends
on the input shape. A possibility to modify slightly these
shapes consists in taking a di6'erent value for the refer-
ence scale Qo. The same shape as in Eqs. (4), but with
Qo=5 GeV leads to

g
= g. 37+1.65, AMs=0. 200+0.024 GeV,

y =150.4/144 DF .

These results are in good agreement with the values quot-
ed by BCDMS (Ref. 9) and obtained by fitting data not
averaged over various beam energies. The corresponding
gluon, at Q =10 GeV, shown in Fig. 1 and is almost
identical to the one in Eq. (5). We also try a more flexible
gluon input shape,

xg(x, Q(~) =2)=A (1—x) '/x ', (7)

xd""(x)=N(F13, g4)x '(1 —x) ',
2x [u(x)+d(x)+s(x)]= A, (1—x) ',
xg (x)= As(1 —x) ' .

(4)

'gg — A~~ 0 209—0 027 GeV

g, =9.92+0.72, y =147.5/144 DF,
(5)

showing that the ansatz, Eqs. (4), is flexible enough to de-
scribe also the x dependence of E2 correctly. [The fit
may even be improved by allowing a more general x

[In the computer code of Ref. 14, the charm is massless.
The charm content of the proton is generated through
the Altarelli-Parisi equations, Eqs. (2), with a threshold at
Qo. This approximation is valid for Q »Qo. By com-
parison with an independent computer code by Tung, '

we find perfect agreement for the second-order evolved
quark and gluon distributions in the Q range covered by
BCDMS data. ]

A SU(3)-symmetric sea is assumed. The coefficient As
is fixed by the momentum sum rule and the nine other pa-
rameters are determined by a best fit: besides AMs, there
are five (two) independent parameters for the valence-
(sea-) quark distributions and one i) for the gluon. We
get a rather good fit:

X

0.1 0.2 0.3 0.4 0.5
X

FIG. 1. Gluon distribution as constrained by BCDMS data
(see text). Best fit Eq. (5), solid line; best fit Eq. (6), long-dashed
line; best 6t Eq. (7) dashed-dotted line; Duke-Owens parametriz-
ation (set 1), short-dashed line.
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TABLE I. Best fits, with input equations (4), to BCDMS data for different (fixed) values of gg at the
reference scale Qo =2 CreV .

A~~ (MeV)

3.0
3.5
3.8
4.0
4.5
5.0
5.5
6.0
7.0
8.0
9.0

245.5+25. 1

236.5+25.0
231.9+24.9
229.2+24. 9
223.4+24. 8
218.6+24. 8
214.8+24.7
211.6+24.7
206.7+24.6
203.5+24. 5
200.4+24.4

148.8
148.4
148.2
148.1
147.8
147.6
147.5
147.5
147.7
148.2
149.3

1.62
1.82
1.95
2.03
2.23
2.43.
2.62
2.82
3.21
3.59
3.97

11.21+0.54
11.01+0.56
10.88+0.56
10.79+0.57
10.59+0.58
10.39+0.59
10.21+0.59
10.05+0.58
9.79+0.57
9.55+1.52
9.44+ 1.54

1.40+0.07
1.38+0.07
1.37+0.07
1.37+0.07
1.35+0.07
1.34+0.07
1.33+0.06
1.33+0.06
1.33+0.06
1.33+0.13
1.34+0. 13

which leads to an improved value of y (g =140.2/143
and AMs=0. 194+0.025 MeV) and to a gluon, at Q = 10
GeV, which is softer than the previous ones (Fig. 1); this
improvement of g does not, however, justify the use of
the more complicated parametrization (7) and we will not
pursue further study of the latter.

Let us consider another example of the poor deter-
mination of g from DIS data: the input at Qo =2 GeV
is given by Eqs. (4) but, now, we vary rjg in the interval
3.0~g ~9.0. The results are summarized in Table I
and plotted in Figs. 2 and 3. The main observation is
that y varies by less than 2 units for this rather large
variation with respect to g . For g & 5 some correlation

with A—
s is to be noticed.

We show in Fig. 2 the comparison between some of the
gluon distributions of Table I and we choose two extreme
cases which differ by less than one unit of g from the
minimum value: as examples we take g =3.5 and 8.0.
Note that the main differences occur at large values of x
as expected. Considering all the fits described previously
it appears that the various gluon distributions considered
cross one another for x values between 0.1 and 0.2 and
that the softer gluons at large x have the largest values at

I I

WA 70

UA 6

30— —170

20— X—160
C4 4X

10 —150

10'

260

240

X:
220

200

10 2

0.2 0.4 0.6
l

0.8

180

FIG. 2. Examples of gluon distributions corresponding to
values of y which differ by less than 1 unit from the best value.

FIG. 3. The g of fits to DIS data (BCDMS) and direct-
photon cross sections (WA70, UA6, and NA24) as a function of
gg. Variation of the fitted A—

s value.
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FIG. 4. The y, as a function of qg, of fits to BCDMS data.
Dashed line input (4) at Q20=S CxeV' and t), =9. Solid line in-
put (4) at Qo = S CieV~.

small x in agreement with the constraint of the moxnen-
tum sum rule. As a consequence, the shape of the gluon
at large x, which is mainly determined by fixed-target DP
data will bear on the shape in the x range probed by the
DIS data.

The fact that the values of y are almost independent
of rf is related to the parametrization given in Eqs. (4).
We find that the large variations of g are compensated
by small changes of the parameters for the quark (mainly
sea-quark) distributions and of AMs. The y behavior
also depends on the functional form of the input. This
may be seen as follows. Instead of starting the evolution
in Q at Qo=2 GeV, we may start at Qo=5 GeV, for
instance. At this value of Q, the original input has al-
ready developed a more singular behavior, in what con-
cerns the sea-quark and gluon distributions [e.g.,
xg (x, Q =5 ) o:x ' at small x], whereas the input at
Qo =5 GeV does not possess, by definition, these singu-
larities. The latter input leads to a worse g [Eq. (6)] and
to a stronger dependence on gs (especially at small values
of rf ) as illustrated in Fig. 4 (solid curve). The variation
of g with gg also strongly depends on extra constraints
on the sea quarks. Keeping, for instance, g, fixed at the
value q, =9.0, the y varies by more than 12 units when

is changed between 4 and its best value around 8
(dashed curve in Fig. 4).

It should be stressed that the determination of the
valence-quark distributions is remarkably stable under
changes of the gluon input: for example, using the pa-
rametrizations given in Eqs. (4), the up- and down-quark
distributions evaluated at Q =5 GeV are unchanged
(less than 0.5% variation) for x (0.3 and increase by

about 2% at x =0.8 when gg is varied from 3.0 to 9.0.
We also find that the sea distribution is rather well con-
strained by the BCDMS data (Table I). This determina-
tion is valid for x 50.2 and we do not try to constrain
this distribution at large values of x by a quantitative fit
to Drell-Yan data. We just check, using the leading-
order QCD formula for the Drell-Yan cross section, that
the Fermilab ' and ISR (Ref. 22) data, leaving a free K
factor for each experiment, are quite compatible with a
value g, =10.

We end this analysis of DIS data by giving the results
of our fit to the EMC data' with the simple input given
in Eqs. (4). (With the cutoff x ~0.05, Q ~7 GeV, and
8 ~ 10 GeV there are 145 data points. In this fit, the
relative normalization of the proton and deuterium data
is left free. ) At Qo =2 GeV we get the parameters

=9.07+2.60, AMs=0. 0968+0.043 GeV (8)

with
y~=191.8/135 DF,

again including only the statistical errors. The value of
is compatible, within the errors, with the BCDMS

one, although a common fit to these two data samples
does not make sense since the corresponding proton
structure functions difter, especially in the low-x region.
Note also the somewhat lower value of A—

s in agreement
with results of the EMC Collaboration. Here also, the er-
ror on g is large and the gluon distribution is not well
constrained. One should also notice that the value for
y /DF is much larger than those obtained in the BCDMS
fits.

An analysis of EMC data similar to the one of BCDMS
data reported above can be performed, with similar con-
clusions; for instance, the dependence of yEMc on gg is
also very weak. The high statistics of the BCDMS exper-
iment put, however, more severe constraints on the
values of the fitted parameters and make the comparison
with DP data more challenging. We shall, therefore, con-
sider only BCDMS data in the following section.

Our conclusion of this short analysis of DIS data is
that the shape of the gluon distribution function is not
well constrained. This statement, however, partially de-
pends on the parametrization chosen to fit the data; this
point is illustrated in Fig. 4 where a strong dependence of

on q is obtained when the sea-quark distribution
function is kept fixed. There is, however, no reason to
freeze g, . The Drell-Yan data are indeed not precise
enough to constrain g, better than the DIS data. We also
see that we have to start with an adequate functional
form, because otherwise g turns out to be worse and its
dependence on qg stronger.

For all these reasons, it appears that the parametriza-
tion given in Eqs. (4), with all parameters kept free and
with Qo =2 GeV, is suitable for a good description of
DIS data. Therefore, we stick to the latter and to the re-
sults of Table I when analyzing DP data.

IV. COMMON FIT TO DIS AND DP DATA

The WA70 data' that we now study in detail are given
in Table II with statistical and systematic errors.
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TABLE II. E do (pp ~yX)/d p as a function of pT
( —35 &x~ &0.45) from Ref. 10.

pT range
(GeV)

4.25-4.50
4.50—4.75
4.75—5.00
5.00—5.25
5.25 —5.50
5.50-6.00
6.00—7.00

&p, &

(GeV)

4.36
4.61
4.86
5 ~ 11
5.36
5.70
6.34

E do. /d p
(pb/GeV )

15.781
8.744
5.720
2.683
1.861
0.463
0.125

Stat.
error

0.993
0.710
0.539
0.362
0.288
0.104
0.033

Syst.
error

3 ~ 164
1.669
1.083
0.568
0.399
0.123
0.052

BCOMS

stat.

3
I

100

t
iI

t I

I i
i i
I I

1
I

1
I

\ I
'i

\ I
I

\
i I

I

200

--- stat.

300

A {HeV)

I

I 00

stat. '

I

500

In the following, we shall use several methods to ex-
tract the QCD parameters t)s and A from DP data and
check their compatibility with DIS results.

(a) In order to compute the DP cross sections we first
proceed in the following way. We take the fits to the
BCDMS data given in Table I, for the different values of

and calculate beyond leading order the DP cross sec-
tions. The comparison with data is described by the y
values (taking only statistical errors into account) which
are summarized in Table III for fixed-target DP experi-
ments. Concerning the WA70 data, we observe that the

dependence on gg is very peaked and uniquely deter-
mines a value of gg around 4; this is in contrast with the
very Aat yDis shape. This behavior is very clear in Fig. 3.

The data of the NA24 experiment" are in nice agree-
ment with WA70; we get g =4.3+0.4. The y is, how-
ever, less sharply peaked than in the WA70 case, the sta-
tistical errors being larger here.

Results from the UA6 Collaboration on pp ~@Xand
pp~yX will provide further interesting tests of QCD
and quite valuable information ov the gluon content of
the proton. For the time being, only pp ~yX results are
available, which are less sensitive to the gluon distribu-
tion function than those of the pp —+yX reaction. The re-
sults of a preliminary study of these data are given in
Table III. The g as a function of g determines a value

q, ——4. a+0.4.

FIG. S. Error "ellipses" of gg {at Q0=2 GeV ) vs A for
direct-photon cross sections (WA70, R806) and deep-inelastic
structure functions (BCDMS). The dashed "ellipses" are one
standard deviation. The solid "ellipses" take into account sys-
tematic errors added in quadrature to statistical errors.

The values of g, g, and g are compatible
within statistical errors (see Fig. 3), which indicates a re-
markable coherence between the three fixed-target exper-
iments performed at the CERN SPS. Let us indeed recall
that a systematic uncertainty of 20—30% is given for
these experiments.

(b) Let us now decouple the value of AMs used in the
distribution functions and determined by the DIS data
from the one used in the strong coupling constant of the
DP subprocesses [called A(a, ) below]. Performing a best
fit to WA70 data, we get

mls =3.76+0.37, A(a, )=207.0+64.0 MeV,
2XWA70

The corresponding error "ellipse" (b.y = 1) is shown in
Fig. 5 together with that obtained from the fit to BCDMS
data alone [Eq. (5)]. (The error "ellipses" are obtained
without assuming the quadratic approximation. ) First we
note that the WA70 data are able to give a determination

TABLE III. Best fits to BCDMS (Ref. 9), for fixed values of qg at Qo =2 GeV', and the correspond-
ing y for WA70 (Ref. 10), NA24 (Ref. 11) UA6 (Ref. 12) DP data. pT in GeV.

3.0
3.5
3.8
4.0
4.5
5.0
6.0
7.0
8.0
9.0

BCDMS
AMs (MeV)

245.5+ 148.8

236.5+25.0
231.9+24.9
229.2+24. 9
223.4+24. 8
218.6+24. 8
211.6%24.7
206.7+24.6
203.5+24. 5
200.4+24.4

146.8
148.4
148.2
148.1

147.8
147.6
147.5
147.7
148.2
129.3

2
XWA70

(7 pts)
&pr &

)4.36

146.0
30.0
9.3
8.5

35.5
85.0

202.0
307.0
388.0
448.0

2
XNA24

(4 pts)
&p, &) 3.7S

27.4
11.1
6.5
4.9
44
7.0

16.3
26.6
35.6
42.9

2
XUA6

(10 pts)
&p, &)4.oo

23.8
13.9
11.5
10.8
11.6
14.5
22.8
32.0
40.0
48.0



39 GLUON CONTENT OF THE NUCLEON PROBED WITH REAL. . . 3281

of A consistent with that of BCDMS, although with a
larger error. Furthermore, it is remarkable (and en-
couraging) that the error ellipses do intersect. This is a
strong quantitative indication of the validity of QCD
beyond leading order. It is interesting to notice that the
qg- AMs correlation is quite different in the DIS and DP
experiments (Fig. 5). For the determination of these pa-
rameters, these two types of reactions are complementa-
ry.

As an educated guess of the effect of systematic uncer-
tainties of the WA70 experiment, a fit is performed using
the quadratic sum of the statistical and systematic errors
of Table II. The resulting "ellipse" is shown in Fig. 5
(solid line).

(c) Let us end this study of the WA70 data by a com-
mon fit ( nine-parameter fit [Eq. (4) with the same value
of A in a, and in the distribution functions]) to the latter
and to BCDMS data; the agreement between theory and
data is described by y„,=gBCDMs+g~A7o. As expected
from the preceding investigations, the two sets of data are
in good agreement with the QCD predictions; the best fit
gives the values (the full set of parameters is given in Ap-
pendix B)

q =3.90+0.11, AMs 230 0+17 MeV,

gwp 7o
=7.90 g&t = 156. I /1 5 1 DF

The quoted statistical errors correspond to Ay„, =1
and the corresponding error "ellipse" is shown in Fig. 6,
where we also draw the contour of 90% C.L.
(b,g«=4. 61). Compared to result (9), we find, as antici-
pated, a consistent determination of the parameters with
much reduced errors.

We now discuss the eff'ects of the WA70 (Ref. 10) sys-
tematic uncertainties on the determination of the param-

eters [Eq. (10)] especially on the value of r) . In Ref. 10
all systematic errors are added in quadrature and this
amounts to -+20%. Since we cannot exclude that some
of these errors add linearly, we consider here an overall
normalization uncertainty of 30%. Raising or lowering
the normalization of the data by this percentage shifts the
central value of t) [Eq. (10)] by —0.6 and +0.8, respec-
tively (the corresponding shift on AMs amounts to +20
MeV, and gw~7o is increased by 1.3 and 2.1, respectively).
The errors thus obtained are compatible with those
which can be read in Fig. 5.

We notice that the value of AMs is essentially deter-
mined by the DIS data (this can also be seen from the
shape of the ellipse in Fig. 5). Therefore, the systematic
errors on AMs are mainly due to the corresponding ones
of the BCDMS data, which lead, following Ref. 9 to er-
rors of +50 MeV. We consider these numbers as our es-
timate of the systematic uncertainties on the value of AMs
[Eq. (10)]. Within these limits we perform once more the
fit to WA70 data: the minimum y values are found at
gs =3.7 for A Ms

= 1 80 Me V (yw~7o =8. 8) and at gg
=4. 1

for AMs =280 MeV (gwA~o=9. 2), i.e., b, r)s =+0.2. These
errors are small compared to those given above which are
induced by WA70 systematics. When these gluon densi-
ties are evolved to Q =10 GeV the resulting uncertain-
ties are slightly larger than the statistical ones.

The best gluon from Eq. (10) at Q =10 GeV is
displayed in Fig. 7 (x (0.4) and Fig. 8 (x )0.25), where
the statistical and systematic error bands are indicated.
In both figures it is compared to the gluon obtained by
Diemoz, Ferroni, Longo, and Martinelli (DFLM) from
fits to CERN-Hamburg-Amsterdam-Rome-Moscow
(CHARM) data. There is consistency over the whole x
range between both gluons: for x & 0.25 the gluon deter-

I
(

I I
l

I I

r rrr
r rr/

3.5—

r l

200
h tNeV)

l

250 0.1 0.2 0.3 0.4 0.5

FICx. 6. Errors "ellipses" corresponding to Ay„, =1 and
hg„, =4.61 (90% C.L.). The dashed contour is the hylpfA70 1

contour already shown in Fig. 5.

FIG. 7. The gluon distribution from Eq. (10) at g = 10 GeV2
(dotted curve). The gluon distributions as given by DFLM (Ref.
33) (solid lines) and by DO set 1 (dashed-dotted line).
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mined by DFLM is within the error band discussed be-
fore, whereas at small x it is slightly above the "best"
gluon of Eq. (10). The gluon distribution derived here is
also in good agreement with that used by Martin et al.
in their fits to BCDMS and neutrino data. For reference
we also show the leading-order DO set-1 gluon distribu-
tion. The WA70 pp~yX spectrum compared with the
fit based on Eq. (10) is shown in Fig. 9.

V. COMPARISON %'ITH OTHER DP DATA

It is instructive to show the ratio data/theory for vari-
ous recent pp (Fig. 10) and pp (Fig. 11) experiments. We
remark that more than 6 orders in magnitude for the
cross sections are covered by these plots. The theoretical
predictions are obtained with the best ftt values (Appen-
dix B). Concerning the pp data, we emphasize good
agreement with fixed-target experiments and we note
some disagreement with ISR data. This result is
similar to the one we obtained in Ref. 5, using the DO
set-1 parametrization. However, as shown in Table IV
the y values are improved when the beyond-leading-
order evolved structure functions are used to describe all
the available DP data. (For the UA1 and UA2 predic-
tions, an isolation cut of ~ =57 ' and —,

' =45, respectively,
is applied. In all cases the rapidity smearing of the data
is taken into account. )

Concerning the most precise set of ISR data, namely,
R806, the g value obtained in Table IV is astonishingly
large. In an attempt to understand if these data can be

made compatible with DIS and fixed-target experiments,
several possibilities have been tried. If one decouples
AMs from A(a, ) tas in method (b) of Sec. IV], a very good

(about 1 per DF) is obtained with a large value of rl

(ps =7. 1) and a value of A(a, )=0.38 GeV as shown in
Fig. 5; this solution is not compatible with either
BCDMS or WA70. We also determine the minimum y
using the structure functions based on the BCDMS fits of
Table I: one finds a value of g of about 3 per DF for
q =4.7 and A—s=0.22 GeV, a solution which could be
compatible with %'A70 if the systematic errors were
stretched to the extreme. On the other hand, if the
"best" set of structure functions (Appendix B) is kept, but
the R806 data are normalized upward by 15% (which is
within the quoted systematic errors) it is found that
yR8o6=40. 1. This is a clear improvement on the value
quoted in Table IV, if one realizes, furthermore, that the
problem rests now on one point (at pz-=10. 5 GeV/c),
with y =27.5. If one ignored the difhculty caused by
this point, one could conclude that all DP data are con-
sistent among themselves and with BCDMS within their
mutual normalization uncertainties.

The results of UA1(Ref. 29) and (Ref. 30) are in rela-
tively good agreement with the theoretical predictions.

WA 70

pp ~yX
035 F & 0.45

10

0.4—

x 03
1.0—

0.2

0.1

0
0.2 0.3 0.4 0.5 0.6 0.7

p~ (GeY/c)

FIG. 8. The gluon distribution from Eq. (10} at Q2=10
GeV . The hatched area (dashed lines) represents the uncertain-
ty due to statistical (systematic) errors. The solid lines are as in
Fig. 7.

FIG. 9. Cross section of the reaction pp —+yX (WA70). Sta-
tistical error bars are drawn and total errors combining sys-
tematic and statistical ones in quadrature are shown. The line is
the best Gt based on Eq. (10).
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FIG. 10. Ratio data/theory for fixed-target (Refs. 10 and 11) and ISR {Refs.25-27) pp ~yX experiments.

In order to reduce the theoretical uncertainties associated
with the isolation cuts, we evaluate y for the UA experi-
ments keeping only the data points with pT&20 GeV.
We note an appreciable improvement of the values of g,
as shown in Table V. The UA experiments are, however,
quite insensitive to the gluon input shape at Qo and can-

not be used to constrain it in the small-x range. They,
however, might allow us to constrain the value of a A—

s,
a related discussion may be found in Ref. 30.

From Figs. 10 and 11 we finally observe that the
different sets of DP data measured at the different ac-
celerators do not really overlap, when plotted with

I I I I

UA6 24.3 GeV

UA1 DRELL-YAN

0"
IXo 2
UJxI—

UA1 546.0 Ge V

UA1 630.0 Ge V

UA2 630.0 Ge V

$7

1 4)
l i-"

ll—-i l31-——
II

ll

I

l, O XT

FIG. 11. Ratio data/theory for pp —+yX (Refs. 12 and 28 —30).
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TABLE IV. DP data (only statistical errors) compared with ("optimized") QCD DP cross sections.
The beyond-leading-order (BLO) y values are obtained with the input equation (10). (Low-pr points
for which optimization is not possible are not included. )

Experiment

WA70 (Ref. 10)
NA24 (Ref. 11)
R108 (Ref 25)
R806 (Ref. 26)
R110 (Ref. 27)

UA6 (Ref. 12)
UA1 (Ref. 28)
UA1 (Ref. 28)
UA2 (Ref. 30)

UA1 (Ref. 29)

Energy
(GeV)

23.0
23.8
62.4
63.0
63.0

24.3
546
630
630

630

&~, )
(GeV/c)

PP ~'Y&
4.36—6.34
3.75—6.0
5.4—12.4
5.75-11.5
5.72—8.72

uP
4.0—6.65

17.0—46.0
17.0—90.0
13.0—71.4

pp ~(low-mass muon
6.75—30.75

Number of
data points

7
4
8

10
5

10
6

16
14

pairs) X
6

x'
DO 1 (LO)

58.0
20.6

134.0
442.0

17.5

12.4
6.7

64.7
30.7

18.8

x'
BLO

7.9
5.5

80.2
146.0

7.4

11.0
2.2

39.9
27.5

31.3

respect to xT (except for the lowest pz. data from the
fixed-target experiments and the largest-pT data from
ISR). Therefore, it would be useful to have DP data at
different energies, but with the same values of xr, which
should be obtained at Fermilab. '

VI. CONCLUSIONS

Until now, we have not discussed the theoretical uncer-
tainties associated with the DIS and DP predictions.

It is dificult to estimate the errors we make by not op-
timizing the perturbative 0 (a, ) calculation of F2. How-
ever, the higher-order corrections for DIS structure func-
tions have a weak effect on the determination of the
quark distributions and of AMs,

' beyond-leading-

logarithmic fits are, for instance, very similar to leading-
logarithmic fits.

On the other hand, the determination of the gluon dis-
tribution is sensitive to the theoretical inputs. But, as dis-
cussed in Sec. III, it is not well constrained by DIS data
and must be determined in DP experiments. Therefore,
we do not expect a strong effect of the optimization pro-
cedure in the present case.

On the contrary, the higher-order corrections in the
Dp cross sections may be quite large with a strong depen-
dence on the renormalization and factorization masses.
We apply the principle of minimal sensitivity' (PMS} cri-
terion to settle this problem; there is, however, no formal
proof that this criterion leads to the best predictions. But
we can at least say that the optimized cross section be-
comes locally insensitive to the choice of M and p. We

can also try to use another criterion, the fastest apparent
convergence (FAC} criterion. We found in Ref. 5 that
both the PMS and FAC criteria lead to very similar pre-
dictions.

Had we used instead the nonoptimized predictions and
chosen the scales M and p equal to pT, the consistent pic-
ture described above would have been destroyed: to illus-
trate this point one can calculate yDp in the nonoptim-
ized theory for the diff'erent DIS fits of Table I. The
minimum XDp

+wA70 l3'8 f r AMs 0.257 GeV and gg =2.5

y~A6=23. 2 for AMs=0. 272 GeV and g~ =2.0 .

Although the AMs values thus obtained are still con-
sistent within systematic errors with our previous deter-
mination, the gluon distribution has become very hard
and leads to a very clear degradation of the yDp values
since the pT dependence of the prompt photon spectra
cannot be correctly reproduced. Using now the second
method of Sec. IV, we introduce A(a, ) different from
A—

s in the structure function and fix the gluon shape at

gg
=3.9 which gives the correct pT dependence of the DP

cross section. Good agreement with the data is obtained
for WA70 if A(a, )=0.6 GeV (yw&7o=7. 6) and for UA6
if A(a, )=0.5 GeV (y =14), which is hardly compatible
with BCDMS data (even if systematic errors were taken
into account). Therefore, it turns out that the very good

Expt. Energy

TABLE V. Same as Table IV.

Number of
data points

x'
DO 1 (LO)

x'
BLO

UA1
UA1
UA2

546
630
630

20.0—46.0
20.0—90.0
20.0—71.4

14
10

1.3
23.4
11.2

0.6
12.4
18.8
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TABLE VI. The y~A7O values as a function of qg as defined
in Table III. q "(x,Q )= 1 5(1—z) — f'z'(z)q —,Qi

x z 2~ ~ z'
Yfg
Universal
Nonuniversal

3.5
30.2
30.0

3.8
9.4
9.3

4.0
8.4
8.5

4.5
34.1

35.5

5
82.2
85.0 f~~~(z)g g

agreement between theory, DIS and DP experiments to a
large extent, rests on the optimization procedure.

Bearing in mind the above considerations, we have
shown that the DP reactions allow a very precise deter-
mination of the gluon distribution. By a common fit to
high-statistics DIS data, we have determined a set of
beyond-leading-logarithmic quark and gluon distribution
functions for 0.05&x &0.75. We find in particular (cf.
Appendix B)

gg =3.90+0.11

AMs=230. 0+17.0(+50) MeV .

We also observe that the values of AMs, when indepen-
dently measured in DIS and DP reactions, are in very
good agreement.

Note addes in proof After .completion of this work the
final data of the BCDMS Collaboration became available
(Ref. 35). There are a few minor differences in F2(x, g .)

at small x and Q values, but these do not change the
quantitative conclusions reported above. For complete-
ness we report, in Appendix C, the results of a fit to these
final data.

with q(x, g ) defined by Eq. (3) [see Eq. (1) for compar-
ison]. The expression for the prompt-photon cross sec-
tion has to be changed accordingly when using q "(x)
rather than q (x). We perform again the numerical calcu-
lations, optimizing with respect to the factorization and
the renormalization scales, for the various sets of struc-
ture functions defined in Table I. We find very little
difference compared to the results based on the
nonuniversal quark distributions. Concerning the WA70
kinematical range, for example, the ratio cr(q")/o(q) is
0.97 at p&=4. 11 GeV and 1.08 at pT=6. 34 GeV. The
slope of the pT spectrum is very slightly affected but it is
a much smaller effect than the precision of the data. Not
surprisingly, this uncertainty in the theoretical predic-
tions does not affect the determination of the gluon as can
be seen from Table VI which shows g as a function of q
for the two choices. In both cases the best y is obtained
for g =4.

Similar conclusions can be drawn from the studies of
pp reactions at 63 GeV and pp reactions at 24 and 630
GeV: the cross sections never vary by more than 10% in
the kinematical range covered by the data. It is also true
at Tevatron energy, tested in the range 10 &pT & 60
GeV/c.

These results are an illustration of the consistency of
the @CD calculations beyond the leading order.
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APPENDIX A

We discuss here the results of the prompt-photon cal-
culations when one uses the universal or MS definition
of the quark distribution. The relation between the
universal and the nonuniversal distributions is given by

The full set of parameters [Eq. (4)] corresponding to
the best common fit to BCDMS and WA70 data [Eq.
(10)]are, at Qo =2 GeV,

AMs=230. 0 MeV (four fiavors), rl =3.90,
= 1.987, gi =0.903, g2= 3.266,

Xud
—0.680, g3= 1.053, g4=5. 179,

As 1.369~ qs 10.84

APPENDIX C

We present the values of the parameters obtained in a
fit based on the final BCDMS data: A~&=231.5 MeV
(four fiavors), t)s=4. 00, As=2. 074, rl, =0.895,
g~=3. 173, y„d = —0.745, q3= 1.050, g4=5. 207,
A, =1.120, g, =9.374.

The changes in the values of the parameters, compared
to the results in Appendix B, are well within the statisti-
cal error bars associated with each parameter.
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