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The behavior of the gluon propagator in the Landau gauge is studied over distances from the
scales probed in deep-inelastic scattering out to the size of a hadron—from the perturbative to the
nonperturbative regimes—using the Schwinger-Dyson equations. The approximations needed to
make the program tractable are both detailed and analyzed by considering two different calculation-
al schemes, one of which takes into account more fully the complete structure of the crucial triple-
gluon vertex. In both cases, the gluon propagator is found to be strongly enhanced like 1/p* at low
momenta p. We describe how this depends on A, the scale of QCD dynamics, and what this behav-
ior means for the confinement potential. The use of a covariant gauge avoids difficulties inherent in
axial gauges, where much previous work has been done, the differences with which are discussed.

I. INTRODUCTION

The success of QCD in correlating the gamut of short-
distance phenomena of hadron physics, from jet produc-
tion in e "e ~ annihilation to scaling violations in deep-
inelastic scattering and the p, distribution of the W and
Z bosons at the colliders, rightly makes it the accepted
theory of the strong interactions. Yet away from the
hard-scattering regions of such processes, it is at best a
qualitative guide. All descriptions of hadron formation
in e te ™ collisions, for instance, begin with the creation
of a qg pair and the subsequent splitting off of gluons,
whether soft, collinear, or hard, evolves according to the
rules of perturbative QCD. However, the transformation
of these colored partons, fractions of a femtometer apart,
to the hadrons triggering macroscopic detectors must be
modeled in terms of clusters, strings, and a plethora of
fragmentation parameters. However phenomenologically
successful the representations of this metamorphosis are,
such modelings are not obviously detailed consequences
of QCD itself. Clearly, if this is to be regarded as the
theory of the strong interactions in something more than
name, it must be capable of accurately describing such
processes, solely in terms of the parameters of the theory
itself, its scale A, and the quark masses (though for the
lightest flavors these may be generated too). For this, it is
necessary to understand the behavior of basic quantities
of the theory, such as propagators and couplings not just
over the short distances, when they are nearly free, but
over the longer scales of the size of a hadron that are re-
sponsible for color neutralization and the fragmentation
of partons, and the spectrum of hadrons themselves. The
aim of this paper is to hammer out the calculational tools
needed to work with continuum QCD at all distances.
The Schwinger-Dyson equations provide the nonpertur-
bative framework that permits such a study.! ™! In this
paper, we investigate the behavior of the gluon propaga-
tor in covariant gauges (the Landau gauge, in particular)
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in a world without quarks. This brings with it the triple-
gluon coupling, which, together with the boson propaga-
tor, are the templates for the ambitious constructs out-
lined above, which form our eventual aim.

The Schwinger-Dyson equations, which embody the
field equations of the theory, are an infinite set of nested
relations, the exact solution of which is impossible. Sim-
plifying assumptions are necessary to render the problem
tractable. A perturbative approximation is the most
commonly used and best known simplification. However,
to go beyond perturbation theory and so be able to dis-
cuss issues of confinement, we must make some approxi-
mation that maintains the nonperturbative structure of
these equations. We begin in this paper by considering
just the behavior of the gluon propagator. The
Schwinger-Dyson equation, detailed in Sec. II, involves
not just the full (nonperturbative) gluon propagator itself,
but the full triple- and quartic-gluon interactions too, as
well as the propagator and coupling for the ghost. This
means that the equation for the two-point function in-
volves the form of the three- and four-point functions
too. These in turn satisfy equations which involve yet
higher-point functions and so on. However, a most im-
portant aspect of a gauge theory is that gauge invariance
imposes relationships between Green’s functions with
different numbers of external legs. Such Ward identities
(or rather Slavnov-Taylor identities in the case of a non-
Abelian theory) thereby constrain the three-point func-
tion, for example, in terms of the propagator. By includ-
ing only that part of the vertex so determined, the equa-
tion can now be solved by demanding self-consistency. It
is natural to regard that part of an n-point Green’s func-
tion which is determined in terms of lower-point Green’s
functions via the Slavnov-Taylor identity as the longitu-
dinal part. This approximation, then, involves neglecting
the transverse pieces. These parts are, of course, deter-
mined by the Schwinger-Dyson equation for the n-point
function itself, which will involve the longitudinal part of
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the (n +1)-point function. This, in a similar way, is
determined by a higher Slavnov-Taylor identity. This
procedure introduced by Baker, Ball, and Zachariasen® in
axial gauges allows, at least in principle, a gauge-
invariant truncation of the Schwinger-Dyson equations.
In covariant gauges, where ghosts enter, further assump-
tions are needed on how to treat these.'* How we ap-
proximate the ghost is described in Sec. II.

Having set up the gluon equation, we solve it in Sec.
III using the Ansatz for the full triple-gluon vertex that
satisfies the appropriate Slavnov-Taylor identity. All the
technicalities of rendering numerical integrals finite, han-
dling infrared singularities, renormalizing the ultraviolet
divergences that introduce, as usual, the QCD scale A, as
well as actually solving the gluon equation are also de-
tailed. The gluon propagator is found to be enhanced
like 1/p* at low momenta with a scale set by A. A brief
report of these results has appeared previously in Ref. 8
where none of the crucial technicalities given here were
discussed. We then go on in Sec. IV to investigate a pro-
posal made by Mandelstam* that a far simpler Ansatz for
the triple-gluon vertex, while not respecting gauge invari-
ance, maintains the essential structure of the full equa-
tion. This simplified Schwinger-Dyson equation for the
gluon propagator is solved and found to give very similar
results to those using the full vertex of Sec. III. We com-
ment on how and why this happens.

In Sec. V we discuss the implications these covariant
gauge solutions for the full gluon propagator have for our
understanding of confinement, the interquark potential
and the Wilson area law and comment on the corre-
sponding results in axial gauges found by Baker, Ball, and
Zachariasen.’

The next step in this program is to include n, quark
flavors in QCD. These not only enter in the Schwinger-
Dyson equation for the fermion propagator itself but in
quark-loop corrections to the boson propagator studied
here. This requires the simultaneous solution of coupled
integral equations—two in number for massless quarks.
The fact that here we have shown that the far simpler
Mandelstam treatment of the triple-gluon vertex gives a
gluon propagator with very similar properties to that
with a full vertex makes it natural to use this. The results
of this are summarized in Ref. 11. This paper contains
all the precursory details needed to solve the gluon equa-
tions embedded in that work.

In Sec. VI we briefly state our conclusions.

II. THE GLUON EQUATION

The bare gluon propagator in a covariant gauge is
composed of a transverse and a longitudinal piece:

&Y — 2’ 3 .
p

where the parameter £ specifies the gauge. The tensor

structure of the full propagator is given analogously by
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where a Ward identity ensures that it is only the trans-
verse part that is renormalized and so the coefficient of
the transverse part, viz., 9(p), is known as the gluon re-
normalization function. The inverse of this propagator,
I1*¥(p), satisfies the Schwinger-Dyson equation depicted
in Fig. 1, which involves the unknown triple- and
quartic-gluon vertices, as well as ghost contributions. In
order to derive a closed equation for the gluon renormal-
ization function we have to make approximations.

The first step is to ignore those diagrams which involve
quartic-gluon couplings. This can be seen as a first step
in an iterative procedure to solve the hierarchy of the
Schwinger-Dyson equations. Perhaps more realistically,
we note that these diagrams contain an explicit factor of
a3, where a,=g3/4m is the bare coupling. When we
come to renormalize our equation (see Sec. III A) to re-
move the ultraviolet divergences, we will do this at some
scale u?, as usual. The bare couplings which appear in
the unrenormalized equation will be replaced by the re-
normalized running coupling a(u). We shall choose pu?
to be in the perturbative regime so that a(u) will be a
small number. Hence, those diagrams involving quartic
couplings will be suppressed by a factor a(u) relative to
the remaining terms. Of course, the value of the loop in-
tegral could swamp this suppression, but it seems natural
to believe that the full triple-gluon vertex already con-
tains the essence, if not all the details, of the confinement
mechanism.

Next we consider the ghost contribution. Since we
choose to work in the Landau gauge, the ghost kernels
which appear in the Slavnov-Taylor identities for the
triple-gluon vertex (and incidentally in the quark-gluon
vertex too) will vanish as one of the external momenta
goes to zero.»'> This is related to the transversality of
the gluon propagator in this gauge. Ghost contributions
are, of course, essential in preserving the transversality of
the inverse propagator, but it is hoped that neglecting
them will not significantly alter the analytic behavior of
9(p). This is supported by the fact that in a one-loop
perturbative calculation, the ghost loop makes a numeri-
cally small contribution to $(p), at least for the Landau
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FIG. 1. The complete Schwinger-Dyson equation for the in-
verse gluon propagator with no fermions. The spiral lines
represent gluons and the dashed lines ghosts. The dots denote
full (as opposed to bare) propagators and vertices.
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and other “sensible” gauges (in a related work!” the ghost  tioned above), this relation simplifies to
was treated as bare with very little difference).

Our equation now involves just the crucial triple-gluon q"I‘,“,p( p,q,r)=+ —g—(LT( p28HP—pHpP)
vertex I'**P(p,q,r) in its full form. This is constrained by p
the Slavnov-Taylor identity. By setting the ghost kernels _ 1 (r28HP — pipP) 2.3)
to zero, in keeping with their infrared vanishing (as men- , 9(r) ’ '

I

where p,q,r are the incoming momenta in the three-gluon legs. Separating I'**? into two pieces, the longitudinal and
transverse parts, where the transverse part is defined to vanish when contracted with any external momentum, we see
that Eq. (2.3) only constrains the longitudinal part. This can then be “solved” to give'®!?

p q q r r, y2%
rt Gy ) =8 sp _ %P H_ B —
S T =T o I Ty BT N TS T RS
i L _ L g —8.pq)p,—q,)+— L1 s 6 grg,—r.)
—g? |9 g |PInT O P T 27 g e [eT T 0w T
! L __L Vb =5, rpr,—p,) 2.4)
P2—p2 | 81 Sp) uPp " Oup” " PRYy ™Dy ) :
[
In the next section we shall solve the gluon equation 4y =147, —p (2.6)

under the assumption that this on its own is a good ap- .
proximation to the full triple-gluon vertex. This is  Where II represents the full inverse gluon propagator, Il,

motivated not only by the fact that it satisfies the the bare one, and p is the contribution to the gluon self-
Slavnov-Taylor identities, but also by the fact that the energy from the one-loop gluon diagrams depicted in Fig.

neglected transverse part vanishes when the external mo- 1 Since we will use an ultx.'aviolet cutpff to regularize our
menta go to zero. It should also be noted that the longi-  integrals we need to avoid quadratic divergences, an?
tudinal part also gives the leading-order perturbative re-  these are absent from the term proportional to p“p”.
sult at large momenta. Consequently, we can project out these p“p" terms by

For the discussion in Sec. IV it is helpful to notice the  contracting with the tensor
seemingly trivial fact that if the renormalization function 1 )
S(k) is more or less equal regardless of whether its argu- PHY= ?‘{(41’” pY—p8*) 2.7
ment is p, g, or r, then Eq. (2.4) for the vertex becomes P
to give a scalar equation. As the tadpole diagram in Fig.

L (p,g,r)= CvplP,9,7) 2.5) 1 is proportional to 8", its contribution will decouple
i S(p) ’ from our equation. Thus the equation for $(p) receives
where T’ pr is the bare triple-gluon vertex. We shall see contributions from _]ust‘the‘ gluon loop of Fig. 2. With
later that this apparently trivial approximation is in fact the momenta labeled as in Fig. 2, we have
meaningful as first noted by Mandelstam.* 1 gic, . N
After these approximations, we have an implicit equa- %p) = 320 P, f d*k T*(—p,k,q)A5(k)

tion for §(p):
XA, ()T (—k,p,—q) ,

(2.8)
k
—_ where C, is the Casimir constant equal to N for an
SU(N) gauge theory. This is the equation we solve in
p p Secs. III and IV using the Ansatze for 'y of Egs. (2.4)
— . and (2.5), respectively.
III. THE GLUON WITH A FULL TRIPLE-GLUON
VERTEX

- A. The equation

k-p Approximating the full triple-gluon vertex in Eq. (2.8)

by the longitudinal part specified by the Slavnov-Taylor
FIG. 2. The one-loop gluon contribution to the inverse gluon  identity, viz., I'; given by Eq. (2.4), the gluon equation
propagator of Fig. 1 with the momenta labeled. becomes
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1 Ca8% ¢ .4 | 94 (K,p)
=1+ dtk | AP
S(p) 96m*p? k*q?p?
9(k)S(q) B(k,p)
S(p) k*g*
4 8q)=8(p) Clk,p) S(k)
g*—p? k%* Sp)
4 8(@)=8(k) D(kp)
q2_k2 k2q2p2
3.1)

with ¢ =k —p, where

A (k,p)=48k2(p-k)*—32k*p*p-k —16(p-k)’
—12k*p2+6k?p*+6pip-k)?,

B (k,p)=38k?p*p-k —25p*(p-k)*— 14k *p*

+12p*p -k —13k*p?—2k2(p-k)*+4(p-k)*,
(3.2)

C(k,p)=24p*+14k*p*+16(p-k)*—48p’p-k —6k’p -k ,
D (k,p)=12k*p?—48k?*(p-k)*+48(p-k)>
+24k?p?p-k —5k*p*—40p2(p-k)*+9p*p-k .

This is the equation we have to solve. As it stands the in-
tegrals have not only the usual ultraviolet divergences of
perturbation theory, but potential infrared singularities
too. These must be dealt with to give us a finite renor-
malized equation.

As we shall argue later, the only possible consistent be-
havior for 9(p) as p>—0 is 9(p)~1/p2. If 9(p) is this
singular, however, the integrals in Eq. (3.1) are potential-
ly infrared divergent. In a related study in axial gauges,’
such divergences were avoided by assuming that (i) the
full axial gauge propagator has the same tensor structure
as the bare one and (ii) that the coefficient of such an in-
frared enhanced term is independent of the choice of axi-
al gauge. It is possible that if we could solve the com-
plete Schwinger-Dyson equations in covariant gauges
with no approximations or truncations, then such a term
would not give rise to divergences. Nevertheless, as they
do appear in our truncation, we must deal with them.
We choose to treat them by defining 9(p) by a “plus”
prescription, which we define later in this section. Of
course, this prescription is not determined by the theory,
but put in “by hand”’; the justification here will lie in the
physically meaningful results we obtain. Nevertheless,
one of the long-term goals of any analysis based upon the
Schwinger-Dyson equations will be to eliminate these in-
frared divergences in a self-consistent way, entirely
within the context of the theory.

Even when we have dealt with these divergences, we
still obtain contributions violating the masslessness of the
gluon, a condition demanded by gauge invariance. If
G(p) has such an infrared singular term, on dimensional
grounds it must be 4u?/p2 Even after integration, the
dimensionful quantity x> must be balanced, and the only
quantity available is p>. Thus we will have contributions
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to the right-hand side of Eq. (3.1) which behave like
1/p2. The condition for masslessness is

lim II*¥=0,
p*—0

(3.3)

where IT#” is the full inverse gluon propagator. Since the
bare inverse gluon propagator obeys the condition Eq.
(3.3), then all our integrals on the right-hand side of Eq.
(3.1) must obey this as well. This is clearly not true of
some of the terms which arise from integration of the in-
frared enhanced term. We must perform a subtraction to
remove these terms. Formally, we may imagine adding
some appropriate counterterms in the bare Lagrangian to
achieve this.

The easiest way to preserve masslessness is to write
S(p)=Au*/p*+9,(p), where p?/9,(p)—0 as p>—0.
The entire contribution to the mass term comes from the
enhanced term Au?/p2. Thus if in the right-hand side of
Eq. (3.1) we set 9(p)= Au?/p? and subtract this from Eq.
(3.1), then no mass term will arise. This mass renormal-
ization, and the “plus” prescription treatment of the in-
frared divergences do not prejudge that §(p) does possess
such an infrared-enhanced term, as we allow the possibili-
ty that the coefficient of this term can vanish. Finally,
any terms on the right-hand side of Eq. (3.1) which are
linear in & will have the entire contribution of the
enhanced term subtracted by this mass renormalization.
In these terms we can effectively set §=9,.

We still have the usual logarithmic ultraviolet diver-
gences, which arise from the momentum loop integral at
large k2. To handle these we cast Eq. (3.1) in the form

C, a9
=1+ d*k #(k,p)
2473 f P

9(p)
_C4% [ gL (p) (3.4)
24m8(p) Pl '
where
_ S(k)A(k,p) , Slg)—8(k) D(k,p)
F(k,p)= k*q%p* + g —k2  kiq%p*
___8(k)C(k,p)
2+ 2 k2 2.2
9((q> (lI: )) " e
B (k,p
,L(k,p)=#
k4q4p2
C(k,p) pit+u? 1
+=5 {Q(q)——g(p) e PERERCE

Here #(k,p) contains those terms which are linear in &,
whereas .L(k,p) contains those terms which are quadratic
in ¢ in the numerator, with an explicit 1/9(p) in the
denominator.

In splitting the integral into these two terms, there is a
slight technicality over the term proportional to C(k,p),
which involves the factor

[S(k)/9p)][S(q)—S(p)1/(g*—p?) .

This term contains a part which belongs to #(k,p) and a
part belonging to L(k,p). These will be renormalized
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differently, and so we must be careful not to introduce
any singularities from the g>—p? term in the denomina-
tor. This is done by writing

(k) $(q)—8(p) _ (k) S(q) _ S(p) p*+pu®
9(p) q*—p? 9(p) q*—p? 9(q) q?+u?
9k _Sp) |, pru
g(P) q2_p2 q2+'u2
24,2
1 . (k) 8(q)— 8 )224‘&
 ¢*—p? ) q*+u
$(k)
- 3.6
q*+p? e

Here we call the first term part of L(k,p) and the second
term part of #(k,p). All we have done is to add and sub-
tract a term which ensures both parts are individually
finite at p>=g2. This term is obviously arbitrary, but we
have chosen it so that it does not introduce any extra ul-
traviolet divergences, being finite by power counting.
The momentum p? in Eq. (3.6) is also arbitrary, but for
‘convenience we choose it equal to our renormalization
scale.

Returning to Eq. (3.4), we define a renormalized gluon
function G (p) by

S(p)=Z(k/pn)Sx(p) . 3.7

Here « is an ultraviolet cutoff which serves to make the
integrals finite. For convenience, #(k,p),.L(k,p), of Eq.
(3.6) with § replaced by §z will be denoted by
H r(k,p),Lg(k,p), respectively. We now define a renor-
malized running coupling constant by

giu)= 802 (k/u) (3.8)
“k Ft g (ko)
Using Eq. (3.4) we can also rewrite this as
g2 = o 862 (/1) (W) (3.9)
v A /w) [ d*k Qg Lg(k,p)

Inverting these two equations in terms of the bare cou-
pling g2 and substituting these into Eq. (3.4), using Eq.
(3.7), gives, after a little rearranging,

72 a(p)C 4
= d*k [F g (k,p)—F g (K,
) ra ] Ak R Uep)—F o]
a(u)C,
gR(P)24‘IT3

X [d* 9r(K)[Lg(k,p)—Lg(k,p)] (3.10)

in which both the integrals are ultraviolet finite. This is
now the equation we solve for S (p) by requiring self-
consistency.

To solve this (see Sec. ITI D), we will need a more expli-
cit form for the running coupling, in order to determine
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the behavior of 9;(p) at large p2. We first invert Eq.
(3.8) to give

Zoe/w) 1 Cafan gk 3.11
2 5 9617-4f (ko) . (3.11)

Subtracting Eq. (3.11) from the same equation evaluated
at p gives

Z(k/p) _ Z(x/p)
g%p) giu)
+Z e/ 4fd“k[7{R(k,p) Fplhp)] -

(3.12)

If we take the definition of Eq. (3.7), and instead renor-
malize at p? we would have

9(p)=Z(K/p)9R (p), (3.13)

where for clarlty we have written the subscript R,
denote that p? is our renormalization scale. However we
must have ng(p)— QR#(;L) and we rewrite Eq. (3.13) as

IPI=Z (k/p)Sr (W) . (3.14)

Then from the equality of Egs. (3.7) and (3.14) we can
write

Z(k/p) _
Z(rk/p)

QR(‘D)
Srlp)’

where all quantities are renormalized at the scale u2.
This allows us to simply rewrite Eq. (3.12) as

1 =9R(.u) 1
gXp) 9r(p) gz(p)

(3.15)

96 4 fd k[wR(kyp) Hplk;p)]

(3.16)

as an equation for the renormalized running coupling
constant.

B. Consistent asymptotic behavior of Sz (p)

Because of the complicated structure of our equation
for the gluon renormalization function §z(p), Eq. (3.10),
an analytic solution is not possible, and we attempt a nu-
merical study. Before doing this, we investigate the pos-
sible asymptotic behavior for both small and large p? that
we should build into our numerical solution. In general
we will take a trial input function @ (p), and substitute
this into the right-hand side of our equation, Eq. (3.10).
After performing the integrations we obtain an output
function 1/9,,(p), to be compared to the reciprocal of
the input function. We allow our trial function to depend
on a number of parameters, and we vary these until we
find good agreement between input and output over a
suitable range of p2.

All of the integrals in Eq. (3.10) give rise to dimension-
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less quantities, and all contain the factor 1/k 2g? in their
denominator. This allows us to derive the following gen-
eral results. ‘

(a) If ,,(p)—const, as p>—0, then the output of the
right-hand side of Eq. (3.10) is easily seen to give

g =1 +const X1n(p?/u?) .

out

(b) If 9, (p)~Inp? as p>—0, then the right-hand side
gives

L =1+constXIn*(p?/u?) .
Gout

(c) These logarithms may sum to a power. If we let
G..(p)—(u?/p*)" as p>—0 with 5 <1, then all the in-
tegrals are infrared finite, and we would obtain

1 n

out

=1+const X

’

g

B
,P2

where this is purely on dimensional grounds, to balance
the dimensionful quantity u2.

In all of these cases it is not possible to obtain agree-
ment between input and output. If, however, we consider
the case 9,,—u’/p?, and we use some regularization
technique to deal with the infrared divergences, then we
would find by the same dimensional arguments that

1

out

g =1 +Cu?/p?,
where C is a constant. Unlike the terms in (c) above, this
will violate our masslessness condition, and so must be
subtracted. Then if the higher-order terms in p? of 9(p)
generate a contribution to the right-hand side of which
cancels the explicit factor of 1, then the right-hand side
of the equation would vanish as p2—0. This is exactly
the behavior of the left-hand side, and we have the possi-
bility of finding agreement. If the next-order-p? correc-
tions to §;,(p) behaved like a constant, a logarithm, or a
power as in (c) above, but with 0 <7 <1, then this would
give rise to inconsistent behavior, as the left-hand side of
Eq. (3.10), i.e., the reciprocal of the input function should
vanish at small p2. We therefore will attempt to find
solutions which behave like

Gin= AW’ /p*+B(p*/p*), v>0 (3.17)
as p2—0.

We can now use Egs. (3.10) and (3.16) to determine the
asymptotic form of our equation for large p2. By writing
Fr =1+0(a(u)) then if we work only to O(a(u)), we
can simply set 5 =1 on the right-hand side of Eq. (3.10).
However, if we set §3=1 in our Ansatz for the full
triple-gluon vertex Eq. (2.4), it reduces to the bare vertex.
Thus the leading term from this diagram is simply that of
perturbation theory and we have

1 alp) 1

=1+
Snp) T4y Yoln

2
E;l , (3.18)
73

where calculation yields y,=1C ,. Similarly, extracting
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the leading behavior of the renormalized running cou-
pling, Eq. (3.16), we obtain

Grip) 25C 2
L _Zrl ) 1 Lin |2 (3.19)
alp)  Sr(p) | alp) 481 2
Using Eq. (3.18) to expand 94 (p), we obtain
1 1 Bo. |p?
—_= +— , 3.20
ap)  ap)  Ar |2 320

where B,= %C 4- This is to be compared with the famil-
iar B, of perturbation theory, viz., 4C,, the difference

arising partly from our neglect of the ghost contribution.
The standard renormalization-group argument allows
us to rewrite Eq. (3.20) as

_ 4r
BoIn(p2/A?)
introducing the QCD scale parameter A. Any depen-
dence of Eq. (3.10) on u can be reexpressed in terms of
this intrinsic scale of the theory. The standard

renormalization-group argument allows us to rewrite the
asymptotic form for 9 (p) as

YO/BO v /B
~[n(p2/p®)] 7", 3.22)

a(p)= (3.21)

alp)

Sr(p)~Gr(n) ()

where v,/B,=2%. We have thus deduced in Egs. (3.17)
and (3.22) the possible analytic behavior for both small
and large p%. Before we proceed with our numerical
study which will show that self-consistent solutions to
Eq. (3.10) do exist with this behavior, there are some
technicalities with which we have to deal.

C. Technical details

In order to calculate the numerical integrals in Eq.
(3.10), a number of technical details must be specified.
The most important of these is the definition and im-
plementation of the “plus” prescription, which we use to
make our potentially infrared divergent integrals finite.
The basic definition is that

Ap®

2
L | =4k for @>k>0

: (3.23)
+ K

and that in the neighborhood of k2=0 it is a distribution

that satisfies

f * dk? Alé
0

S (k,p)
k2 |,

2 2
= [ ak? |25 |15 (k=5 (0,p)]

. 2
+fp2dk2[% S(k,p)  (3.24)

for any nonzero p and nonsingular S (k,p). For those in-
tegrals in which the angular integrations can be per-
formed analytically, the implementation of this prescrip-
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tion is easy. Unfortunately for many of the integrals we
have to deal with, namely, the .L(k,p) terms, the angular
integrations cannot all be performed analytically, and
must be computed numerically. Thus writing

S(k,p)= fo"d¢sin2¢s(k,p,cos¢) (3.25)
we define
5(0,p)= lim [ "dysin’ys(k,p,cosy) . (3.26)
k2500

For many of these terms the limit and the integral sign in
Eq. (3.26) can be interchanged to give us s (0,p,cosy), for
other terms more work remains to be done. We illustrate
this and other problems by means of some examples.

First of all, some of the terms are infrared finite, and
for these, the subtraction in Eq. (3.24) is obviously ir-
relevant, S (0,p) being zero. The terms from .L(k,p), Eq.
(3.5) in Eq. (3.10), are proportional to $(k)$(q), and ei-
ther of these two can be infrared enhanced, the contribu-
tion where both are enhanced being subtracted by our
mass renormalization (see Sec. III A). By transforming
integration variables k-—q we can always make the
enhanced term Au’/k?. From Eq. (3.2) and its trans-
form when k —g¢q, we can read off the kinds of terms with
which we have to deal for integrals over B (k,p), for ex-
ample. With the measure dk?d 1 sin?) the potentially in-
frared divergent terms are

2k

s(k,p,cos¢)~£7k—"2291(q) ,
oy “ (3.27)
—q‘Z,;Lz"gx(q), %gl(q) ’

where &, is the nonenhanced part of §. The second two
of these are relatively easy to handle giving

2
1
5(0,p,co9)~ 25 g (), L. (3.28)
p p
To calculate the actual value of the integrand at k2=0,
we can Taylor expand s (k,p,cosy), subtracting the lead-
ing term s(0,p,cosy). Thus for the second of the terms

in Eq. (3.27) we obtain
2
s (kopycost) =Y [ ¢ (p)+ (k2—2k-p) %} (p)
p
+2(k-p)*9Y(p)]

2 . N2

X 1~2k—2+41‘~23+12(k4) +0 (k%)
p P

(3.29)

where a prime denotes differentiation with respect to p>.
Here we can expand the brackets, subtract the leading
term [Eq. (3.28)], and use the fact that terms odd in cosi
will integrate to zero over .

We perform our numerical integrations by a Simpson’s
rule method, increasing the number of integration points
until the answer is stable to within 0.1%, as well as
demanding similar numerical agreement with the analyti-
cally calculable answer when §;=1. To implement the
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plus prescription, Eq. (3.24), numerically, the integral
from 0 to p? is split into two regions: O to ep? and ep? to
p2. Over the second region, away from k2=0 we simply
use s (k,p,cosy)—s(0,p,cosy) in our integrand. Over the
first region we use the Taylor expansion to O (k?), sub-
tracting the leading term. By using €é=10"* we maintain
our numerical accuracy.

The first of the terms in Eq. (3.27) is a little more
difficult, itself appearing divergent as k2—0, leaving
5(0,p,cosy) apparently undefined. In this case the limit
and integral sign in Eq. (3.26) cannot be naively inter-
changed. Taylor expanding s (k,p,cosy) we obtain

2.
s(k,p,cos¢)=£qf§k—2£91(q)

2
=P1’—1;-£’—[91(p)+(k2—2k-p)9'1(p)]
2—' .
x [1—2K22KP | k) . (3.30)
p

The potentially divergent leading term is odd in cosy and
so will vanish on performing the 3 integration. Thus
from Eq. (3.30) we obtain

2,(p)
422 _agip)
p

5(0,p,costh) = cos*1p . (3.31)

Once again we can split the O to p? integration into two
regions, using the Taylor expansion with the leading term
Eq. (3.30) subtracted for 0<k2<ep?, and with the full
s (k,p,cos)—s(0,p,cosyp) for ep? <k?<p?.

The only other potentially divergent terms in Eq. (3.2)
are those from C(k,p) of Eq. (3.5). With 8(k) enhanced,
all the terms are finite by counting powers of k except for
the term proportional to p* for which

24p* 2+’ 1
s(k,p,cosp) =L |9,(q)— £-7E g (p) :
quz 1 q2+,u2 1 qz__pz
(3.32)
By Taylor expanding we can easily obtain
S.(p)
5(0,p,cos9)=24 | 5—— + &'(p) (3.33)
ptu

and we use the same treatment of the numerical integrals
as outlined above. For the case where $(q) is enhanced,
we can transform variables k —g for the C(k,p) terms.
It can easily be checked that C(k,p) transforms into the
quantity

8k’p>+4(k-p)*+6k?*k-p +6p*k-p (3.34)
and all terms are explicitly infrared. finite because of
sufficient powers of k in the numerator. This completes
our discussion of the plus prescription and its implemen-
tation.

We now turn to the ultraviolet region of our integrals,
where we must implement the renormalization procedure
outlined in Sec. III A. By transforming the integration
variable in the region p%2 <k?< o to 1/k?, we clearly ob-
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tain a finite integration region that is suitable for numeri-
cal evaluation, at least for those integrals which are ultra-
violet finite. For those which diverge, however, we must
make sure our renormalization procedure cancels these
divergences before we perform our numerical integra-
tions. The terms involving the enhanced infrared behav-
ior for § are all ultraviolet finite by power counting, be-
cause of the extra power of k2 in the denominator from
this term. Thus we are left to deal with the terms where
§=¢,. We illustrate how this is done by considering the
A (k,p) and B (k,p) terms of Egs. (3.1) and (3.2). Some of
these appear quadratically divergent by power counting,
but this divergence will cancel between compensating
terms leaving only a logarithmic divergence. Other terms
appear linearly divergent, but here the angular integra-
tions will make them only logarithmically divergent
again. Since the term proportional to 4 (k,p) is linear in
§, we can analytically perform the angular integrations
to obtain

f d*k

g (k)A(k,P)

‘IP
91(k) | 566  37k* . 15k%p?
—n 2 [P 271 — P
27 fo dk Kt | p? " + 4
2 . 8y (k) 4 6
2 2 _p _ P
+2m fpzdk et | e | 8

Here we can see the explicit cancellation of the quadrati-
cally divergent terms and the absence of linearly diver-
gent pieces. This leaves a logarithmically divergent in-
tegral, where for the moment we have retained the ultra-
violet cutoff x?. The renormalization procedure essential-
ly consists of subtracting Eq. (3.35) evaluated at p?=pu?,
from itself [see Eq. (3.10)]. The logarithmically divergent
term in the second of the integrals of Eq. (3.35) is in-
dependent of p2, and so will cancel in this subtraction,
leaving us with a finite integral. For the finite terms in
Eq. (3.35), our renormalization consists of a finite sub-
traction. The integrals in Eq. (3.35) are the easiest case to
consider, because we have been able to perform the angu-
lar integrations explicitly.

We now turn to the B(k,p) terms in Egs. (3.1) and
(3.2). There are eight powers of k in the denominator, so
that with the four powers of k from the integration mea-
sure d*k, the only divergent terms are those proportional
to —13k*—2k?(k-p)*/p>. After our ultraviolet subtrac-

tion we have to calculate the integral
g (q) 9i(q")

ql4

[ d*k ,(k)(—13—2cos’y) , (3.36)

where ¢ =k —p and we introduce ¢’=k —pu, where y is a
Euchdean four-vector at the renormalization scale
p?=u’ We can add and subtract a term proportional to
9.(q)/q"* to give

27 [ sinyp dy k2dk?9,(k)(—13—2 cos’)

9.(q)
—7 ?4(4'4—44)+—1,;[91(q)—§’1(q’)]] . (337
q49 q
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In the first term the highest power of k2 cancels in the
q'*—q* term, leaving us with a finite integral. The
second term is still divergent by power counting. We in-
tegrate this term up to some large momentum R, with
RZ>>u? p% Above this momentum we can expand

91(9)=9,(k)+(g>— k> G (k) + L(g*>— k2 ¢{ (k)
+0(1/k3)
=8,(k)+(p>—2k-p)Gi(k)+2(k-p)*8Y (k)
+0(1/k%) . (3.38)

A similar expansion for §,(g’') allows us to write
9.(q)—8,(q") as

(p*—p*+2k-u—2k-p)9i(k)

+2[(k-p)?—(k-u)*187(k)+0(1/k3) .  (3.39)

Since we will choose an explicit parametrization for 9,
its derivatives can be calculated, and the extra powers of
k? in the denominator coming from these make the in-
tegral finite. These powers can be explicitly extracted to
enable us to perform the numerical integration. For R?
sufficiently large, the errors introduced by ignoring
higher terms in the expansmn are small. We usually
choose R?=10°max(p?u?). The details of how the
C(k,p) and D (k,p) terms are similarly integrated can be
found in Ref. 9. All can be rendered suitable for numeri-
cal integration to an accuracy of 0.1%.

D. The solution

Since Eq. (3.10) cannot be solved analytically, we
choose a parametrization for i (p) consistent with the
expected infrared enhancement, and the asymptotic be-
havior of Eq. (3.22). We introduce

Boct, (1) ~70/Bo
+ —_—
47

2

12

which is well behaved at all values of p?, where
Yo0/Bo=2, and parametrize Sz (p) by

Go(p)= In |1+ (3.40)

2 nb

QR(p)———H’—+9 ® S a, -
p*+p}

n=1

(3.41)

Here the parameters A4,p,a,,b are to be determined by

TABLE L. Parameters for & r(p), Eq. (3.41), for the solutions
shown in Fig. 3.

A (MeV) 200 500
a(u) 0.172 0.257
A 0.019 34 0.073 63
b 0.3 0.3
q3 (GeV?) 0.3 0.3
a, 2.637 1.469
a, 0.009 379 —0.09048
a; —0.4407 0.2547
a, —1.180 —0.6274
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FIG. 3. Gluon renormalization function $x(p) as a function
of p? for A=200,500 MeV.

self-consistency of Eq. (3.10). We substitute this form
into Eq. (3.10), treating the enhanced infrared term by
our plus prescription, and performing the numerical in-
tegrations, the details of which are given in Sec. III C.

We then vary these parameters until good agreement is
obtained over a range of values of p?, between the right-
and left-hand sides of Eq. (3.10). Because of the extreme
length of time needed to perform these two-dimensional
integrations numerically, we set “by hand” p3 =0.3 GeV?
and b =0.3, values for which we obtained approximate
agreement. Since these are the only parameters on which
the dependence of Eq. (3.41) is nonlinear, the integrations
of Eq. (3.10) can be performed once, and the output
stored. We then allow A4 and the a, to vary within the
CERN numerical minimization program MINUIT.

We choose our range of momenta to be 0.01 <p? < 100
GeV?, with the renormalization scale ,u2=10 GeV?, a
scale we know from experiment to be in the perturbative
regime. We set $5(1)=1, and choose a value for a,(u).
With N =4 in Eq. (3.41) we find this matching is
achieved to impressive numerical accuracy, over the
whole momentum range, from the deep infrared to the
deep ultraviolet. Using the high-energy form of Eq.
(3.20) for the running coupling, we detail the solutions
obtained for A=200 and 500 MeV, i.e., a,(u)=0.172
and 0.257, respectively [see Eq. (3.21)]. The results are
plotted in Fig. 3 and the parameters are detailed in Table
1.

17k% 3

1, C 485
6p? 8

Sp) | 16n%p?

2 4
[P ak2sk) | 2o
0 6

P
]+f L dk28(k)
P

We find that the solution to this truncated Schwinger-
Dyson equation for the gluon propagator does indeed
possess a solution in which the function $4(p)~1/p? as
p2—0. Thus the propagator itself will behave like 1/p*
in this limit. Before we go on to discuss the importance
of this result, and its relevance to confinement physics in
Sec. IV, we first detail a far simpler approximation to this
gluon equation, which remarkably possesses the same
qualitative solutions as those we have obtained here using
the full longitudinal part of the triple-gluon vertex.

IV. THE MANDELSTAM APPROXIMATION

A. Introduction

In this section we consider the Schwinger-Dyson equa-
tion for the inverse gluon propagator, but this time in a
simpler approximation first proposed by Mandelstam.*
We shall demonstrate, qualitatively at least, that the solu-
tions using this approximation have the same features as
those obtained in Sec. III, and discuss why this is so. Be-
cause of the simplicity of this so called ‘“Mandelstam ap-
proximation” we have used it as a basis for the calcula-
tions where we study the interplay between quarks and
gluons in Ref. 11. This section provides the justification
for such a treatment. .

In solving the Slavnov-Taylor identity for the triple-
gluon vertex in terms of the gluon renormalization func-
tion 9(p), Eq. (2.3), we see that the determined longitudi-
nal part of the vertex, Eq. (2.4), always involves terms
proportional to 1/¢, with arguments p,k,q. The two-
gluon propagators in the gluon loop of Fig. 2 give a con-
tribution of $(k)9(q), partially canceling some of these
1/8 terms. Mandelstam has suggested an approximation
which assumes this cancellation to be complete, where we
simply write the full triple-gluon vertex as 1/9(g) times
the bare vertex [cf. Eq. (2.5)].

Neglecting ghost contributions and the diagrams in-
volving quartic-gluon couplings, as in Sec. III, allows the
simplified gluon equation to be expressed diagrammati-
cally by Fig. 4, giving us the following equation for the
inverse gluon propagator:

C 2
ngg=nf;g+5,,,,—é—;§9 [ d T893 —p, k, ) o k)
87 (—k,p,—q)
X Ays(q)‘———é—(‘;)—— ,
@.1)

where all the quantities are defined in Sec. IIT A, and
again we work in the Landau gauge.

Projecting with P*” of Eq. (2.7) we obtain, on perform-
ing the angular integrations,

(4.2)

__7£2_+_7L4
3k2 0 24k* ||
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FIG. 4. The Mandelstam approximation to the Schwinger-
Dyson equation for the inverse gluon propagator (cf. Fig. 1).

where we have anticipated that the k integral is ultravio-
let divergent by introducing a cutoff «2.

The beauty of this Mandelstam approximation is that
it allows all the angular integrations to be performed
analytically, leaving us with just the momentum integra-
tion to do. This is to be compared to the far more com-
plicated situation in Sec. III. Thus Eq. (4.2) is a far easier
equation to handle numerically, a feature which will be of
essential importance when we consider the coupled gluon
and quark system in Ref. 11.

Because of the presence of the ultraviolet cutoff, we
have really only defined $(p,«). As in Sec. III we define a
renormalized gluon function by

Zs(k/u)Sr(p)=8(p,k) . 4.3)

To obtain an equation independent of the cutoff 2, we
first evaluate Eq. (4.2) at p2=pu?, where once again pu? is
some arbitrary momentum. We then subtract this from
Eq. (4.2), and use the definition in Eq. (4.3) to obtain a re-
normalized equation:

1
Sr(p)

_ 1 Caai(p) 2, _
it e [ a1 p) = Hhw)]Sg (K)

(4.4)

where the kernel #(k,p) is simply read off from Eq. (4.2).
Here the renormalized running coupling is given as

4.5)

and as usual a,(u)=g*u)/4m. The subscript 1 is to
differentiate this coupling from that of Sec. III, Eq. (3.8).
As in Sec. III we must also consider the gluon mass re-
normalization. A contribution violating in Eq. (3.3), viz.,
p2/9(p)—0 as p2—0, will arise from terms where
S(p)~ Au®/p? on the right-hand side of Eq. (4.4). We
can deal with this, as in Sec. III, by writing
S(p)= Au®/p*+ 8,(p). The first term generates a gluon
mass and must be subtracted. Since in the present ap-
proximation to the vertex the right-hand side of the
gluon equation is linear in G(p), this subtraction means
that only the &, term appears under the integrals, greatly
simplifying the evaluation as all integrals are now in-
frared finite.

g (w)=Zg(k/pn)g}

B. The solution

As in Sec. III, it has not proved possible to find an ana-
lytic solution to Eq. (4.4), and again we attempt a numeri-
cal solution. The analysis of the possible low-momentum
behavior of §x(p) is similar to the dimensional analysis
of Sec. III B, so again we look for a solution with the
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enhanced infrared term, bearing in mind that the gluon
mass renormalization above means that this term does
not contribute to the integrations we must perform. As
in Sec. III B we can also extract the asymptotic form of
9r(p) for large p®. By expanding 9z =1+0(a,(u)), we
easily obtain, for the leading behavior,

1 _ 1
Gr(p)  Gr(pu)

where ¥o=21C ,. Using the relation of Eq. (3.15), we can
recast our definition of the running coupling in the form
%(p) |?

Grp)

oot (1) 2
Yoo\ 1’1&5'
41 I7%

(4.6)

al(p)‘:a,(,u) 4.7)

Again expanding in powers of a,(u), and using Eq. (4.6)
we obtain

L _ 1 By

ap)  ayp) | dm gt 4.8)

where we easily see that 8,=2y,=1C , from the simple
form of Eq. (4.4). The standard renormalization-group
argument yields

a,(p) |70/Bo

Q =
r(P)=8r (1) ()

(4.9)

Since y/Bo=+ [cf. £ in the approximation of Eq.
(3.23)], we can use the usual one-loop asymptotics for the
coupling arising from Eq. (4.8), to give us the asymptotic
form for 9z (p) as

25 T T T
input
. output
20 =
15 Ay=500MeV -

Gplp)

Aq= 200MeV

p?(GeV?)

FIG. 5. Gluon renormalization function $x(p) in the Man-
delstam approximation, as a function of p? for A,=200,500
MeV.
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TABLE II. Parameters for 9z(p), Eq. (4.12), for the solu-
tions shown in Fig. 5.

A, (MeV) 200 500
a(u) 0.163 0.243
A 0.006 327 0.029 94
a, 0.9320 0.968 8
p (GeV?) 0.044 95 0.1987
b, 0.889 8 1.184
¢ 0.1335 0.1146
g3 (GeV?) 0.028 95 0.1398
d, 0.4447 0.6372
2 1™ 172
Gr(p)~ mﬁ;] . 4.10)

Again we choose a parametrization for $z(p) which
reproduces this asymptotic behavior. We first introduce,
as in Sec. III,

ra (i) 2 ) | ~7e/Bo
o (p)= |14+ B0 1+ 2 4.11)
4 Iz
allowing us to parametrize $4(p) by
b
A 2 M 2 n
Gep)="L+9 . p) |3 a, |—L—
: p? i | pitpd
N 2.2 1%
+ e |EEL| |, @
n=1 |P T4n

where the parameters 4, a,, b,, c,, d,, p,, and g, are
permitted to vary. Since all the angular integrations have
been performed, we can allow the dimensionful parame-
ters p,,q, to vary numerically. This contrasts with the
situation for the full vertex, in Sec. III, where the corre-
sponding dimensionful parameters were chosen by trial
and error. This was because of the considerable comput-
ing time needed when the parameters are allowed to vary
under the integral sign, where only one of the angular in-
tegrations can be performed numerically. Though we ex-
pect a nonzero value for the coefficient of the infrared-
enhanced term A, again we do not prejudge this result,
since we allow the possibility that this parameter can be
zero.

As before, we set 95 (u)=1 and choose u?=10 GeV>.
We demand consistent numerical agreement between in-
put and output for the range 0.01 <p? <100 GeV?, with
A;=200,500 MeV (as in Sec. III) where with B,=4C,,
al(p)=0.163,0.243, respectively. The momentum scale
of Eq. (4.4) can thus be expressed wholly in terms of the
intrinsic parameter of the theory, viz., A;. We find good
agreement (to within 1%) with N =M =1 in Eq. (4.12).
We plot our results in Fig. 5 and give the parameters in
Table II.

Once again we obtain solutions which possess the in-
frared enhancement we saw in Sec. III. Note that the
size of this enhanced term rises with A; exactly as we
would expect if A, is the intrinsic momentum scale of the
theory. We discuss this further in Sec. V, where we will
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also discuss the physical implications of this enhance-
ment of the gluon propagator, and see how it is related to
confinement. Before this we first discuss the relationship
between the Mandelstam approximation and the full ver-
tex approximation of Sec. III.

C. How good is the Mandelstam approximation?

In this and the preceding section, we have used two
different approximation schemes to solve the Schwinger-
Dyson equation for the gluon propagator. In both cases
we have obtained solutions for the gluon renormalization
function $,(p) which has an infrared-enhanced term
Au?/p? which we believe to be indicative of
confinement. In Sec. III we solved the Slavnov-Taylor
identity for the triple-gluon vertex in the absence of ghost
contributions. This allowed us to write the longitudinal
part of this vertex in terms of &, where we drop the sub-
script R for the discussion of this section. The solution
for this longitudinal part is proportional to 1/9 with ar-
guments p, k, and q. The propagators in the gluon loop
of Fig. 2 contain a factor 9(k)%(q), and so we obtain
three generic terms, proportional to

9(k)S(q)
- 8(p)

The last type can be made equal to the second by a
change of variable in the loop integral. The first term we
denoted by .L(k,p), the second and third by #(k,p), see
Egs. (3.1) and (3.10). The Mandelstam approximation as-
sumes that the cancellation which occurs for the second
and third terms in Eq. (4.13), occurs for the entire vertex.
The gluon mass renormalization subtracts off those
terms on the right-hand side of Egs. (3.1) and (3.10),
which do not vanish when we multiply by p2 and let
p*—0. Such contributions only arise from the infrared-
enhanced term, so we have written $(p)= Au?/p?
+ G,(p), and subtract from these equations the contribu-
tion where any § which appears in the numerator is put
equal to its infrared-enhanced term only. This means
that such singular terms do not contribute to the right-
hand side of the Mandelstam approximation at all, and
similarly not in the #(k,p) terms of the full vertex ap-
proximation. After this subtraction the only singular
terms which contribute to the L(k,p) are those where
one of the factors of § in the numerator is equal to
Ap?/k?, and the other is equal to 9: for example,

(Au*/k*)8,(q)
9(p)

In Sec. III C we defined the divergent contributions aris-
ing from such a term by means of a plus prescription and
the technical details are described there. On dimensional
grounds though, the integration must provide a dimen-
sionful quantity to balance the factor of u? and since this
can only be p2, we have, after integrating such a quantity
as Eq. (4.14),

G(k), and S(q) . (4.13)

(4.14)

(4.15)

where W (p) is some function arising from the integration
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which is well behaved as p>—0. In this limit the factor
in the denominator also behaves like 4u?/p? and cancels
with the term in the numerator. Thus the cancellation
which occurs completely in the Mandelstam equation,
and partially for the #(k,p) term in the full vertex ap-
proximation before integration is seen, in a sense, to
occur for the L(k,p) term after integration, at least in the
limit p2—0. Since it is in this p>—0 limit in which using
only the longitudinal part of the vertex, and neglecting
the transverse part is valid, we might expect that the
simpler Mandelstam equation will work. Of course, the
arguments above concern only the qualitative analytic be-
havior, and there is no reason why the Mandelstam equa-
tion should not give quantitatively different results. By
comparing Fig. 3 with Fig. 5 we see that this is indeed the
case. However, as was mentioned in Ref. 3, although
neglecting the transverse part of the triple-gluon vertex
will not alter the existence of infrared enhanced solutions,
it will affect the coefficient of such a term, and so we
should not, therefore, worry about any further quantita-
tive difference introduced by using the Mandelstam ap-
proximation. It is, nevertheless, amusing to note that
representing the infrared enhancement in this approxima-
tion in terms of gluon condensates gives values for these
in surprisingly good agreement with phenomenological
expectations.'®

Another difference between the two approximations
lies in the different renormalizations and hence the
different running couplings, Egs. (3.16), (3.20), (4.7), and
(4.8). The important fact though, is the dependence of
the running coupling on $(p), and in both cases we have

9(p)

9w | (4.16)

a(p)~alp)

where n =1 for the full vertex approximation and n =2
for the Mandelstam approximation. Although different,
both couplings become strongly enhanced at low p?, be-
cause of the factor of 9(p) in the numerator.!® This is ex-
actly what we would expect of the coupling in a confining
theory, and in both cases this enhancement is by a power
law.

In summary, the cancellation of factors of § used in
the Mandelstam equation is seen to arise in the full vertex
approximation, partially before integration, and partially
after. The much simpler Mandelstam equation gives rise
to qualitatively similar solutions, both for the gluon re-
normalization function $(p) and for the running cou-
pling. Since the Mandelstam equation is far simpler to
use, both analytically, and more importantly in this case,
numerically, it is this approximation that we used in our
extensive study of fermions in a non-Abelian gauge
theory in Ref. 11. There the solution of the gluon equa-
tion in the Mandelstam approximation, Egs. (4.2) and
(4.4), is given for a () from 0.15 to 0.30 in 0.05 steps.

V. CONFINEMENT AND A 1/p* GLUON
PROPAGATOR

A. Introduction

In the studies of the Schwinger-Dyson equation for the
gluon propagator reported here and in Ref. 8, we have
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demonstrated solutions for the gluon renormalization
function 9(p) which are as singular as 1/p? as p2—0.
This in turn means that the gluon propagator is as singu-
lar as 1/p*. This same behavior has been found by oth-
ers®”>1%13 in various approximations and truncations of
these equations. It seems likely then that this does reflect
the true behavior of the gluon. Though the gluon propa-
gator is neither an experimental observable nor even a
gauge-invariant quantity, there is, nevertheless, good
reason to suggest that this enhancement is physically
meaningful and reflects the confinement mechanism.
Here we shall briefly mention three ways in which
to translate this behavior into statements about
confinement.

In QED we can relate the long-range force between
two static electric charges to the photon propagator. By
virtue of gauge invariance this guarantees the Coulomb
1/72 force law. The connection is based on considering a
“one-photon-exchange” approximation, which for an
Abelian theory correctly gives the large distance limit.
For QCD, because of the self-coupling of the gluon, this
approximation is no longer valid,”® and we have to con-
sider “multigluon” exchanges between static color
charges as well. Nevertheless, it is well known that the
Fourier transform of the time-time component of the
propagator is related to the one-gluon-exchange contribu-
tion to this potential and a 1/p* infrared behavior does
generate a linearly confining potential at large distances.
Of course, one-gluon exchange produces a vector contri-
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FIG. 6. One-gluon-exchange contribution to the static inter-
quark potential V' (r) as a function of » from our solution to the
gluon propagator using the Mandelstam approximation for
a(p)=0.25. The renormalization constant is chosen (somewhat
arbitrarily) to maximize agreement with the phenomenological
potential of Quigg and Rosner (Ref. 21) in the region deter-
mined by c¢ and bb spectra. Their potential is shown for com-
parison.
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bution to the potential. The multigluon exchanges we
neglect will generate a scalar component and this is ex-
pected to play an important role.2°

This one-gluon-exchange potential in the Mandelstam
approximation with a,(x)=0.25 is shown in Fig. 6. For
comparison we also plot the phenomenological potential
of Quigg and Rosner,? which has been successful in
describing the properties of heavy ¢g states.

B. Wilson loop operator

As is well known, a gauge-invariant translation of the
behavior of the gluon field is provided by the Wilson loop
operator.?? In a confining theory, this is expected to de-
cay exponentially as the area enclosed by the loop in-
creases.

West has proved an important result,?> showing that if
in any gauge the gluon propagator is as singular as 1/p*,
then the Wilson loop operator does indeed satisfy an area
law. This is a result of central importance to studies of
the gluon propagator, as it allows us to relate the infrared
behavior of the gauge-noninvariant propagator to a
gauge-invariant signal for confinement. Note that al-
though we have indeed found a 1/p* behavior for the
gluon propagator, we cannot really use this result of
West’s, as we have only studied the gluon in a truncation
of the full theory. Nevertheless, our result is suggestive.

A comment is needed here on the results in axial
gauges.> West has also shown?* that the full axial gauge
gluon propagator cannot be as singular as 1/p* in the in-
frared limit. This result follows from a consideration of
positivity of spectral functions in this physical gauge.
This does not contradict the results in axial gauges ob-
tained by Baker, Ball, and Zachariasen® since there the
full propagator depends on two scalar functions and only
one of these has been studied. Presumably the other is
also singular, with the behavior canceling between the
two terms. This does, however, call into question the ap-
proximation of only studying one of these functions, and
further motivated our analysis in covariant gauges, where
no such restrictions on the propagator apply. The con-
clusion of this “no-go”” theorem of West’s is that it will be
impossible to prove confinement via the Wilson loop in
axial gauges, which as we have stated, is the crucial link
between our gauge-noninvariant propagator and gauge-
invariant physics.

C. The QCD vacuum and dual superconductivity

Here we briefly mention a suggestive analogy between
a possible interpretation of our results and electromag-
netic superconductivity. It is well known that it is possi-
ble to describe superconductivity by a mechanism where-
by the photon acquires a mass m;, and so only propa-
gates over distances comparable to 1/m;, the so-called
London length A;. This gives us the Meissner effect.
This can also be thought of as the photon propagating in
a medium with electrical permittivity e(k?)=k?/m} at
low momenta. We can reexpress this in terms of “dual”
potentials, these being related to the ordinary potentials
by an electromagnetic duality transformation. Thus we
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can think of a “dual” photon having inverse propagator
M¢Pu(k?), where u(k?) is the magnetic permeability,
where, as usual, we have e(k2)u(k?)=1, and HS‘B is the
free inverse propagator. We can then deduce that this
“dual” photon is as singular as 1/k* as k2—0.

The extension of such a formalism to non-Abelian
theories is far from trivial,>>?® yet a heuristic interpreta-
tion of our results would be that since the gluon is as
singular as 1/k* as k>—0, the “dual” gluon will acquire
a mass. We can, therefore, think of the QCD vacuum as
an infinite “‘dual” color-electric superconductor.

This interpretation is given further impetus, when we
consider the interplay between an ordinary electromag-
netic superconductor and magnetic monopoles. Since the
Meissner effect excludes magnetic fields from inside the
superconducting medium, it would take infinite energy to
place an isolated magnetic monopole inside the supercon-
ductor. With more than one monopole, however, we
would have the possibility of forming monopole-
antimonopole bound states, where the two particles
would have a separation of A; or less. In a type-I super-
conductor the magnetic flux would essentially be confined
within a small volume, whereas for a type-II supercon-
ductor, the magnetic flux would be squeezed into a small
tube, with the monopole and the antimonopole at the
ends.

In a “dual” superconductor, it would not be magnetic
charge which is so “confined,” but electric charge. Thus
we can formulate an intuitive picture of confinement,
whereby color-electric monopoles, such as quarks, cannot
exist singly, but must form bound states. Much work has
been done on a “dual” formulation of QCD (Ref. 27). A
possible signal for this simple model of confinement,
might well be the 1/p* behavior of the gluon propagator
which we have found in our study. Moreover, the scale,
the analogue of m?, would be the coefficient of the
enhanced term, viz., Au?, in Egs. (3.41) and (4.12). As
shown in Ref. 11 this is roughly proportional to the A?
the scale of QCD, and it is this, of course, that naturally
sets the scale of the nonperturbative phenomena in strong
interactions.

VI. SUMMARY AND CONCLUSIONS

We have studied the Schwinger-Dyson equation for the
gluon propagator and found solutions which indicate that
the full gluon propagator is as singular as 1/p* as p>—0.
The scale of this enhancement grows with increasing A,
where A is the intrinsic momentum scale of QCD.
Indeed, in Ref. 11, we have shown that this enhancement
is very nearly proportional to A% as we might expect on
dimensional grounds, with only logarithmic deviations.
Asymptotic freedom is a very important complementary
aspect of QCD. The gluon renormalization functions il-
lustrated in Figs. 3 and 5 have perturbative behavior for
large momenta when p?>>A2. Our results have shown
that this continues down to surprisingly low momenta. It
is not until p =O (A) that the nonperturbative confining
effects enter and then very strongly.

These results have been deduced in two different ap-
proximations. In the first of these, studied in Sec. III, we
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used an Ansatz for the full triple-gluon vertex based on
solving the Slavnov-Taylor identity. A partial cancella-
tion between some of the terms in this vertex, and the
propagators in the loop integral was .observed. The
simpler Mandelstam approximation, of Sec. IV, assumes
this cancellation to be complete, yet gave similar quanti-
tative solutions for the propagator. We discussed why
this was so, despite the need to deal with infrared singu-
larities which occurred in the first approximation, which
we handled by means of a “plus” prescription. This com-
parison justifies the use of the Mandelstam approxima-
tion in the more complicated set of equations which
arises when we include dynamical quarks.!!1>28

In Sec. V we discussed some of the implications this be-
havior may have for confinement, and saw that an in-
frared behavior of 1/p* for the gluon propagator may
well be an important signal that QCD does contain the
dynamics to confine the colored quarks and gluons into
the colorless hadrons we observe in experiment. This sig-
nal can be related®® to the behavior of the Wilson loop
operator, allowing us to extract gauge-invariant conse-
quences of our study. We have also seen how such an in-
frared enhanced gluon propagator gives rise to a physi-
cally appealing model for confinement in terms of dual
superconductivity.
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Perhaps more importantly, this study lays the founda-
tions for a nonperturbative study of QCD, our candidate
theory for strong interactions, based on the Schwinger-
Dyson equations. In QCD it is precisely the low-
momentum behavior which cannot be determined by per-
turbation theory and it is in this region that the various
approximations made here are most likely to be valid.
While many problems remain, we believe that the physi-
cally realistic results obtained in this and other studies
demonstrate the viability of the Schwinger-Dyson equa-
tions as a means of studying the full nonperturbative dy-
namics of a continuum non-Abelian gauge theory at all
distance scales.
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