PHYSICAL REVIEW D

VOLUME 38, NUMBER 8

Derivation of the Wheeler-DeWitt equation from a path integral for minisuperspace models

Jonathan J. Halliwell
Institute for Theoretical Physics, University of California, Santa Barbara, California 93106
(Received 29 March 1988)

We explore the relationship between path-integral and Dirac quantization for a simple class of
reparametrization-invariant theories. The main object is to study minisuperspace models in quan-
tum cosmology —models for quantum gravity in which one restricts attention to a finite number of
degrees of freedom. Our starting point for the construction of the (Lorentzian) path integral is the
very general and powerful method introduced by Batalin, Fradkin, and Vilkovisky. Particular at-
tention is paid to the measure in the large, i.e., to the range of integration of the Lagrange multi-
plier. We show how to derive the Wheeler-DeWitt equation from our path-integral expression. The
relationship between the choice of measure in the path integral and the operator ordering in the
Wheeler-DeWitt equation is thus determined. The operator-ordering ambiguity in the Wheeler-
DeWitt equation is completely fixed by demanding invariance under field redefinitions of both the
three-metric and the lapse function. Our results are applied to two simple examples: the nonrela-
tivistic point particle in parametrized form and the relativistic point particle. We also consider a
simple minisuperspace example and discuss a difficulty that arises: namely, the problem of incor-
porating the fact that deth;, > 0 into the quantization procedure.
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I. INTRODUCTION

Feynman’s path-integral method provides a third for-
mulation of quantum mechanics, very different, but com-
plementary to the Schrodinger and Heisenberg canonical
quantization methods.! The relationship between this
method and the canonical quantization methods has been
well explored for systems such as nonrelativistic quantum
mechanics, which are described by a time-dependent
Schrodinger equation; that is, there exists a derivation of
the Schrodinger equation from the path integral. Most
field theories of current interest, however, involve con-
straints reflecting gauge invariance, or reparametrization
invariance. The canonical quantization method is then
that of Dirac, in which the constraints become operators
which annihilate physical states.? For these theories, the
relationship between the Dirac quantization method and
the path-integral method does not seem to have been very
well explored.

One of the most interesting constrained systems is gen-
eral relativity. In its Hamiltonian formulation, the
theory is portrayed as the dynamics of three-surfaces.’
There are four constraints, reflecting the invariance of
the theory under four-dimensional diffeomorphisms.
Three of the constraints, the momentum constraints, are
linear in the momenta and generate diffeomorphisms
within the three surfaces. This symmetry of the theory is
very similar to that of an ordinary gauge theory. The
fourth constraint, however, the Hamiltonian constraint,
is quadratic in the momenta, and it is this that distin-
guishes general relativity from an ordinary gauge theory.
The Hamiltonian constraint expresses the invariance of
the theory under time reparametrizations, but it also gen-
erates the dynamics; thus the symmetry and dynamics of
the theory are inextricably entangled. Because the quant-
ization of ordinary gauge theories has been well studied,
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and because reparametrization invariance is a distin-
guishing feature of general relativity, it is of interest to
those concerned with quantum gravity to study the
quantization of simple models whose only symmetry is
reparametrization invariance.

In this paper we will study in some detail the relation-
ship between the Dirac and path-integral quantization
methods for a class of reparametrization-invariant
theories described by an action of the form

r . a a
S=[ dtlp.g"~NH(poq")] .

Here N is a Lagrange multiplier which enforces the con-
straint H=0. The simplest examples of systems de-
scribed by such an action are the nonrelativistic point
particle in parametrized form and the relativistic point
particle, although the main examples we will be con-
cerned with are the minisuperspace models of quantum
cosmology.* These are models for quantum gravity in
which one freezes all but a finite number of degrees of
freedom of the metric. This is often done, for example,
by writing the four metric in the form

ds*=—N*t)dt*+h;dx'dx’

(1.1)

(1.2)

where N is the lapse function, and an ansatz is made for
the three metric 4, so that it is homogeneous and is de-
scribed by a finite number of functions ¢%(z). The ¢¢
would typically be scale factors, anisotropy parameters,
etc. With this ansatz, the momentum constraints of gen-
eral relativity

H'=—27',=0 (1.3)
are then vacuously satisfied, and the Hamiltonian con-
straint

H=Gpym/m" —h'*CR —2A)=0 (1.4)
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reduces (after integration over the three-surface) to an ex-
pression of the form

H=1f"3q)pps+V(g)=0. (1.5)

Here £ is the inverse of the metric on minisuperspace,
fa,,, and is of hyperbolic signature, (—,+,+,+,...).
The system is therefore described by an action of the
form (1.1).

In the Dirac quantization of this system, one intro-
duces a wave function W(q), a function on minisuper-
space. This function is annihilated by the operator ver-
sion of the constraint (1.5):

A¥(¢9)=0, (1.6)

where in (1.6), the momenta have been replaced by the
corresponding operators in the usual manner. There is
an ambiguity in the canonical quantization procedure,
because % depends on g and one does not know how to
distribute it between the momentum operators. This is
the notorious operator-ordering problem. For gravita-
tional systems (1.6) is known as the Wheeler-DeWitt
equation.
In the path-integral quantization method the wave
function is represented by an expression of the form
\I/=fpo$q1)Nexp

i [dt(pg®—NH) | . (1D

Since the action (1.1) is reparametrization invariant, it is
necessary to include ghost and gauge-fixing terms in (1.7),
to ensure that equivalent histories are counted only once.
It is then normally asserted that expression (1.7) satisfies
the Wheeler-DeWitt equation, (1.6), although this has
never been demonstrated in detail.

The purpose of this paper is to construct the path in-
tegral (1.7), including all the ghost and gauge-fixing
terms, and to define it explicitly, using a time-slicing pro-
cedure. We will then show, subject to certain assump-
tions, that it satisfies the Wheeler-DeWitt equation, and
thus determine the relationship between the measure in
(1.7) and the operator ordering in (1.6).

We begin in Sec. II by discussing the action, its
reparametrization invariance, and gauge-fixing conditions
which break it. The path integral for the propagation
amplitude G(q'' | g') is constructed in Sec. III using the
the method of Batalin, Fradkin, and Vilkovisky® (BFV).
In Sec. IV a particular choice of gauge is made, and the
integration over the ghost fields and Lagrange multipliers
is performed. This yields a simple expression for the
propagator, similar to the proper-time representation of
Green’s functions of the Klein-Gordon equation.® In Sec.
IV the formalism is applied to the relativistic point parti-
cle and the nonrelativistic point particle in parametrized
form. These examples clarify the range of integration of
the Lagrange multiplier N (this is not fixed by the BFV
procedure). In Sec. VI it is shown that the issue of driv-
ing the Wheeler-DeWitt equation reduces to a study of
the derivation of the time-dependent Schrodinger equa-
tion in curved backgrounds. Previous work on this issue
is described, and the relation between the path-integral
measure and the operator ordering in the Wheeler-
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DeWitt equation thus determined. Invariance under field
redefinitions of the three-metric restricts the Wheeler-
DeWitt equation to be of the form

(—1VE4+ER +V)W=0, (1.8)

where V? and R are the Laplacian and curvature in the
minisuperspace metric, and £ is an arbitrary constant. In
Sec. VII we evaluate the path integral exactly for a simple
model, and show that it satisfies the Wheeler-DeWitt
equation. In Sec. VIII we discuss the invariance of the
quantization procedure under field redefinitions of the
lapse function. We show that for it to be invariant, one
has to choose £ in (1.8) in such a way that the operator
—%V2+§R is conformally covariant. The operator or-
dering is thus completely determined. In Sec. IX we dis-
cuss the problem of incorporating the fact that deth,; >0
into the path-integral quantization procedure, a problem
noted in the minisuperspace example of Sec. VII. We
summarize and conclude in Sec. X.

II. THE ACTION

We consider an action of the form

S= f'”dﬂpa«?“—NH) , 2.1
v
where a runs over D values and H is given by
H=1fqpps+Vig . 2.2)

Much of what follows will depend only on the fact that H
is quadratic in the momenta. p, and N are free at the end
points and the ¢“ are fixed and satisfy the boundary con-
ditions

gt =q%, q%t")=q* . (2.3)

Variation with respect to p, and g“ yields the field equa-
tions

¢°=N{q%H}, p,=Ni{p,,H}, 2.4
and variation with respect to N yields the constraint
H(p,,q%)=0. (2.5)

The constraint reflects the most central feature of the ac-
tion (2.1), which is that it is invariant under reparametri-
zations. More precisely, under the transformations

8q%=e(t){q* H}, 8p,=e€(t){p,,H}, ON =€&(t), (2.6)
the action changes by an amount
8S = |e(2) |p© 81{1 —H , (2.7
ap P

where €(¢) is an arbitrary parameter. Since, unlike the
situation in gauge theories, the constraint H is quadratic
in the momenta, (2.7) vanishes, if and only if,

e(t')=0=€e(t") . (2.8)

The action is therefore invariant under reparametriza-
tions (2.6) subject to the boundary conditions (2.8).
Before constructing a quantum theory based on the ac-



2470

tion (2.1), it is necessary to impose gauge-fixing condi-
tions which break the reparametrization invariance (2.6).
As discussed by Teitelboim,’ the gauge-fixing condition
must satisfy the following requirements: (i) it must fix the
gauge completely, i.e., there must be no residual gauge
freedom; (ii) using the transformations (2.6) it must be
possible to bring any configuration, specified by p,q, N,
into one satisfying the gauge condition.

These requirements are satisfied by a gauge-fixing con-
dition of the form

N=X(p,q,N) , 2.9)

where X is an arbitrary function of p, g, and N. This type
of condition is analogous to the relativistic gauge-fixing
condition used in ordinary gauge theories, 3“4 ,=0 (4,
plays the role of a Lagrange multiplier in the Hamiltoni-
an formulation of gauge theories). An alternative possi-
bility is to use the analogue of a canonical gauge (e.g.,
9’4, =0 or A;=0), and this has been discussed by Hartle
and Kuchar.® For parametrized theories, this involves
singling out one of the dynamical variables, q° say, as a
physical time coordinate. One then imposes a condition
of the form ¢°=f(t), where f is an arbitrary monotoni-
cally increasing function of the time parameter ¢. The re-
lationship between relativistic and canonical gauge-fixing
conditions appears to be rather subtle for parametrized
theories, and we hope to return to this issue in a future
publication. The main difference is that the canonical
condition restricts the paths to move forward in the
direction of increasing q°, whereas the condition (2.9) im-
plies no such restriction. In this paper we will work only
with condition (2.9).
The gauge condition (2.9) may be imposed at the level
of the action using a Lagrange multiplier. One writes
S+ng=ft,' dt[p,g*—NH +TI(N—-X)], (2.10)
where II(#) is a Lagrange multiplier which, as we shall
soon see, must vanish at the end points:
M(t")=0=1I1(¢") . (2.11)

Let us check that (2.10) yields the correct field equations.
Variation with respect to p, and ¢ yields

¢“=N{q*,H}+1{q%X} ,
pa:N{pa’H1+n{pa7X} *

Variation with respect to Il yields the gauge condition
(2.9), as intended, and variation with respect to N, subject
to (2.11), yields the equation

MN+H=0.

(2.12)
(2.13)

(2.14)

Differentiating (2.14) with respect to #, and then using
(2.12) and (2.13) one obtains the following equation for IT:

O=I1+H=101+{X,H}II . (2.15)

Since, however, Il is required to vanish at both end
points, the unique solution to (2.15) is Il(z)=0 identical-
ly. The action (2.10) with the boundary conditions (2.11)
thus yields the original field equations.
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Finally, we note that the following exception to this
conclusion exists. Equations (2.12) and (2.13) imply that
{H,X} is a constant, K say. If K just happened to take
the value n?72/(t" —t')?, where n is an integer, then
there would be nontrivial solutions to (2.15) satisfying the
boundary conditions (2.11): namely, the eigenfunctions
of the operator —d?/dr?, sin(na[(t —¢t')/(t"—t")]).
However, we will eventually be working in the gauge
X =0, for which this exceptional case cannot arise.

III. THE PATH INTEGRAL

Given the action (2.10), one might be tempted to
proceed directly to a path-integral expression, since the
action is now that of an unconstrained system. There is a
good reason, however, why one cannot yet do this. This
is that there is no guarantee that the resulting path-
integral expression will be independent of our choice of
gauge-fixing function X; or in other words, we do not
know what the measure is.

This problem is overcome by going to an extended
phase space which includes ghost fields. Batalin, Frad-
kin, and Vilkovisky (BFV) have developed a very general
method for doing this, based on Becchi-Rouet-Stora
(BRS) invariance.” The basic idea is that one adds an-
ticommuting ghost terms to the gauge-fixed action (2.10)
in such a way that the resulting action is invariant under
the global BRS symmetry. One then writes down a path
integral in which the measure is taken to be the Liouville
measure on the extended phase space (P,Q) consisting of
the original bosonic variables plus the ghost fields. It is
then possible to show, using a judiciously chosen BRS
transformation on the variables (P,Q), that the path in-
tegral so constructed is independent of the choice of
gauge-fixing function X. This result is known as the
Fradkin-Vilkovisky theorem.’

Rather than write down the ghost action straight
away, we shall try and proceed in a more systematic
fashion, although it is the nature of the subject that there
are logical jumps which may only be totally justified re-
trospectively. BRS symmetry involves replacing the pa-
rameter €(¢) in (2.6) with Ac (¢) where A is a constant an-
ticommuting parameter and c(¢) is an anticommuting
ghost field. Eventually, we wish to generate the BRS
transformations using a Poisson bracket, so it is neces-
sary to eliminate the time derivatives from the transfor-
mations. One therefore writes ¢ =p, and this is imposed
in the action by adding a term p(¢ —p), where p and p are
(anticommuting) ghost field momenta. To make p
dynamical, one then adds a term ¢p. The (provisional)
ghost action is therefore given by

I” _— _— —
Sgh:ff dt(p¢ +cp—pp) .

With e=Ac and ¢ =p, Eq. (2.6) gives the BRS transfor-
mations

(3.1)

op,=—Ac oH , 8q"=Ac—aH )

SN =Ap .
aqa apa P

(3.2)

Under these transformations, the action (2.1) changes by



85 = [ dtAGC—p)H + |Ac(0)

oH
pa apa _H]]

(3.3)

Since € satisfies (2.8), we will impose the boundary condi-
tions

c(t')=0=c(t") (3.4)

and thus the second term in (3.3) vanishes. The first term
is not zero, however, since ¢ =p only on shell.

The idea now, is to find transformations of the remain-
ing variables such that the total action is unchanged.
The gauge-fixing term changes by

8Sye=[ | dt |SII(N —x)
11| Ap—Ac{ X, H] —ApX (3.5)
AN
and the change in the ghost action is given by
8S g = [ dt[8p(¢c —p)+8cp+p(dc —8p)+T8p] . (3.6)

If X=0, it is easily seen that 8S +8S,+8S,, =0, if one
takes

0I1=0, 6c =0, 6p=0,
6c=—All, dp=—AH .

(3.7

Moreover, for X540, it is not difficult to show that this is
still the case if one adds the terms ¢ {X,H }T +p(3X/3N)c
to the ghost action. The final form of the ghost action is,
therefore,

Sgh:ftf dt |p¢ +cp—pp+c{X,H}|T+p X & (3.8)

N €
The boundary conditions (3.4), supplemented with the
conditions

c(t')=0=c(t") (3.9)

will ensure that the ghost fields vanish classically (p and p
are free at the end points). To summarize, the total ac-
tion is

STZS +ng+Sgh (3.10)

and this is invariant under the BRS transformations (3.2)
and (3.7), subject to the boundary conditions (3.4). The
action yields the field equations (2.4) and (2.5) if one im-
poses the boundary conditions (2.3), (2.11), (3.4), and
(3.9).

The BRS transformations may be concisely expressed
by introducing the BRS charge =cH +pll and any
BRS transformation is then of the form 8F ={F,AQ}.
The total action may now be written as

Sp= f,t dt(p,q®+1IN +pé +cp— {pN +TX,Q}) .
(3.11)

The BRS invariance is now manifest. The ‘“Hamiltoni-
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an” term is invariant by virtue of the Jacobi identity (and
{Q,Q} =0) and, since the BRS transformation is a canon-
ical transformation on the extended phase space, the
“PQ” term changes by at most a boundary term, which
vanishes as a consequence of the boundary conditions.

Given the gauge-fixed BRS-invariant action, we may
now proceed to the path integral. Let

Gy(q?" | q%)= [ DuexpliSy) (3.12)
where
Du=Dp Dq DI DN Dp De Dp De . (3.13)

The integral may be defined by a time-slicing procedure
and the measure (3.13) is then taken to be the Liouville
measure dP A dQ on each time slice. The boundary con-
ditions on the path integral are those discussed already:
N, p,, p, and p are integrated over on every slice, includ-
ing the end-point slices; ¢, ¢, and 7 are fixed and equal to
zero at the end-point slices and ¢“ is fixed and satisfies
(2.3) at the end points. More will be said later about the
details of the skeletonization and the ranges of integra-
tion.

The key point of the BFV approach is that it is now
possible to show that (3.12) is independent of the choice
of gauge-fixing function X. This is achieved by changing
variables in the path integral (3.12) from the variables
(P,Q) to a net set of canonical variables (P,Q) which are
related to the old ones by a BRS transformation (3.2) and
(3.7) with A= —ifdt (X —X). The action Sy is clearly
invariant under this transformation, but since A is a func-
tional of the fields, the measure acquires a Jacobian fac-
tor:

i [dtie(x—1),0) | .

Du=2Dpi exp (3.14)

This factor has the effect of replacing X by X in (3.12). It
follows that Gy=Gy, and thus the path integral is in-
dependent of X, at least formally. This is the Fradkin-
Vilkovisky theorem.

Certain qualifying remarks need to be made in relation
to his result. First, the result is only formal in that it in-
volves some kind of generalized canonical transformation
on the variables of integration, but without referring to a
particular definition of the path integral —by skeletoniza-
tion, for example. It is very difficult to implement even
genuine canonical transformations (i.e., those with
A=const) in phase-space path integrals, let alone the
more general class of transformations involved above.’ It
would be interesting to see if the above result can still be
made to go through using a skeletonized definition of
(3.12).

The second point is that one has to be careful about the
boundary conditions and the domain of integration in
(3.12). It is important that the domain of integration is
preserved by the above change of variables. For the bo-
sonic variables, this will be true if they are integrated
over a fully infinite range. As we shall see, however, one
may wish to allow N to take a half-infinite range, in
which case the theorem may not work. We hope to re-
turn to this point in a future publication.
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IV. THE GHOST AND LAGRANGE-MULTIPLIER the ghost integration may be performed. We define this
INTEGRATIONS integration by splitting the time interval into n + 1 equal

intervals, t"'—t'=e€(n +1). With a particular choice of

Since the path integral is independent of X, we may  geletonization, the functional integral over the ghost
now make the gauge choice X=0. As a result of this  gfajds is

choice, the ghosts decouple from the other variables and

f Dp De Dp DT exp

ifdt(ﬁc‘+€p—ﬁp)]
=fdP1/2"'dPn+1/zfd§1/2'"dﬁnﬂ/zfdcl "'dcnfd‘_'l ©r - de,

n
Xexp |1 2 [Pr +120ek 1—¢x)

+Pk 11,2k 41 —Ck ) —€Pk 11 2Pk +1,2]
4.1)

where ¢y=0=c,,, and ¢,=0=¢, ;. In this and the following expressions it is implicit that the limit e —0 is taken, al-
though some of the path integrals are so simple that this is not in fact necessary. Also, the particular choice of
skeletonization is not important for the simple path integrals of this and the next section. The path integrals for which
it is important are discussed in Sec. VI.

The integrations in (4.1) are carried out according to the usual rules of Berezin integration.'” By shifting the vari-
ables of integration, the integration over the momenta may be performed, with the result

; n
(ie)"+! [de, - -de, [ de, - - - dc,exp ——é— S (@ =) e —c) | - 4.2)
k=0
This in turn may be evaluated, to yield (¢"'—¢'). This is what one would expect, for the following reason. The path in-
tegral (4.1) is very similar to that for the free nonrelativistic point particle, for which we know that the propagator is
proportional to (¢""—¢")~ 12, 1t differs, however, in that there are twice as many fields, and they are Grassmannian.
One would therefore expect (4.1) to be proportional to the squared inverse of the propagator of the point particle, which
is indeed the case. The ghost integration produces precisely the factor required to ensure that the final result is in-
dependent of ¢'' and t’, as we shall see.
We may also carry out the integrations over I and N. Since II is fixed at the end points, while N is integrated over, it
seems appropriate to skeletonize II as a coordinate and N as a momentum. That is, we define the path integral over the
gauge-fixing term to be

[ DN DMl exp [ifdt nN]:de,/2 AN, fdn, cdlyexp |i S My (Ny 1 p=Ne 1) |2 @3)
k=1

where [1,=0=1II, , ;. This is equal to
del/Z o dNy iy T 8Nk o1 p0—Ni 1) - (4.4)
k=1

We have n 8 functions and n + 1 integrations, and thus the functional integration over N (¢) collapses to a single ordi-
nary integration over N (=N, say). With these simplifications, the path integral (3.12) reduces to

G(q¥ |q¥)= [dN(t"—1') [ Dp,Dqexp

i [drtpg*—NH) | . @.5)
)

This is the main expression we will be working with in the following sections. It is essentially the integral over all time
separations of an ordinary quantum-mechanical propagator, and thus bears a close resemblance to the proper-time rep-
resentation for Green’s functions of the Klein-Gordon equation.®

V. THE NONRELATIVISTIC AND RELATIVISTIC POINT PARTICLES

We now show that the path-integral expression (4.5) reproduces the familiar and expected results in two simple exam-
ples. These examples will also help establish the range of N, since this is not fixed by the BFV procedure.
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A. The parametrized nonrelativistic point particle

The first example is the nonrelativistic point particle in parametrized form. The usual action for the point particle is
;

t” d .
S:fll dr p,—-gqt‘~h(p‘-,q) , (5.1)

where ¢ is the preferred Newtonian time parameter and i=1,2,3. The theory is put into parametrized form by introduc-
ing an arbitrary time parameter 7 and then raising 7 to the status of a dynamical variable t =¢°r), with conjugate
momentum p () constrained to be equal to —#4 (p;,q'). One thus adopts the action

o dq®
S= dt \p,———N h(p;,q' , 5.2
fT, Pa dr [PO+ (pl q )] ( )
where N is a Lagrange multiplier. This action is clearly of the form (2.1) with «=0,1,2,3 and
H(pa>q“)=po+h(p;»q") . (5.3)
The path integral (4.5) for the system may be written
a” a' " ’ 1 ; qu ! ly 0 ; dqo
G(g“ |q )Zde(T -7 )f@pl-ﬂq exp zfdr P’_c;'?_Nh (p,»q") fi)pol)q exp lde pO?_NPO
(5.4)
The functional integral over p;,q' has the form of an ordinary quantum-mechanical propagator with time parameter
N
[ Dp,Da'exp |i [ dr | % —Nn(p,q" || =(q"\N7"|g",N7') . (5.5)

A natural choice of skeletonization for the functional integral over p,,q° is

fﬂpoﬂqoexp l.de Po%q_:—NPo =f d(p;:l/z d(poz);Tl/z qu?"'dq,?
X exp iké (Po)k+1/2(q,9+l —gy—€N) |, (5.6)
=0

where e=(7""—7')/(n +1). The p, integrations yield

qu(,’ < -dg? rnI 8(gp . —qf —€eN)=8(t"—t'—N(7"'—7')) (5.7

k=0

and our final expression for (5.4) is

G(q? [q¥)= [dN(r"—7)8(1" —t'—N(7"—7')){q" N (7" =) | ¢",0) . (5.8)

Without loss of generality, let (7' —7")>0. Now consider the range of integration for N. Let us first suppose it is
from — o0 to + . Then (5.8) yields

G(g™ |q¥)=(q",t" |q",t") (5.9)

so G is a solution to the Schrodinger equation:

i

: a” a'y__
i G(q” | q¥)=0, (5.10)

where k"’ is the operator corresponding to 4 at ¢'". But now let the range of integration be 0 to + o. Then the & func-
tion in (5.8) contributes only if "' —¢’ > 0. It follows that

G(q¥ |q¥)=0(t"—1')(q" 1" |g",t') , (5.11)

so G is a Green’s function of the Schrodinger operator. That is,

[ii_’fl‘,, G(qa”|qa’):is(tu_t/)S(l)(qi"_qi') . (512)

at'"’
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B. The relativistic point particle

Our next example is the relativistic point particle, which is described by the action (2.1) with

H =Tluvplup\'+m2 ’

(5.13)

where ©=0,1,2,3 and #"" is the usual Minkowski metric, with signature (— + + + ). With a particular choice of

skeletonization, Eq. (4.5) is

d*py L

4
dPn+1/z

G(q" |q")= [dN(r"—7) [d*q, - d%, [ T

"

where g¢o=¢q' and ¢,,,=q".

(2m)*

n
xexp i ¥ [Pk1,2(q o1 —qx)
k=0

—GN(Pk+1/2‘Pk+1/2+m2)] ’ (5.14)

The g integrations may be performed to yield n 8§ functions, each of the form

8 (py +1,2—Pk —1,2), and then all but one of the p integrations may be performed, with the result

4
G(g" | q")= f(_;i;r%deexp(i[p-(q"—q’)—T(p p+m]),

where T =(7""—7")N.
If the range of Nis — o to + o, then the T integra-
tion may be performed, to yield

4
G(g" |g")= [ ((21153 8(p-p +mPe? d =9

(5.16)

Clearly,

(—O0"+mHG(g* | ¢*)=0, (5.17)

so G is a solution to the Klein-Gordon equation. If, on
the other hand, the range of Nis 0 to + o, then

etp~(q —q')

4
Gg" |q")=—i [ (‘217;’;4 : , (5.18)

pp+mi—ie)
where the i€ factor has been added to ensure convergence
at the upper end of the T integration. This factor obliges
one to integrate (5.18) along the contour in the p, plane
corresponding to the Feynman Green’s function. G
therefore satisfies

(—=0"+m*)G(g"" | ¢*)=—i8W(g" —q") . (5.19)
Both of these examples have been discussed from a some-

what different perspective, using a canonical gauge, by
Hartle and Kuchar.?

VI. QUANTUM MECHANICS IN CURVED
BACKGROUNDS

The results of the preceding section concerning the
range of N are quite general, as we now show. From
there, we can complete the derivation of the Wheeler-
DeWitt equation. The functional integral part of (4.5)
has the form of an ordinary quantum-mechanical propa-
gator with time Nt:

(5.15)

f Dp ,Dq“exp

. " . a
zfr’ dt(p,4*—NH)

=(q% ,Nt" | g% ,Nt') . (6.1)

Thus, introducing T =N ("' —t'), Eq. (4.5) becomes

G(q%|q*)= [dT(q*,T |¢%,0) . 6.2)
Let us first take the range of T to be 0 to «. The propa-
gator (6.1) will satisfy a time-dependent Schrodinger
equation, so operating on (6.2) with H”’, the Hamiltonian
operator at ¢'’, one obtains

o v © Qo o
A"G(q° |q“)=f0 dTi—={(q",T |4%,0)

=i[{(qg*,T [q*,0)]§
=—i{(g%,0|¢%,0)

=—idq* | q%) . (6.3)

Equation (6.2) is therefore a Green’s function of the
Wheeler-DeWitt operator. Similarly, one may see that if
T is integrated from — o to + o, one obtains a solution
to the Wheeler-DeWitt equation.

Clearly certain assumptions are being made here con-
cerning the behavior of the propagator (6.1) as T—+ .
If (6.1) is to be regarded as an ordinary function, then
clearly it must go to zero as T— + o for (6.2) to con-
verge. Typical examples of quantum-mechanical propa-
gators behave like an inverse power or T multiplied by an
oscillatory function, so do indeed have the desirable be-
havior. It could be, however, that (6.2) converges in a
distributional sense, in which case the validity of the
steps in (6.3), at least for the case — o < T < 0, is more
subtle. For the case 0 < T < o, a Wick rotation to Eu-
clidean time is possible, and the propagator (6.1) goes to
zero exponentially fast as the Euclidean time approaches



0. For the gravity case, the Wick rotation must also be
accompanied by the conformal rotation in order to make
the Hamiltonian positive.!! Note that it does not seem to
be possible to construct a Euclidean path integral if N has
a fully infinite range.

We have now almost completed the derivation of the
Wheeler-DeWitt equation. We have not, however, given
a definition of the path integral in (6.1); nor have we
given an explicit expression for the Hamiltonian operator
H'". The whole issue of deriving the Wheeler-DeWitt
equation reduces, therefore, to that of constructing a
skeletonized version of the path-integral expression (6.1),
and then determining the associated operator A" in the
time-dependent Schrodinger equation
—f"

(¢*,T|q%,0)=0. (6.4)

aT

We are thus led to study quantum mechanics in curved
backgrounds, a subject that has been well studied over
many years by numerous authors, including DeWitt,'?
Pauli,'? DeWitt-Morette, Elworthy, Nelson, and Sammel-
man,'* Hartle and Hawking,'> Cheng,'® Parker,!” and
most recently by Kuchar.'®* Much of what follows consti-
tutes a description of the work of the above authors, so
will be presented only in outline. The most comprehen-
sive treatment is that of Kuchar,'® and it is his that we
will follow most closely.

In the usual canonical quantization procedure there
arises an operator-ordering ambiguity when one replaces
the momenta p, by the corresponding operators in (2.2).
This is partially alleviated by demanding that the result-
ing Schrodinger equation exhibit covariance under coor-
dinate transformations of the ¢“. One is then obliged to
replace f®p pg with —#*V? in (2.2), where V? is the La-
placian in the metric f o8 However, the correct classical
limit is still obtained, and covariance is still respected if
one adds a curvature term #°R, the scalar curvature in
the metric f%. The most general form for H is, there-
fore,

£y L 2

H=—7V +&A°R +V(q), (6.5)
where £ is an arbitrary constant whose value is not deter-
mined by the canonical quantization procedure alone.
Particular values of £ may be preferred if there exist addi-
tional symmetries, such as conformal invariance or super-
symmetry,'® but in general this arbitrariness remains and
the quantum theory is not unique. With this in mind, let
us turn to the path-integral description.

Historically, the path-integral formulation of quantum
mechanics in curved backgrounds began with
configuration-space path integrals,'’>~!7 in which one
considers an expression of the form

f.fDq exp(iS[q ()] ,

where S[g(t)] is the configuration-space form of (2.1)
(with N=1):

(6.6)

Sla )= [ dtl4f pa"a"~V(q)] . (6.7)
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The expression (6.6) is normally defined by a time-slicing
procedure. The variables g,¢ are represented by discrete
variables ¢;,t,, where k=0,1,...(n+1) and t,=t,
t,,1=t",99=q’,and g, , ,=q"". Proper meaning is then
given to (6.1) only after one has specified, in terms of
these discrete variables, (i) a covariant skeletonization of
the action S[q(#)] and (ii) a covariant measure.

There is a natural choice for the first requirement: one
uses the Hamilton-Jacobi function S(q",t" | q’,t'). This
is equal to the action of the classical path connecting
(g',t") to (g”',¢""). The Hamilton-Jacobi function is a sca-
lar in both of its arguments, and thus covariance is easy
to maintain using the following skeletonized approxima-
tion to the action:

Slg()]= 3 S(qxivtiir|qete) - (6.8)
P

=0

Adjacent vertebral points of the skeletonized path are
therefore connected by classical paths.

For the measure, on the other hand, there is no unique
natural choice. In fact there is a whole family of accept-
able measures. Parker, for example, used the following
definition of the measure:!’

___.____1____ “ D 1/2
Dq = (2mie)P(n+1/2 jI;I1d g;[f (g;)]
x IT [AGgx 19 )P, (6.9)
k=0
where
a%s
A( g ) =[f( )]~ 3det | — ———
9k +19)=1f(gx 1 1)] 32, . .34
X[f (g )]~ 172 (6.10)

is the Morette-Van Vleck determinant and f =detf .
This measure is covariant for all values of the arbitrary
parameter p. It may be shown that the corresponding
Schrodinger equation involves a Hamiltonian operator of
the form (6.5) with £=1(1—p). We therefore see that the
operator-ordering problem in the canonical quantization
procedure appears in a configuration-space path integral
as an ambiguity in the choice of covariant measure.

It is sometimes claimed that such ambiguities in the
measure can be resolved by going to a path integral in
phase space, for which there is a privileged measure,
namely, the Liouville measure. This misconception was
finally laid to rest by Kuchar,'® who studied the covariant
skeletonization of phase-space path integrals, for systems
on curved backgrounds. Let us consider therefore, an ex-
pression of the form

f Dp ,Dq “exp

i [dt(pag*—H) (6.11)

Once again the path integral is defined by a time-slicing
procedure. The discrete representation of the ¢’s is as
above. For the p’s, one introduces n + 2 discrete vari-
ables p;, k=0,1,...n+1. Only n+ 1 of them are in-
tegrated over, because it always turns out that, as a result
of the skeletonization, the integrand is independent of ei-
ther p, or p, ,,. (Alternatively, one can introduce n + 1
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variables p; |/, k =0,1,... n and integrate over all of
them, but we shall use the former method, in order to fol-
low Kuchar.) Once again one needs to specify both (i)
and (ii). But now the difficulties are reversed. In phase
space, there is indeed a privileged measure, the Liouville
measure,

h

DpoDg®=d (po)s 1 d (pu )k
k=1

(6.12)

and this ensures covariance under point transformations
(the extra p integration means that the propagator is a
scalar density at the initial end point). Kuchar observed,
however, that there is no natural analogue of the
Hamilton-Jacobi function. There is no function
S(q",p",t" | q',p',t") equal to the action of a classical
path with given g and p at both end points, since clearly
such a path does not in general exist. Consequently,
there is no unique natural skeletonization of the action.

Nevertheless, Kuchar'® showed how to skeletonize the
action in a covariant manner by introducing a function
S(qg",t"|q',p',t"), defined as follows. The idea is that
one first calculates the classical path g (¢) from (g',¢') to
(g",t"). An arbitrary initial momentum p’ is then
chosen (independently of ¢), and this is extended to a
function p () by transporting it along the path ¢ (¢) using
a certain differential equation (e.g., the parallel transport
equation and the geodesic deviation equation). The func-
tion S(g”,¢t" | q',p',t") is then defined to be

Stg"t" 1 q'p'st)= [ dtlpal0g“ (0 —H(p,(1),q"tD] .
(6.13)

This function turns out to have all the properties one
needs, in particular, it transforms covariantly under point
canonical transformations, and we can now write down
the covariant phase-space path integral:

[dpa)o IT d(pa)edaf

k=1

Xexp |i > S(qp 1otk o1 ] GePr>te) (6.14)
k=0

The point is, however, that there is a whole class of
functions S(q",t” | q’,p’,t') that do the job. In fact,
loosely speaking, there is a one-parameter family. This
ambiguity comes partly from the freedom to choose the

J

G(q"|g)=[dT e """ [ Dp Dq exp

. rT .
zfo di[pg—i(—4p*+rq)] | .
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differential equation with which to transport the momen-
tum, but also from the freedom to make certain
modifications to (6.13) while preserving covariance. On
performing the momentum integration in (6.14), one
reproduces the one-parameter family of covariant mea-
sures (6.9), to which correspond the one-parameter family
of Hamiltonian operators (6.5). The arbitrariness in the
quantum theory expressed through the parameter £ thus
permeates the configuration-space and phase-space path-
integral formulations, as well as the canonical quantiza-
tion procedure. It is not fixed solely by covariance.

So we have described the relation between the skeleton-
ized version of the path integral in (6.1) and the Hamil-
tonian operator (6.5), and our derivation of the Wheeler-
DeWitt equation is complete. To summarize, with the
skeletonizations described in Secs. IV and VI the path-
integral expression (3.12) satisfies the equation

—i8(g% |q¥) ifO<N <o,

A"G(g™ | ¢%)=
a“ 1g%) 0 if —0o <N <00,

(6.15)

where A" is of the form (6.5).

Finally, although the coefficient £ does not appear to
be fixed by covariance in the time-dependent Schrodinger
equation, as we have gone to some effort to emphasize,
we shall argue in Sec. VIII that it is fixed in the Wheeler-
DeWitt equation, by demanding invariance under field
redefinitions involving the lapse function.

VII. A MINISUPERSPACE EXAMPLE

We now consider a simple minisuperspace example.
Consider a Robertson-Walker model described by the
metric

A2
s2= =N 424 a2,
q(t)
where dQ3 is the metric on the unit three-sphere. We
will take the action to be the Einstein-Hilbert action,
with a cosmological term. It is easily shown that the
Hamiltonian then is®

H=X—4p’+1rg—1).

(7.1)

(7.2)

The path-integral expression (4.5) for the propagation
amplitude may therefore be written

(7.3)

One could proceed by first evaluating the functional integration over p and g, since this is a standard result—it is just
the ordinary quantum-mechanical propagator for a system with a linear potential. However, the resulting 7 integration
is rather difficult, and it turns out to be easier to perform the integrations in a different order.

Since the system is so simple it is not necessary to resort to the sophistication of Sec. VI to skeletonize the path in-
tegral. We will define the functional integral over p and g in (7.3) to be the limit as € —0 of the expression

(Zﬂ)gnfdpl/z T dPn+1/2fd‘11 "+ dg,exp

Pr+1,2 Gk 41— qx ) — 2 (-4Pk2+1/2 +Agy)

£

E 0.0
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where as usual, e=T/(n +1) and gy=¢’, g, ., ;=q". The g integrations are easily performed, with the result

€A
pk—l/z*pk+l/2—7

(27T)~nfd1’1/2 “dpy i [18
k=1

n
i12¢ 3 pii1/2+Pni128" —P129 +O(€) (7.5)

k=0

The n & functions imply that p, ,,,,=p,,, —keL/2. All but one of the p integrations may then be performed, to yield

2
fdp exp |i |2 p—%ki + p—%n q'"'—pq'+0(€) . (7.6)
k=0
Carrying out the sums over k, inserting the result in (7.3), and setting e —0, one obtains
" ’ . 1_ ! 273
G(g"|q )=defdp exp[z 2p2+—#)w— T —\pT?*+ A6T +p(g”'—q") ] . (7.7

If desired, one could now carry out the p integration to yield the standard result for the propagator with a linear po-
tential. However, as already stated, it turns out to be easier to integrate T first. Let us take the range of 7 to be — « to
+ . Then one may write T =T +2p /A and, after some algebra, one obtains

‘ fee] ~ o0 ] 2~
G(q"|q')=f_wde_wdpexp l—}g—T3+ 5

G is therefore a product of two Airy functions?!

1—Aq’
(2)\)2/3

27 .

I—A'ql’
=AM

(24)%3

G(qlllql)

(7.9)

Since the curvature vanishes in one dimension, there is
no operator ordering ambiguity, and the Wheeler-DeWitt
equation is

2
4L a1

AG =1 o G=0.
q

(7.10)

It is easy to verify that (7.9) is a solution to (7.10), as ex-
pected.

However, we know that there is a second solution to
(7.10). How do we generate it from the path integral?
One way is to observe that the Wheeler-DeWitt equation
(7.100 is  unchanged by the transformation
(1—Aq)—e*/3(1—Ag). It follows that applying this
transformation to the above solution will yield a second
solution. Itis

Ai(e?™3z)=1e™3[Ai(z)—i Bi(2)] , (7.11)
where z =(1—Ag)(21)~%/3. This second solution is clear-
ly linearly independent of the first. Another way of gen-
erating a second solution is to integrate along a different
contour in (7.8). For example, the contour running from
— o to 0 and then from 0 to —i o yields (7.11). We have
thus seen that we can use the path integral to generate a
complete set of solutions to (7.10).

In performing the above calculation, however, there is
an important restriction that we have failed to recognize.
This is that g, being a scale factor in (7.1), is positive.
Strictly speaking therefore, the problem should be treated
using the formulation of quantum mechanics appropriate
to restricted intervals, which is actually rather difficult.

i(1—Aq"")

idp’  ip(1—Aq')
w T A

exp (7.8)

Part of the problem is that in writing down the skeletoni-
zation (7.4), it is implicitly assumed that both p and q are
integrated from — o to + oo. We will defer further dis-
cussion of this point until later.

For the moment, however, we note that the fact that
g >0 is not a problem if, as we have been doing here, one
is simply using the path integral to generate solutions to
the Wheeler-DeWitt equation. The point is that there is
no mathematical inconsistency in allowing g to take a ful-
ly infinite range—one can evaluate the path integral, and
solve the Wheeler-DeWitt equation. The fact that the
physically relevant range of g is ¢ > 0 means only that one
is required to find solutions satisfying prescribed bound-
ary conditions at the end points of the physically relevant
range—i.e., at g=0 and ¢ = «. But since we have gen-
erated a complete set of solutions, this can clearly be
achieved.

If one is just using the path integral to generate solu-
tions, therefore, the fact that the physically relevant
range of g is ¢ >0 presents no problem. The difficulties
arise, however, when one tries to incorporate the positivi-
ty of g into the path integral from the very beginning.
This will be discussed in the Sec. IX. Before that, howev-
er, we reconsider the result (6.15) in the light of the exam-
ple of this section.

VIII. INVARIANCE UNDER FIELD
REDEFINITIONS

A reasonable property to demand of any quantum
theory is that it be insensitive to the way we choose to
define the fields involved; that is, it should be invariant
under field redefinitions. The construction of Sec. VI
guarantees that this is the case for redefinitions of the
three-metric, represented by the g’s. More precisely, if
one chose to perform the calculation with a different set
of variables g(q), then the answer would be the same as
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that obtained by performing the calculation in terms of g
and then substituting for g at the end. At the level of the
Wheeler-DeWitt equation, this has been achieved by
demanding that all quantities constructed from the
metric f 5 are covariant.

As it stands, however, the formalism is not invariant
under field redefinitions involving the lapse function N.
Since any reference to N is absent in (6.15), this is not so
obvious, but it may be seen by considering a simple exam-
ple. Consider the minisuperspace example of the previ-
ous section, for the case A=0, with N defined by the
metric (7.1). It is described by the action

s:fm

The Wheeler-DeWitt equation is
2
A

dq
with solutions ¥(g)=e . Suppose however, one uses a

new lapse function N, defined by N =g ~!N. The four-
metric is now given by

. (8.1)

pq—%(—4p2—l)

W(q)=0 (8.2)

+q/2

ds’=q (1) =N 2(t)dt*+d Q3] (8.3)
and the action is
_ N o
S=[adr|pg S (—4ap’—q) | . (8.4)

Classi~cally, this action is just as good as (8.1). In each, N
and N are regarded as independent of g. The Wheeler-
DeWitt corresponding to (8.4), however, is

172 d 1/2 d

—q'*——¢q |¥(q)=0,
q dqq dq q |¥(q)

(8.5)

where in accordance with the formalism developed so far,
we replaced —gp? with the Laplacian. The operator in
(8.5) is clearly not equivalent to that in (8.2) since it
differs by first-derivative terms. Indeed, the solutions to
(8.5) are given in terms of modified Bessel functions:?*!
W(q)=q'*I,,,(q/2) and ¥(q)=q'"*K ,,(q/2). There is
no obvious exact relationship between these solutions and
the solutions to (8.2), although the dominant terms in
W(q) are of the form e 92 for large g, so they do at least
agree semiclassically, as one would expect. The point is
that the Wheeler-DeWitt equations describe different
quantum theories, so the procedure is not invariant under
field redefinitions involving the lapse function.

More generally, the problem may be presented as fol-
lows. We showed that the action

S=[dt{ 4" —NILfPpaps+V (@1} (8.6)
corresponds to the Wheeler-DeWitt equation
HY=[—1V24+£R +V(q)]¥(g)=0. (8.7)

Suppose, however,~one defines a new lapse function N,
given by N =Q 2N, where Q is an arbitrary function of
g. () may be absorbed into the Hamiltonian by defining
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F®=Q"2f% and V(q)=Q"*V(g). The action is then
given by

S=[dt{p.g*— NI+ %papp+V(9]] .

This is completely equivalent to (8.6) at the classical level,
and there is no obvious reason why it should not be used
as a starting point for quantization. The corresponding
Wheeler-DeWitt equation is

AV=[—-1V’+£R +V(q)]¥(q)=0,

(8.8)

(8.9)

where V? and R are, respectively, the Laplacian and sca-
lar curvature in the metric fog.

For (8.7) and (8.9) to describe the same quantum
theory, one would need HV to be proportional to HWV [so
that (8.9) implies (8.7), and vice versa], where ¥ and V¥
are related in a simple way. This will not in general be
true. Nevertheless, let us look for a relationship between
¥ and ¥ of the form ¥(q)=Q"W¥(q), for some constant y.
Then a standard calculation shows that

HV=Q"?HY—1(2y+D —2)Q" *VQ-V¥

+Q" [ A4Q7'VIQ+BQAVQP Y,  (8.10)

where the dot product is with respect to the metric f®?
and

A=—Y 12D -1,
2 § (8.11)

B=—1yly—1)+y(D=2)]4+&D —1)(D —4) .

D, recall, is the dimension of the minisuperspace. Equa-
tion (8.10) shows that (8.7) and (8.9) are not in general
equivalent for arbitrary ¥y and §. However, if we choose
y=(2—D)/2, then the coefficient of VQ-VW¥ vanishes,
and (8.7) and (8.9) differ only in their potentials. More-
over, with this choice the coefficients 4 and B are then
both proportional to (D —2)+48(D —1){. The main
point now, is that & is totally arbitrary—it is not fixed by
demanding covariance in the ¢’s, as we went to some
length to emphasize in Sec. VI. We are therefore free to
make the choice

D -2

S=—%op_1"

(8.12)
which implies that 4 =B=0, and thus HV=0Q" 2HV.
This means that (8.7) and (8.9) are equivalent, so the
quantization procedure can be made invariant under field
redefinitions of N, providing & is chosen to take the value
(8.12) (Ref. 22).

Equation (8.12) is of course the value for which the
operator ——%V2+§R is conformally covariant, and the
above calculation showing that this is the case is very
standard. Equation (8.10) is written out explicitly, so that
one can see that the case D=1 is exceptional. Although
we motivated the discussion by a one-dimensional exam-
ple, the above procedure does not work for D=1. In one
dimension, there is no curvature, so the terms propor-
tional to £ are absent from (8.10) and (8.11). One can
then either choose ¥y =0 so that 4 =B=0, or one can
choose y =1, so that the coefficient of VQ-V¥ vanishes.
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But one way or another, extra terms still remain and it
does not seem to be possible to achieve invariance under
field redefinitions of N for D=1, at least by this ap-
proach.

In conclusion, the operator-ordering ambiguity in the
Wheeler-DeWitt equation for D > 1 is completely fixed by
demanding invariance under field redefinitions of both
the three metric and the lapse function. Note, however,
that we have pursued the issue of invariance under rescal-
ings of N only at the level of the canonical quantization
procedure, not at the path-integral level, although this is
presumably not too difficult.

IX. QUANTUM MECHANICS ON
A HALF-INFINITE RANGE

In Sec. VII we encountered the problem of doing quan-
tum mechanics in terms of the variable ¢ whose physical
range was the positive real line. This problem is not in
any way an artifact of the particular model under con-
sideration, but is a manifestation of the fact that the
three-metric h;; satisfies the condition deth;>0. It is
therefore important to face up to this issue from the very
beginning.

In the canonical quantization of gravity, this sort of
difficulty was recognized a long time ago by Klauder.?’
To see the problems that arise, consider a simple one-
dimensional system with coordinate g restricted to lie on
the positive real line R *. The first problem one discovers
is that the momentum operator is not Hermitian. To see
that this is the case, consider the operator obtained by ex-
ponentiating the momentum operator (times 7). If the
momentum operator were Hermitian, one would obtain
the unitary translation operator, with which one could
translate into the region g <0. The momentum operator
cannot therefore, be Hermitian. Hermiticity of the Ham-
iltonian can be preserved, however, by imposing the
boundary conditions ¥'(0)+ay(0)=0 at g=0, where a is
an arbitrary parameter. Normally one envisages a physi-
cal situation in which the conditions at g=0 are known,
and thus the value of a is given.

Quantum-mechanical propagators may be constructed
using an eigenfunction expansion. One finds the eigen-
functions u,(g) of the Hamiltonian subject to the above
boundary conditions, and subject to the usual fall-off con-
ditions at infinity. The propagator is then given in terms
of these functions by an expression of the form

(q",t”iq',t')zze

n

—iE, (1" —1t

)u,f(q")u,,(q’) . 9.0
The above boundary conditions will then be incorporated
into the propagator.

In the path-integral approach, the problems with the
restriction to g > 0 appear as difficulties with the skeleton-
ization procedure. An essential property of a skeleton-
ized path integral is that it yields the correct WKB ap-
proximation to the propagator at short time separations.
The configuration-space path integral described in Sec.
VI with the measure (6.9) will generally have this proper-
ty. Recall, however, that this construction involves the
action of the classical path connecting adjacent vertebral
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points of the lattice. It is implicitly assumed that this
classical path is unique. The problem is that this will not
be true in the presence of a boundary at g=0. For then,
there will be two classical paths—the direct path and a
second path which is reflected off g=0. This means that
the WKB approximation to the propagator is not a single
expression of the form e’ but a sum of two such terms.
The path-integral construction of Sec. VI will not, there-
fore, reduce to the WKB approximation to the propaga-
tor at short time separations, because it involves only one
factor of the form e on each time slice. In general, it
does not seem to be possible to construct a path-integral
representation of the propagator using the usual skeleton-
ization procedure but with g integrated from O to o on
each slice.

These problems do not mean that a skeletonized
definition of the path integral consistent with the restric-
tion ¢ > 0 is not possible. Such skeletonizations are possi-
ble, although they are rather complicated and will not be
pursued here.”> We merely point out that the standard
skeletonization used for the case — o« <q < o« cannot be
naively applied to the case ¢ > 0.

At this point one might think that the above difficulties
could be alleviated by a change of variables. One could
write g =e*, for example, for then x takes a fully infinite
range. However, this does not work. The point is that
the difficulty is not so much that ¢ >0, but rather, the
fact that there exists more than one classical path con-
necting any two points. If, in terms of g, there are two
classical paths, a direct and a reflected path, then the
same will be true of x. In terms of x there will be, in ad-
dition to the direct path, a second classical path which
goes to x = — o0 and back in a finite period of time; thus
once again there will be two terms of the form e’ in the
WKB approximation to the propagator.

This example illustrates that even if the variables that
one is working with have a fully infinite range, one has to
do a careful analysis of the classical solutions before us-
ing the path integral to construct the propagator. Or to
put it another way, one cannot escape global problems by
a change of coordinates.

In the case of gravity, it has been suggested that one
should work not with the three-metric A, o but with the
dreibein e/, where h,-jze,-”eijGb, a,b=1,2,3 for then the
inequality constraint deth,; >0 is automatically satisfied
without any restrictions on the range of the dreibein.?*
In the example of the preceding section this corresponds
to writing ¢ =a’ and letting a take an infinite range.
Once again, however, the problems still arise, because
there still exist reflected paths, so there is no easy way
round the difficulty in the path-integral approach. Nev-
ertheless, these changes of variables are still useful in the
canonical quantization procedure since the momentum
conjugate to a variable taking an infinite range may be
represented by a Hermitian operator.

These issues simply mean that it is difficult to incorpo-
rate the fact that ¢ > 0 into the path integral from the be-
ginning. They do not prevent one from making good use
of the path integral, as indeed we did in the Sec. VII. For
example, one can calculate the quantum-mechanical
propagator when ¢ > O using the method of images. First,
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one extends the potential into the region g <0 in such a
way that V(g)=V(—gq). One then uses the path integral
to calculate the propagator {g’,t | g’,0) letting the g’s
take a fully infinite range. This propagator will be a solu-
tion to the Schrédinger equation, and will be a § function
at t=0. By the symmetry of the potential, a second such
solution is given by {(g”,t| —¢q’,0) and these two solu-
tions may be superposed to satisfy prescribed boundary
conditions at g=0. The propagator in the region ¢>0 is
thus obtained.

Finally, it is appropriate to remark on the validity of
the skeletonization of the lapse function integral in Sec.
IV because there we allowed N to be integrated over a
half-infinite range. As mentioned above, the skeletoniza-
tion procedure involves considering the classical path be-
tween two points of the lattice, and this was problematic
for g because of the existence of reflected paths. For N,
however, the ‘“classical field equation” is just the gauge
condition, N=0; thus there can be only one path con-
necting Ny to N, ;. There are no reflected paths, so the
above problems do not arise, at least for the gauge choice
we have been using.

X. SUMMARY AND DISCUSSION

We have discussed the relationship between the Dirac
and path-integral quantization schemes for a simple class
of reparametrization-invariant systems, with a particular
emphasis on the minisuperspace models of quantum
cosmology. We showed how to construct the gauge-fixed
path integral with the correct measure using the method
of Batalin, Fradkin, and Vilkovisky. Our path-integral
expressions were all defined explicitly using a time-slicing
procedure. We showed that the path-integral expression
was either Green’s function of the Wheeler-DeWitt
operator or a solution to the Wheeler-DeWitt equation,
depending on the range of the lapse function N. Our
main result is that the Wheeler-DeWitt operator (and
thus the path-integral measure) is uniquely fixed by
demanding that the quantization procedure is invariant
under field redefinitions of both the three-metric h;; and
the lapse function N. Itis

D -2
8D —1)

for D>1. We also discussed the problems involved in
respecting the constraint deth;; > 0.

Throughout this paper, a number of remarks have been
made concerning the range of the lapse function N. It is
perhaps useful to draw these together. The BFV pro-
cedure described in Sec. III does not explicitly fix the
domains of integration. In Secs. V and VI, therefore, we
investigated the consequences of choosing either infinite
or half-infinite ranges for N. We found that the path in-
tegral then generated, respectively, either a solution to
the Wheeler-DeWitt equation or a Green’s function of
the Wheeler-DeWitt operator. It was also pointed out
that one appears to be obliged to take the range
0 <N < = if one wishes to construct a Euclidean func-
tional integral. We argued in Sec. IX that the skeletoni-
zation of N was not problematic, in the gauge N=0, al-
though in general half-infinite ranges do suffer from

H=—1v_ R+V (10.1)
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difficulties.

We suggested at the end of Sec. III that the Fradkin-
Vilkovisky theorem may not work if the range of N is
N>0. In fact an example may now be given which ap-
pears to show this explicitly. Consider the example of
Sec. VII (the problems with the half-infinite range for g
are not relevant here). Originally we worked in the gauge
N=0. Suppose, however, we work in the gauge N =ap,
where a is an arbitrary constant, and for simplicity we let
A=0. The Fradkin-Vilkovisky theorem implies that the
path integral ought to be independent of a. Once again
the ghosts decouple and the path integral may be evalu-
ated exactly. The result is of the form (7.7), with A=0,
but with T replaced by T +a(t” —t")p/2. Clearly if N
(and, hence, T') has an infinite range, then the a depen-
dence may be absorbed by a shift of 7 and the final result
is independent of «, as intended. If, however, T has a
half-infinite range then the result will depend on a explic-
itly. This could be related to the fact that the argument
given in Sec. IX for the validity of the skeletonization of
N no longer applies.

Finally, we mention the related papers of Teitelboim’
and Barvinsky and Ponomariov.?> Teitelboim’ discussed
many of the issues involved in the construction of the
path integral for quantum gravity, but his manipulations
remain formal throughout. Barvinsky and Ponomariov®®
also gave a path-integral construction, and claim to
derive the Wheeler-DeWitt equation from it, although
once again, the manipulations are purely formal. By con-
trast, in this work, by concentrating on the special case of
minisuperspace models we have been able to give the
path-integral expressions precise meaning by a time-
slicing procedure, thereby establishing the precise rela-
tionship between the path-integral measure and the
operator ordering. -

There are many more issues which are yet to be ad-
dressed, such as the construction of a Euclidean path in-
tegral and the implementation of the boundary condi-
tions proposal of Hartle and Hawking.?® It is also of in-
terest to consider the much more difficult question of the
derivation of the Wheeler-DeWitt equation for the full
theory, with nontrivial momentum constraints and an
infinite number of degrees of freedom. A formal Euclide-
an path integral for the full theory, using the BFV
method, has been given by Schleich,?’ although a deriva-
tion of the Wheeler-DeWitt equation was not given.
These and other issues will be discussed in future publica-
tions.

Note added. After completion of this work, I received
a paper by Moss?® who also realized that the coefficient of
the curvature term should be (8.12). A further point
of interest in this connection is that the probability mea-
sure proposed by Hawking and Page,” namely,
|W|2(—f)2, is not invariant under the rescalings
described in Sec. VIII. However, the probability mea-
sure constructed from the conserved current J¢
=if"B(‘IJVB\l'*—\I"VB\P) is invariant; thus it appears
that any interpretation of the wave function must involve
the conserved current, with its associated difficulties with
negative probabilities. This point was also noted by
Moss.*°
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