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A search with the Crystal Box detector shows no evidence for the lepton-family-number-

nonconserving decays prey, p~eyy, or p~eee. The search provides upper limits for the

branching ratios of I (prey)/I (p~evv) &4.9&& 10 (90% C.L.), I (p~eyy)/I (p~evv)
&7.2&(10 "(90%C.L.), and I (p~eee)/I (p~evv) &3.5&(10 "(90%C.L.). In addition, a limit

for the emission of a light scalar or pseudoscalar boson in radiative muon decay is given.

I. INTRODUCTION

The standard model' of electroweak interactions
correctly describes the presently available experimental
data. In this model, the known quarks and leptons are
divided into three generations or families. However, the
multiplicity of generations of particles is not understood.
This paper describes a new search for neutrinoless transi-
tions from the muon, a second-generation lepton, to the
electron of the first generation. The observation of such a
lepton-family-number-nonconserving decay would indi-
cate a connection between lepton generations and would
be direct evidence for physics beyond the standard mod-
el.

The muon's role in the spectrum of elementary parti-
cles has been a mystery since its discovery in 1936. For
over a decade the muon was thought to be the quantum
mediating the strong nuclear force, as predicted by Yu-
kawa. However, in 1947 an experiment using muons
absorbed in dense materials clearly showed that the muon
does not interact via the strong force. Subsequent high-
precision tests of the electromagnetic and weak couplings
of muons and electrons have found no significant
differences between these two particles except for their
masses.

The normal decay of the muon is to an electron and
two neutrinos. Neutrinoless decay modes of the muon,
such as prey, p~eee, and prey@, obey all conserva-
tion principles associated with space-time symmetries.
However, none of these decays has been observed. To ex-
plain this, various lepton-number-conservation laws have
been proposed. The first such law was introduced by
Konopinski and Mahmoud in 1953, followed by the ad-
ditive lepton-number-conservation law with separate

lepton-family numbers in 1957, and a third lepton conser-
vation law based on a multiplicative lepton number in
1961. These conservation laws prohibit the neutrinoless
decays as well as the process p Z~e Z. The add-
itive lepton-number-conservation law also prohibits
muonium-antimuonium conversion and p+ ~e+v, v„.

The latter two lepton-number schemes require separate
types of neutrinos for the muon and the electron. Pon-
tecorvo and Schwartz independently proposed experi-
ments to reveal their existence. In 1962, an experiment
confirmed that there were indeed two different types of
neutrinos and supported the hypothesis of separate lep-
ton numbers. With this discovery, interest in the search
for neutrinoless decay modes of the muon waned and ex-
perimentation essentially ended for about 15 years.

A resurgence of interest in the search for rare muon
decays occurred in 1977 when rumors circulated that an
experiment at the Swiss Institute for Nuclear Research
(SIN) had found a signal for the decay @~ed. This re-
port underscored the fact that conservation of muon
number is only empirical and without a fundamental
basis. The rumors were later refuted, but not until after a
burst of both theoretical and experimental activity.
Theorists found that the suppression of the branching ra-
tios for lepton-family-number-nonconserving decays to
below the experimental upper limits ( —10 ) was a natu-
ral result of the new models. On the experimental side,
besides the search at SIN (Ref. 10), two other experi-
ments were quickly assembled to search with improved
sensitivity for prey. One was located at the Tri-
University Meson Facility (TRIUMF) (Ref. 11), and the
other experiment was at the Los Alamos Meson Physics
Facility (LAMPF) (Ref. 12). The results from these ex-
periments showed no evidence for the decay prey at a
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The search for neutrinoless decay modes of the muon

has spanned almost 40 years. Figure 1 shows the experi-
mental status of the upper limits for the three neutrino-
less decay modes as a function of time. The groupings of
points in the plot reflect innovations in muon sources and
instrumentation. The first search used muons from
cosmic-ray showers and an apparatus consisting of
Geiger-Muller tubes and absorbers. The next series of
searches, until about 1964, used accelerators and stopped
pion beams as sources of rnuons; the detectors were of
various types, such as scintillation counters, water
Cherenkov counters, spark chambers, a freon bubble
chamber, and energy measurements with NaI(T1) crys-
tals. The recent searches, , from the mid 1970s until the
present, utilized high-intensity muon beams from the
meson factories and improved spectrometer designs to
search for these rare decays with remarkable sensitivities.
The present experimental bounds on the branching ratio
for the neutrinoless muon decay modes are

B„, &4.9X10 " (90% C.L. ), Ref. 13,

B„,&&
&7.2X10 " (90% C.L. ), Ref. 14,

B„„,&2.4X10 ' (90% C.L. ), Ref. 15,

where, for example,

I (++~e+~)
I~r= I (p+ ~e+v, v„)

Although the standard model is consistent with all ob-
servations, it is unlikely to be the ultimate theory. This is
because, for example, it is described by more than one
coupling constant, it provides no explanation for the re-
plication of fermion families, and it is unable to predict
the fermion masses and various weak-mixing angles.

Finding evidence for the nonconservation of family num-

ber would remove an apparently accidental conservation
law that is not associated either with a space-time sym-
metry or with the existence of a massless gauge boson. '

Numerous extensions to the standard model have been
proposed to overcome its shortcomings. These exten-
sions contain presently undetermined parameters such as
mixing angles and particle masses that are an obstacle to
their predictive power. However, the relative rates for
the various lepton-family-number-nonconserving process-
es are generally well predicted by each model. Thus, the
most sensitive possible searches for a number of these
processes are needed to restrict the models.

The simplest addition to the standard model is to as-
sume that the known neutrinos have masses. The ~ neu-
trino has the largest experimental upper limit on its mass.

Assuming that the ~ neutrino is the heaviest neutrino and
that the other neutrino masses are not important, the
branching ratio for prey is given by'

m43'
Bper =

32 I UIJeUee l 4
7T mw

where U;, describes the mixing between 'the ~ neutrino
and the other neutrinos. With the upper limit on the ~-

neutrino mass' of 70 MeV and the limit

~

U„',U„j & 2. 5 X 10, obtained from v„N scattering, '9

the branching ratio is conservatively & 10 ' . The
branching ratio for @~ed from this simple model is not
accessible experimentally. Thus the observation of this
decay at a much higher level would be evidence for some
other extension to the standard model. Some such exten-
sions, which can result in large branching ratios for neu-
trinoless muon decays, are described in Sec. VI A togeth-
er with the impact of this experiment on the parameters
of such models. Equation (2) contains an unknown mass
to the fourth power. This power dependence is charac-
teristic of many models. Large experimental irnprove-
ments are needed to significantly improve the limits on
unknown masses.

The remainder of this paper discusses the essential in-
forrnation about the experimental search for rare muon
decays. The goal of the experiment was a sensitivity in
the branching ratios of p+ ~e+y, p+ ~e+yy, and
p+~e+e e+ of a few parts in 10". Meeting this goal
required a large quantity of muons, precise measurements
of the time, energy, and direction of the decay products
so that unwanted backgrounds could be suppressed, and
a large-solid-angle detector to capture the final-state par-
ticles of a three-body decay. Details of the construction,
calibration, and operation of the detector are given as
well as the methods used to search for rare processes in
the presence of backgrounds.

II. APPARATUS AND EXPERIMENTAL
TECHNIQUE

FIG. 1. The experimental upper limits for the branching ra-
tios of the neutrinoless decay modes of the muon vs the year of
the measurements.

A. General description

An experiment searching for a rare decay mode must
be able to study a large number of particle decays, identi-
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fy examples of the desired decay, and reject all back-
ground processes. A copious supply of p+'s was pro-
duced at the A 2 target at LAMPF and transported to the
Crystal Box apparatus by the Stopped Muon Channel
(SMC). Because the muon lifetime is long (2.2 ps), the de-
cays occurred after the muons came to rest in a thin poly-
styrene target.

The Crystal Box detector was designed to observe
muon decays in which the final-state particles were posi-
trons, electrons, and photons. The signature of these de-
cays at rest is that the sum of the energies of the detected
final-state particles, E„„equals the muon mass, the vec-
tor sum of the momenta of the detected final-state parti-
cles,

~
P„,~, is zero, and the particles are all produced

simultaneously. Background processes can be either
coincident (such as p+~e+vVy) or random (resulting
from the nearly simultaneous decay of several muons
each producing one or more detected particle). None of
these backgrounds have the above signature. Thus, pre-
cise measurements of the energies, momenta, and times of
emission of positrons, electrons, and photons enable the
desired processes to be identified and unwanted events to
be rejected. It should also be noted that muon decays in
which all of the final-state particles are detected obey the
relation E+P =E„,+

~
P„,

~
=M„. Decays with un-

detected final-state particles obey E+P (M„, while
E+P is unconstrained for random events.

The Crystal Box detector, shown in Fig. 2, had an ar-
ray of 396 NaI(T1) crystals that surrounded the poly-
styrene target. Positrons, electrons, and photons initiate
electromagnetic showers in the NaI(T1), which produce
an amount of scintillation light proportional to the in-
cident energy. A measurement of the charge in the pulse
from the photomultipliers (PMT's) coupled to the crys-
tals determined the particle energy. The point of impact
of the particle on the front face of the NAI(T1) array was
obtained from the distribution of energies deposited in
neighboring crystals. The times of the PMT pulses deter-
mined the times of emission of the particles. Charged
particles passed through a multilayer drift chamber that
determined their trajectories before they reached the

Nal&TI)
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FIG. 2. A schematic cutaway diagram of the Crystal Box
detector.

NaI(T1). There was no applied magnetic field. The inter-
section of the reconstructed charged-particle trajectory
and the target plane determined the decay point or "ver-
tex." Photons were assumed to have started at the vertex
and traveled to the point of impact on the NaI(T1). A
layer of plastic scintillation hodoscope counters located
between the drift chamber and the crystals was used to
differentiate between charged and neutral particles for
triggering purposes and to provide precision timing infor-
mation for charged particles.

B. Muon beam

The experiment used a surface p+ beam transported
from the production target to the apparatus in an evacu-
ated beam channel tuned to -26 MeV/c. The typical
average beam intensity was 4X 10 p+/s with a duty fac-
tor of 6—9%. Because the beam line was -30 m long,
the pion contamination at the experiment was extremely
small. An electrostatic separator reduced the e+/p+ ra-
tio at the stopping target from about 10/1 to 1/50. Some
of the remaining e+ contamination came from muon de-
cay in flight after the separator. The ideal beam would
have uniformly illuminated the stopping target with no
particles stopping on the inner wall of the drift chamber
upstream of the target. Because positrons from three
different muons decaying at nearly the same time would
not emerge from the same point on the target, a uniform
beam spot would optimize background rejection in the
search for p+ ~e+e+e . Muons that stopped on the
inner drift-chamber wall were not useful because the
measured trajectory intersected the wall twice and it was
impossible to determine which interaction was correct.

Lead collimators reduced the beam-spot size so that
—86% of the beam stopped in the target. The resulting
beam spot was still not uniform; the particle stopping
density was higher near the center of the target. A thin
aluminum sieve, located in the lead collimator, served to
flatten out the stopped density. The sieve had fewer holes
near the beam centerline than at larger radii so that it in-
tercepted a larger fraction of muons near the center of
the target rather than near the outside of the target.

The stopping target was a 0.35-mm-thick elliptical
piece of polystyrene mounted at 45' with respect to the
beam line so that it presented a circular profile of 6.25-cm
radius to the beam. The target was thick enough to stop
all muons in the beam that struck it. Polystyrene was
chosen as the target material because previous measure-
ments indicated that muons largely depolarize in poly-
styrene before decaying. ' Measurements made with a
muon-spin-relaxation (IMSR) apparatus found a residual
muon polarization of (14.5+1.4)%, the measured asym-
metry in the angular distribution of single positrons from
p+~e+vv in the Crystal Box implies a residual muon
polarization of (19+8)%, in agreement with the above
number.

Beam tuning was performed with a set of movable thin
plastic scintillation counters located in the target region.
Figure 3 shows a beam scan made with these counters.
Final beam parameters were measured by the drift
chamber with the apparatus triggered on the detection of
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FIG. 3. A one-dimensional beam scan made with movable
scintillation counters.

one charged particle (le trigger). Figure 4 shows a typi-
cal beam spot. The "ring" that appears around the out-
side of the target is due to particles whose trajectories did
not intersect the target; the vertex for these particles was
placed at the intersection of the trajectory and the inner-
drift-chamber foil closest to the measured points. The
vertices for tracks that originated from the drift-chamber
foil near the target were placed on the target if their tra-
jectory intersected the target plane.

A hole with a radius of 1 cm was cut in the target, 2
cm above the center of the target. The hole is visible in
Fig. 4. This hole allowed a small fraction of the incident
beam to pass behind the target and stop in a special
counter, the I counter shown in Fig. 5. The I counter
was located so that it did not interfere with any particle
trajectories that originated in the target and intersected
the NaI(T1). Muons passing through the hole in the tar-
get stopped in a 2.5-cm-diameter aluminum cup embed-
ded in a 3.8-cm-diameter hollow cylindrical plastic scin-

FIG. 4. The distribution of muon stopping locations as deter-
mined from the intersection of tracks in the drift chamber with
the target. The height of each bar is proportional to the popula-
tion in each bin.

tillator located 14.7 cm downstream of the target. The
scintillator was coupled to a photomultiplier tube (PMT}
with a 1ong cylindrical light pipe. Positrons from muons
decaying in the cup traversed the I-counter scintillator,
the drift chamber, the hodoscope counters, and the
NaI(T1). Events with a signal from the I counter thus ori-
ginated from a well-defined location at a well-measured
time. The I counter was used for timing calibration and
stabilization.

C. Drift chamber

A cylindrical drift chamber was used as the central
electron tracking device in the Crystal Box detector. Re-
quirements for the drift chamber included a large solid
angle to optimize the detector acceptance, small size to
reduce the amount of NaI(T1} required, low mass to
reduce multiple scattering and positron annihilation in
flight, a high track-finding eSciency at instantaneous
muon stopping rates up to 10 s ', and high resolution in
determining the vertex of tracks on the target.

Monte Carlo studies and prototype chamber tests led
to the design of a 65-cm-long cylindrical drift chamber
with 728 cells arranged in eight concentric layers with ra-
dii at the end plates between 105 and 220 mm. The cross
section of a cell was 8X10 mm at the midpoint of the
chamber. The wires of each layer were at alternating
stereo angles of 10'—16 from the axis of the drift
chamber. Each cell consisted of a 25-pm gold-plated
tungsten sense wire surrounded by eight 152-pm gold-
plated copper-beryllium field wires. Field wire voltage
ratios were chosen to keep the field lines as radial as pos-
sible, so the drift time was a function only of a track's
distance from a sense wire. Materials used in construc-
tion of the chamber kept the mass between the target and
the NaI(T1) crystal array down to 6.73X10 radiation
lengths. Uncertainties in the wire positions contributed
90 iLi, m (rms} to the overall position resolution. A gas
mixture of 49%%uo argon, 49% ethane, and 2% isopropyl al-
cohol results in a drift velocity of 51.4 pm/ns.

At low beam rates ( & 2X 10 p+/s) the intrinsic reso-
lution was 130 pm rms for each drift-chamber layer. At
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high rates (=8X10 }M+/s) the intrinsic resolution per
plane degraded by as much as 30% for events with three
electrons (3e triggers). The efficiency of event recon-
struction was ) 97%%uo for a le trigger at low beam rates
and -75%%uo for a 3e trigger at high rates.

D. Scintillators

The scintillation-counter hodoscope located between
the drift chamber and the NaI(T1) array was used to
define a charged-particle trigger for electrons and a veto
signal to reject charged particles in the photon quadrant
trigger. The 36-counter hodoscope consisted of 32 rec-
tangular Pilot B scintillators of dimensions 44.4 cm
(length)X5. 3 cm (width)X1. 3 cm (thickness) and four
trapezoidal scintillators with the same length and thick-
ness but a slightly smaller width that were used in the
corners. The scintillators were individually wrapped with
a single layer of aluminum foil to minimize inert material:
each quadrant of the array was then covered with a layer
of black paper. The counters were coupled at each end
to Amperex 2232B PMT s with adiabatic light pipes ap-
proxirnately 0.5 m long. The length of counters was
chosen so they intercepted all charged-particle trajec-
tories that originated at the target and struck the fiducial
volume of the NaI(T1) (the fiducial volume excluded the
farthest upstream and farthest downstream columns of
crystals).

To tag charged particles that entered the NaI(T1) array
without passing through the plastic scintillators (thus
simulating photons), the regions upstream and down-
stream of the scintillators were covered by an array of 16
guard scintillation counters each measuring 13.3
cm)&23.8 cm&(0.3 cm. They overlapped the hodoscope
scintillators by about 1 cm.

The average measured time resolution of the individual
hodoscope counters was 290 ps [full width at half max-
imum (FWHM). ] The resolution was determined by
measuring the timing of positrons relative to the I
counter for normal muon decays from the target.

K. NaI(T1)

The construction, operation, and performance of the
array of 396 NaI(Tl} crystal modules have been described
in detail elsewhere. There were 360 crystals with di-
mensions 6.35 cm&(6. 35 cm)&30. 5 cm that were ar-
ranged in four quadrants of 10-column )&9-row arrays of
90 crystals each; columns ran perpendicular to the beam
line. In addition, there were 36 crystals, each measuring
6.35 cm)(6.35 cm&76.2 cm, that were arranged in four
3)&3 crystal arrays, located in the corner spaces between
adjacent quadrants.

F. Pion beam and liquid-hydrogen target

The primary calibration of the NaI(T1) utilized photons
from the decay of m 's produced from m p ~sr n at rest.
For these data, the drift chamber was removed from the
center of the detector and replaced by a liquid-hydrogen
target. The target cup was a 5-cm-long, 3.8-cm-diameter
cylinder with hemispherical ends. The beam channel was

tuned to transport 140 MeV/c m . The energy of the
pions was degraded with graphite to maximize the pion
stopping rate. Two thin plastic scintillation counters
were 1ocated just upstream of the target to define the in-
cident beam. The incident pion intensity was 10 m /s.
It took roughly eight hours to switch from muon to pion
data taking or back.

G. Trigger electronics

The apparatus was triggered on three processes (e+y,
e+yy, and e+e+e ) independently. To minimize dead
time, the trigger electronics had to reduce the rate of can-
didate decays to a rate of less than 160 Hz instantaneous
(10 Hz average).

The first-level eee trigger required three or more hodo-
scope counters in time coincidence. Constant-fraction
discriminators (CFD's) on the signals from each end of
the hodoscope counters removed time slewing. A high-
speed meantimer required a coincidence between signals
from the two ends of a counter and reduced the position
dependence of the signal timing of a hodoscope counter
from 3 ns over the length of the scintillator to less than
100 ps. This allowed the use of very tight ( —5 ns) on-line
timing. A nonadjacency circuit similar to that of
Flauger determined the number of separated clusters of
scintillators. Demanding three or more clusters imposed
a minimum opening angle requirement between electrons.
A successful first-level trigger started the data-acquisition
system.

The second-level trigger performed energy and
geometry cuts based on information latched by the first
level. Electrons and positrons were required to have a
minimum energy of —11 MeV by demanding that there
was a CFD signal from at least one NaI(T1) crystal in the
row behind the struck scintillator or in an adjacent row.
The signal threshold on the CFD for each crystal was 6
MeV. There was an additional -5 MeV energy loss in
the plastic scintillators and the Al wall of the NaI(Tl)
container. A pattern recognition unit then examined the
pattern of tagged hodoscope counters for any three scin-
tillators that could have been from a p+~e+e+e de-
cay at rest. The patterns used by the recognition logic
were derived from the Monte Carlo program (see Sec. III)
using a uniform phase-space distribution. If the second-
level conditions were not satisfied, the data acquisition
was aborted and the data-acquisition modules were reset.

The ey and eye triggers were based on the response of
an entire quadrant rather than that of a single scintillator
or row of NaI(T1). Particle differentiation was based on
the response of the plastic-scintillator counters. An elec-
tron quadrant was defined as a coincidence between one
or more NaI(T1) CFD signals (excluding the farthest
upstream and farthest downstream columns of crystals
but including the corner crystals nearest the given qua-
drant) and one or more signals from the meantimers con-
nected to the hodoscope counters in the same quadrant.
A photon quadrant was defined as one or more such
NaI(T1} CFD signals in the absence of any signal from
the plastic scintillators in front of the NaI(T1}. This
plastic-scintillator signal used dead-time-less leading-edge
discriminators. A signal from either end of a hodoscope
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counter, from a guard counter in that quadrant, or from
the upstream PMT of either of the nearest hodoscope
counters in the two neighboring quadrants constituted
this scintillator signal. These last two counters were in-

cluded to protect against false photon signals from a
shower spreading from one quadrant to the next. A
NaI(T1) quadrant energy signal was generated by linearly

adding the analog signals from all of quadrant face crys-
tals plus the signals from the nearest corner crystals and
one half of the signals from the adjacent diagonal corner
crystals.

The ey trigger also had two levels. The first level re-
quired a coincidence of a photon quadrant signal, the
opposite-facing electron quadrant signal, and NaI(T1)
quadrant energy signals (with a threshold of -35 MeV)
from each quadrant. The second level had pattern recog-
nition logic designed to assure that the geometry of the
event was consistent with the positron and the photon
having equal and opposite momentum. The logic used in-
formation from the NaI(TI) CFD's grouped by columns.
The logic required at least one pair of columns such that
if there was a signal from column i in the photon qua-
drant, there was also a signal from a column within the
range (9—i) to (13 i) in—the electron quadrant. Only
columns 2 through 9 were used in this logic. A hit in a
corner crystal automatically satisfied the column logic re-
quirement.

The eyy trigger was defined as one and only one elec-
tron quadrant, at least two photon quadrants other than
the electron quadrant, and )70 MeV deposited in the en-
tire Nal(T1) array. Events with the second photon in ei-
ther the electron quadrant or the first photon quadrant
were recorded only if they satisfied the ey logic.

In addition to the data triggers, there were a number of
calibration and stabilization triggers. The most impor-
tant were the single-electron triggers and the pion-
calibration triggers. The single-electron triggers were
used for timing calibration and energy stabilization. The
(le) I trigger was used for timing calibration; it required
a signal from one and only one hodoscope counter, at
least 10 MeV deposited in the NaI(T1) quadrant behind
that hodoscope, and a signal from the I counter. The
timing of this trigger was determined by the I counter
permitting the measurement of the timing of all the vari-
ous detector elements relative to a common source. For
the other single-electron trigger, ( le), a sample of posi-
trons from ordinary muon decay was collected so that
drifts in the position of the high-energy edge of the ener-
gy spectrum could be measured. This trigger did not in-
clude the I counter because events from the I counter
would have had the spectrum smeared due to the energy
loss in the counter. Instead, the trigger simply required a
signal from one and only one hodoscope counter.

The pion triggers were used to get the absolute energy
calibrations of the NaI(TI). Two reactions were detected.
The trigger for m. p~yn was one and only one photon
quadrant with ) 100 MeV in the Nal(T1). The trigger for
the chain m. p~m n, m. ~yy was two opposite photon
quadrants with )30 MeV in each quadrant. The photon
energies from m decay range from 55.1 to 82.7 MeV.
The minimum opening angle between the photons is

156.5'. For both triggers, the timing of the trigger was
determined by pion beam counters.

H. Data-acquisition electronics

The plastic counter PMT signals were passively split
with 20% of the pulse height going to a CAMAC
analog-to-digital converter (ADC) for pulse-height
analysis, 40%%uo of the pulse height going to the CFD's, and
the remaining 40% going to the leading-edge discrimina-
tors. Signals from the CFD's for both ends of a hodo-
scope counter fed the meantimer circuit. The arrival
times for particles in the guard counters and the mean-
times for hodoscope counters were digitized by TDC's
that had a sensitivity of 100 ps/channel.

The processing of the NaI(T1} signals is described in
detail in Ref. 23. Timing and pulse-height information
from each NaI(T1) crystal were digitized for each event.
The timing signals were discriminated with CFD s simi-
lar to those for the signals from the plastic scintillators
but modified to accommodate the slower rise-time
characteristics of the NaI(T1) signals.

The amount of piledup energy in each NaI(T1} crystal
was measured with an auxiliary ADC system. Pileup
refers to energy deposited in the NaI(T1) by an additional
undetected and uncorrelated particle. The integration
time for the pileup ADC system was 60 ns, compared to
the 200-ns integration time used with the primary ADC
system. Figure 6 shows the integration periods for both
ADC systems and a typical NaI(Tl) pulse. This arrange-
ment of the integration times provided a sensitive detec-
tion of piledup pulses. Details of the algorithm that was
used to reject piledup pulses are presented in Sec. V B.

I. Run monitor system

An independent monitoring system running on a
separate computer was installed to ensure that the Crys-
tal Box apparatus was functioning properly. This run
monitor system (rms) continually scanned and recorded
the readings from a set of sensors located throughout the

Clipped Nal (Tl) Pulse

200 ns
Data gate for primary
ADC system

Data gate for pile —up
ADC system

FIG. 6. Diagram of a typical NaI(T1) signal pulse and the
gating periods for the pulse-height and pileup measuring sys-
tems.
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apparatus and performed an appropriate action if any
sensor reading fell outside its predefined normal operat-
ing range. The rms also monitored and controlled the
high voltages on the drift chamber. An autodialing
modem was connected to the rms providing phone
alarms.

J. Data collection

There were three major data-taking periods, called I,
II, and III. During the first, the instantaneous beam in-
tensity was -4.9)&10 p+ s ' with an average duty fac-
tor of 6%. The pileup-detection system was not installed
for this period. During period II, the instantaneous beam
intensity was -4.7)&10 p+ s ' with an average duty
factor of 9%. The pileup-detection system was partially
installed during this period but was not used in the
analysis. The pileup-detection system was fully installed
and utilized during the final data-taking period, which
had an average duty factor of 6.6%. Runs with different
instantaneous beam intensities, varying from 4)& 10
p+ s ' to 9)&10 p+ s ', were interspersed so rate-
dependent effects could be studied.

During data taking there were runs to calibrate the
plastic-scintillator timing every day, and runs to calibrate
the NaI(T1) timing twice a week (see Sec. IVB2). There
were three energy-calibration periods with the drift
chamber removed, the liquid-hydrogen target installed,
and a m beam incident. One such period occurred dur-
ing the period I, one at the end of period II, and one mid-
way through period III. There were also occasional cali-
bration runs with a Pu-a-Be source (whenever the beam
went off for a long time) and special runs (such as runs
triggered on a pulser and runs triggered on a single pho-
ton) at various times.

A data run took typically two hours to fill a 2400-ft,
1600-bpi (bits-per-inch) tape with —35 000 events. Each
data run was preceded by a short run to establish the
ADC pedestals and a flasher run (see Sec. IVA4) for
NaI(T1) channel gain corrections. A total of 1500 mag-
netic tapes were used in this experiment; approximately
half of them contained production muon data.

III. MONTE CARLO SIMULATION

A. Introduction

A Monte Carlo program was written to simulate the
response of the detector to many different types of events
(see Table I). The Monte Carlo program followed only
electrons, positrons, and photons, as these were the only
particles that were detected. As described below, care
was taken to ensure that this program faithfully repro-
duced the behavior of the detector. The program pro-
duced an output file that contained pulse heights and
times for each individual detector element in the same
format as for actual data; both data and Monte Carlo
output files were then processed by the same programs.

B. Event generation

1. Muon decay

It was assumed that all processes initiated by muon de-
cays originated with an unpolarized muon decaying in

TABLE I. Types of events generated with the Monte Carlo
program.

Process

p+ e+y
p+~e+yvv
p+ ~e+y

p+ e+e+e vv
p+ ~e+vv

p+ ~e+yf (f=familon)
77

n. p~ny

Trigger

e-y
e-y, 1-y

e-y-y e-y
e-e-e
e-e-e

1-e
e-y

d I =KE,E,Ez(1 —cos8)
I 2

(3)

where E„Ej, and E2 are the energies of the positron, the
higher-energy photon, and the lower-energy photon, re-
spectively, 0 is the opening angle between the photons,
and K is a constant. This equation can be rewritten as

d I ~x(x —1)
ctX 8g

(4)

where y=(E, E2)/m and ——x (2y (x. A nonlocal
interaction, such as a soft photon being emitted from one
of the external lines from p+~e+y, would have a
different distribution; however, the expected branching
ratio would then certainly be lower than that for

P ~8
For muon inner bremsstrahlung, p+~e+vvy, a coin-

cident photon and positron were generated according to
the distribution given by Fronsdal and Uberall. To
reduce the amount of computer time needed for event
generation, only positrons and photons with energies
above some threshold were generated; this threshold was

the polystyrene target. A small residual polarization
would have had a very small effect because the apparatus
was symmetric about 90'. The muon position distribu-
tion on the target was derived from the intersection of
the drift-chamber track with the target from data runs
triggered on single positrons from p+ ~e+vv.

Single positrons from p+~e+vv were generated ac-
cording to the Michel distribution, F(x)=(2x —x )x,
where x =2P, /I„. The parameter x varies between 0
and 1. No radiative corrections were used in the genera-
tion of these positrons because the resolution of the
NaI(T1) was large enough to mask this effect and because
radiated photons tended to enter the same NaI(T1) crys-
tals as the positron.

For p+~e+y the positron and photon each have en-
ergies approximately equal to one-half of the muon mass
and are emitted at 180' with respect to each other. The
energy of each particle in p+~e+e+e was generated
uniformly over the allowed region of phase space, con-
sistent with conservation of energy and momentum. The
final-state particle momentum distributions for
p+ ~e+yy were calculated from a general local interac-
tion. The resulting form of the distribution is
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typically several MeV below the hardware threshold to
allow for piled-up energies and energy-resolution effects.
The Monte Carlo simulation used an event generator by
Sapirstein to calculate the radiative three-electron de-
cay p+ ~e+e+e vv. The distributions used to generate
p+ ~e+y f, where f is a light scalar or pseudoscalar bo-
son such as a familon, are given in Ref. 31.

2. Pion events

The Monte Carlo program also simulated the photons
produced by stopping m 's in liquid hydrogen. The pro-
gram first generated a random location in the liquid-
hydrogen target for the interaction. The two processes

p~n n (charge exchange) and m. p~yn (radiative
pion capture) were generated separately. The neutral
pion in the charge-exchange reaction is emitted isotropi-
cally with a unique energy (4 MeV): the photons from
the m decay are then emitted back to back, isotropically
in the m. center of mass. The 129.4-MeV photon from ra-
diative pion capture is emitted isotropically in the labora-
tory.

C. Simulating the detector response

The heart of the Monte Carlo program is the EGS3
shower code. Using this code, the Monte Carlo pro-
gram was able to follow each particle through the de-
tailed geometry of the detector while keeping track of ad-
ditional particles produced by interactions in the detec-
tor. The program defined various regions such as the
stopping target, the space between the target and the
drift chamber, the drift-chamber foils and wires, the scin-
tillator hodoscope, the NaI(T1) crystals, and the structur-
al parts of the detector.

It was necessary to make one improvement to the EGS3
code. When a positron or electron traversed some ma-
terial in EGS3, its energy was reduced by the mean ioniza-
tion energy loss. This energy loss is not correct and re-
sults in distortions when the particles traversed a thick
slab of material such as the scintillator hodoscope. EGS3
was modified to calculate the charged-particle energy
loss according to a Vavilov energy-loss distribution.

The output of the EGS3 section of the Monte Carlo
code was used to generate a pulse height and a time for
each of the detector elements. This information was then
used to determine which discriminators would have fired
if the event had occurred in the real detector, and wheth-
er the event would have passed the trigger logic. The
data-analysis programs were used to impose various cuts
and to perform higher-level analysis on the Monte Carlo
events. This step was essential to ensure that measured
data and Monte Carlo —generated events were treated
identically.

Several effects could not be incorporated in a general
way into EGS3. Although EGS3 deals with the broadening
of the energy response due to the leakage of photons out
of the NaI(T1), it cannot include the statistics of light
generation and collection in the NaI(T1) and plastic scin-
tillator elements. Consequently, a timing resolution and
an energy-dependent energy resolution were added to the
signal from each element during replay. A second prob-

lem arises because there are often very-low-energy pho-
tons in an electromagnetic shower. EGS3 does not follow
an individual photon with an energy below 100 keV; it
deposits all of this energy in the region in which it is
created. This implies that the energy lost in the inert re-
gions of the detector was slightly overestimated; a small
correction was applied during replay to remedy this
effect.

The third known difference between the Monte Carlo
simulation and data has to do with pileup. The amount
of pileup was measured by taking special runs with a
"random" trigger. The trigger was generated by a pulser,
gated by the presence of the beam, and was independent
of any signals in the detector. For these runs, the distri-
bution of signals was identical to that for pileup, (i.e., due
to random particles). These pileup data were used to gen-
erate the probability distribution of pileup energy for
photons and for positrons as a function of location in the
detector. The pileup data were then added to the Monte
Carlo data. To simulate data after pileup rejection, dis-
tributions generated from the random trigger data tapes
with pileup rejection were used. This latter procedure as-
sumed that the effect of the pileup rejection scheme was
independent of the presence of any "true" NaI(T1) signal.
This effect is discussed later in Sec. V B.

The energy and timing resolutions of the NaI(T1) crys-
tals and of the plastic scintillators had to be characterized
in the Monte Carlo program. These parameters for the
NaI(T1) were determined from the data for n. ~yy. The
parameters for the plastic scintillators were determined
from p+ ~e+vv data. After these parameters were
determined, a variety of tests were imposed to ensure that
the Monte Carlo program faithfully simulated the detec-
tor. The agreement of the p+ ~e +vvy and
p+ ~e+e+e vv data with the Monte Carlo expectations
constitute stringent tests (see Secs. V E and V G). These
processes are very sharply energy dependent; any
disagreement in geometry or response between the Monte
Carlo simulation and data would have resulted in very
different distributions. The shape of the measured posi-
tron energy spectrum from p+~e+vy agrees very well
with the Monte Carlo simulation (see Sec. IVD). The
Monte Carlo program accurately modeled the energy
leakage as a function of positron for different crystals
throughout the detector. The muon position of a particle
in the NaI(T1) was determined by an energy-weighted
average of the energies deposited in the crystals (see Sec.
IV C). The exponent of the energy-weighting factor was
determined from the Monte Carlo program, and then
compared with that found for positron data whose posi-
tion was given by the drift-chamber track. The agree-
ment of this comparison again verifies the accuracy of the
Monte Carlo simulation. Finally, the Monte Carlo pre-
diction for the energy spread into surrounding crystals
for a shower agrees with observations.

IV. DETECTOR CALIBRATION AND STABILIZATION

A. Energy
1. Hardware gains

The energy gains of all NaI(T1) channels were equal-
ized to within 10 fo by adjusting the variable-gain
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amplifiers on each channel. The 4.4-MeV y-ray line
from a Pu-a-Be source was used. The resulting gain was
=20 mV/MeV for the CFD input. Thus the CFD
threshold of 120 mV corresponded to the desired energy
threshold of -6 MeV in the NaI(T1) crystals. The corner
crystals had two phototubes contributing to the hardware
energy sums, so the individual gains of the corner crystal
amplifiers were =10 mV/MeV. This means that each
corner crystal CFD had an effective 12-MeV energy
threshold.

After the hardware gains for all channels were set, one
tape per quadrant of data triggered on the 4.4-MeV
source photons was taken. The trigger required one and
only one NaI(T1) row with at least 2 MeV deposited. The
data on each tape were preceded by a set of flasher spec-
tra (see Sec. IV A4). This information permitted a check
of the software calibrations of the NaI(Tl) readout and es-
tablished reference values for the flasher gain stabiliza-
tion system.

The absolute calibration of each channel was adjusted
off line in several steps. First, the shape of the nonlinear
calibration function ' was measured for each readout
channel. The absolute scale of the calibration function
was then set by the analysis of y spectra (from m decays)
collected during the runs with the hydrogen target. Fi-
nally, the energy scale was checked by the 4.4-MeV
source line and the monoenergetic y from m p ~ny. A
check of the charged-particle response was provided by
the observed Michel spectrum.

2. Energy calibration

Once the shape and approximate scale of the calibra-
tion curves were determined, the final scale was set by
referring one point on the curve to an absolute standard.
The central energy of the n -decay y spectrum (68.9
MeV) from m p +m n, —was chosen as the reference point
because it was the calibration energy closest to the 52.8-
MeV region of interest for prey.

The relevant measured quantity is the "clump" energy
sum, and not the energy of the individual crystals. ' A
clump consists of a crystal with the largest pulse height
& 5 MeV and a set of neighboring crystals; the neighbor-
ing set generally consists of 24 surrounding crystals ex-
cept when the high-pulse-height crystal (HPHC) is near
an edge or a corner of the detector. As many as nine
clumps may be defined in a given event.

The final calibration spectra were collected in a set of
histograms with one histogram associated with each crys-
tal. A crystal's histogram was incrementeel when it was
the HPHC of a eluinp. The fraction of the clump energy
contained in the HPHC was required to be & 70%%uo, so the
energy of a calibration spectrum was primarily deter-
mined by the gain of the HPHC. The appropriate adjust-
ment of gain for each crystal was derived from the histo-
gram associated with it.

There were 31 different symmetry regions in the detec-
tor, 25 for the face crystals and six for the corner crys-
tals, for particles coming from the target. The Monte
Carlo program was used to generate a set of reference
spectra for each of these regions. For each crystal, the

measured spectrum was fit to the Monte Carlo spectrum
for the appropriate symmetry group with the gain and
the energy resolution as free parameters. The assumed
gains for each crystal were corrected and the procedure
iterated. The procedure converged within four to five
iterations. Several observed and predicted calibration
spectra are shown in Refs. 23 and 34.

3. Flasher system

The flasher system consisted of a xenon flashtube
light source and a network of plastic fiber-optic cables to
transport the light to the light guide of each NaI(T1) crys-
tal. The electronic pulse applied to the flashtube was
shaped so the light output imitated a NaI(T1) pulse. A
vacuum photodiode and a silicon photodiode monitored
the flashtube light output. The vacuum photodiode also
provided the start signal for the timing measurements
made with the flasher system. One end of the optical
fiber was located on a spherical surface such that each
cable directly viewed the flashtube. The other connection
was glued into a slot at the light guide of each PMT.

A direct comparison of the average energy gain of all
the crystals made with the flasher system versus the aver-
age energy gain measured by positron energy spectra
shows that the gains measured by the flasher changed by
as much as 8%%uo over time. A quadrant average of the en-
ergy gains determined from the positron energy spectra
indicated that the flasher quadrant average gains changed
by several percent with respect to each other. The indivi-
dual crystal energy gains appeared to be stable within
1.5% per run.

The time offsets, as determined by the timing-peak po-
sitions, were corrected for each run using the flasher sys-
tem. The quadrant average of the time peak positions
without flasher corrections varied by about 500 ps over
the course of a month. These time differences diminished
to & 250 ps using the flasher corrections.

4. Energy stabilization

Maintaining calibrations over several months of run-
ning for 500 channels of analog devices is a formidable
task. The flasher system was to be used for the primary
stabilization. Although it was able to follow relative gain
shifts between crystals, an analysis of the flasher system
performance showed that the monitors introduced noise
when used to stabilize the overall quadrant energy gains.
Thus, crystal-to-crystal gain shifts were folio~ed with the
flasher system, while gain stabilization used an analysis of
the positron spectrum from the data. The stabilization
was done on a quadrant-by-quadrant basis for each data
run. A two-dimensional histogram of positron clump en-
ergy versus HPHC number was accumulated during the
first data-analysis pass for each run. The central 25 crys-
tals in each quadrant were summed. A fifth-order Che-
byshev polynomial was fit to a "standard" run; subse-
quent runs were fit to the same polynomial with the gain
shift and normalization as free parameters. This allowed
a run-by-run normalization of the quadrant gains. A
comparison of the stabilized gains and the gains mea-
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sured in the le data runs taken every day shows that the
gains were stabilized to & 0.25%%uo.

B. Timing

All of the timing was done with respect to the I
counter. The measured time resolution of the I counter
was 350 ps (FWHM). Timing spectra were accumulated
for each counter being calibrated. The spectra were then
fit by the data-acquisition computer. For the on-line cali-
bration, the fit results were analyzed to find what cable
lengths were needed to bring each counter in time.

1. Hardware timing
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For the hardware timing, a single time-to-digital con-
verter (TDC) was used to monitor the time of arrival at
an appropriate point in the logic of signals from each
member of a group of counters. The face NaI(T1) crystals
were divided into timing groups of 36 crystals each.
Each crystal in a group was far enough away from other
members of that group that a single shower would appear
in only one crystal in the group. Timing data were taken
with only one group connected to the logic at a time. In
this way, the time of the signal was unambiguously as-
signed to one crystal for each event. The corner crystals
were divided into similar groups. Each NaI(T1) crystal
was timed into the logic within +1 ns. The timing of the
NaI(T1) analog signals into the ADC system was checked
manually to within +5 ns.

2. 0+line timing

All PMT's were timed with respect to the I counter,
with each PMT having its own TDC. For each channel,
the t =0 offset and gain (ns per channel) had to be found.
The offset was found from each TDC spectrum in the
(le).I data coincidences between the I counter (the start
signal) and the counter being calibrated (the stop signal).
The gain was found by delaying the start signal by 10 ns
for every other trigger, which produced a double-peaked
spectrum as shown in Fig. 7. The 10-ns interval was
defined by a cable. This method was used to calibrate the
NaI(T1) timing every two to three days. Between calibra-
tion runs, the flasher system was used to track drifts in
the offsets. Finally, the readout of the NaI(T1) titning sys-
tem had a small crosstalk problem that was measured
and removed.

The plastic-scintillator timing was calibrated daily.
The guard counters were done with the same method
used for the NaI(T1). The hodoscope calibration was
more complicated because there were two PMT's on each
counter whose calibrations had to be coordinated. The
gain of the TDC on each PMT was found as described
above. The offsets were not computed from the raw data,
but rather from the average (meantime) and difference of
the times from the two PMT's. Only events in the down-
stream half of the detector were used in these spectra to
minimize time-of-flight effects. The time difference data
were from le data. The time difference is a measure of
the position of the hit in the scintillator. Without the I
counter in the trigger, a fairly flat distribution in time

FIG. 7. A double-peaked spectrum for the relative I-
counter-hodoscope-counter single phototube time from (le) I
data.

difference was obtained. Offsets were chosen that cen-
tered this distribution and the meantime peak at
predetermined values.

4. Final timing

The final calibration of the relative NaI(TI)-scintillator
timing was performed using coincident photons and posi-
trons in opposite quadrants from p+~e+vvy. Figure 9
shows the relative positron-photon timing for a represen-
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FIG. 8. A spectrum for the relative timing between the I
counter and a hodoscope meantime.

3. Time resolution: plastic scintillators

The time resolution of the hodoscope counters was de-
rived from data with a (le) I trigger as shown in Fig. 8.
The width of the peak is the convolution of the resolu-
tions of a hodoscope and the I counter. To separate these
effects, three measurements were made. The width of the
coincidence peak between the I counter and two other
counters and between these two counters were measured.
This last was done using cosmic rays with counters on
opposite sides of the detector. Cuts and corrections were
applied to minimize time-of-flight effects. Consistent re-
sults were obtained using different pairs of hodoscope
counters. The results were that ot „„„„,——145+26 ps
and (oh,d, ,~, ) =123+22 ps at an average decay rate of
10 p+ s '. At 5)&10 p+ s ', the average resolution in-
creased to ( cr h,d„„,) = 142+25 ps.
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FIG. 9. The relative positron-photon timing for ey triggers.

tative set of ey triggers with no cuts applied. The prom-
inent coincidence peak is due to muon inner bremsstrah-
lung: the broad background is due to random positron-
photon triggers. The width of the peak, 1.15 ns
(FWHM), is a measure of the timing resolution of the
NaI(T1} for particles with more than -38 MeV including
all efects of time-of-flight corrections and calibration
drifts.

A final correction to the positron-photon timing was
applied on a quadrant-by-quadrant basis (for example,
photon in the left quadrant, positron in the right qua-
drant) for data covering each set of timing constants.
This correction was generally no larger than 200 ps.

C. Photon conversion point

Although the trigger treated an entire NaI(T1) qua-
drant as a single entity, the functional unit corresponding
to a particle in the off-line analysis was a clump. It was
possible for several clumps to exist within one quadrant.
An estimate of the particle shower position in the NaI(T1)
calorimeter was calculated as the weighted centroid of
the deposited energy distribution in a clump as described
in Ref. 23.

The position resolution of the NaI(T1} calorimeter was
determined using positrons from muon decays in the
stopping target. In agreement with the expectations from
the Monte Carlo studies, the resolutions were cr =1.70
cm transverse to the beam direction, and a=1.85 cm
along the beam direction. The latter number is larger
due to the poorer track resolution from the drift chamber
in this direction.

D. Determination of resolution functions

I. NaI(Tl): energy

There were several checks used to assure that the fina1
energy calibration was consistent over the dynamic range
of interest. In all of the comparisons below, events were
selected for which the HPHC of the clump was within
the central 5 X 6 array of one of the quadrants.

The measured detector response to the 129.4-MeV
photon from ~ p ~ny has a resolution of 7% (FWHM);
the absolute peak position is correct to better than l%%uo.

The observed spectrum for m decay events with

0~~&175 has a peak near 55 MeV that is quite well
simulated in position and shape. The upper edge of this
peak is broadened due to the finite angular acceptance of
the sample. Therefore, the peak width of 8% (FWHM)
may be taken as an upper limit to the detector resolution
at 55 Me V. The low-energy photon response was
checked by reference to the 4.4-MeV line from the Pu-a-
Be source. This measured peak position is correct to
within 0.2 MeV.

The only well-defined spectrum available in the data to
check the positron energy measurement is that from
p+~e+vv. Events originating in the stopping target
were selected because those muons were largely depolar-
ized in the target material, thus minimizing any asym-
metry in the angular distribution of the positron energy.
The ionization energy lost in the material traversed be-
fore reaching the NaI(T1} was added to the energy mea-
sured in the NaI(T1) to obtain the charged-particle ener-
gy. The simulation and the data were in agreement to
1% for the positron energy calibration.

2. NaI(Tl): timing

The (electron) timing resolution of individual face crys-
tals versus the I counter was measured to be 1.10 ns
(FWHM}. However, the superior timing resolution of the
trigger counters was always used to define the time of an
electron clump. The NaI(T1} timing information was
used to define the photon clump time and to detect ener-

gy pileup (see Sec. V B). The time of a photon clump was
obtained by averaging over the clump crystals that fired a
CFD within 5 ns of the HPHC time. To determine the
photon timing resolution, the time difference of coin-
cident y's from m decays was measured. This distribu-
tion has a FWHM of 1.8 ns, which corresponds to 1.27 ns
per photon.

3. Drift chamber: uertex

The behavior of the resolution function for the vertex
determination was studied with events from
p+~e+e+e vv. Two different quantities were used to
estimate how nearly three tracks emerged from a single
point in the target. One was simply the square root of
the sum of the squares of the distances between the inter-
section of each reconstructed trajectory with the target
plane and the average of the intersection points. The
second was a weighted vertex; the contribution of each
track was weighted by the calculated uncertainty in the
intersection point for that track. The intersection-point
uncertainty was about 0.2 cm for a 40-MeV particle nor-
mal to the target plane; the uncertainty grows as the an-
gle between the trajectory and the normal to the target
increases.

Figure 10(a) shows the number of events as a function
of the weighted vertex for all events with E+P(100
MeV and b t, , &0.2 ns (in time): Figure 10(b} shows the
same distribution for b,t~, & 1 ns (random). The distri-

bution for the randoms peaks at large values of the
weighted vertex while the in-time events have a peak at
small values of the weighted vertex as well as a contribu-
tion from random coincidences. The derived resolution
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function for the weighted vertex is in general agreement
with, although —15%%uo broader than, the expectation
from the Monte Carlo program. The broadening is
presumably due to the fact that tracks are reconstructed
to a target whose position and orientation are not exactly
known while the Monte Carlo program generated and
reconstructed all tracks from the same assumed location
of the target plane.

V. DATA ANALYSIS

A. Event-selection criteria

The data set for the experiment consisted of over
2X10 candidate events written to magnetic tapes, corre-
sponding to a total of 1.4)& 10' muons stopped in the tar-
get. Triggers for all three muon decay modes were en-
abled simultaneously so the candidate events of each type
were tagged and interleaved on the tapes.

The data-analysis algorithms implemented a set of cri-
teria that were designed to remove background without
eliminating any real rare muon decays. It was important
to reduce the number of candidate events as quickly as
possible with a minimum investment of analysis time.
There were three sections of the analysis code with cuts
after each section. The information available with
minimum calculation was from the plastic scintillators,
so cuts using this were made first. Cuts using informa-
tion from the crystals were made after the clump-finding
algorithms were executed. Only events that survived this
stage were processed by the drift-chamber track-finding
algorithms. The scintillator, crystal, and drift-chamber
sections of the code were basically independent of trigger

FIG. 10. The weighted vertex distribution for (a) in time and
(b) random events.

type, but the cut algorithms depended on the mode.
The cuts using the plastic scintillators required that

less than 0.25 MeV be deposited in the counters for any
photon quadrant for prey and p~eyy candidates, and
that there were at least three nonadjacent hodoscope
counters coincident to within 1.5 ns for p~eee candi-
dates. The NaI(T1) information was used next to require
that there were clumps that agreed with the position of
the hodoscope counters that registered. The timing of
the NaI(T1) and hodoscopes were required to agree within
5 ns. The timing cut for p~eee events was reimposed
after a time-of-flight correction, assuming that the trajec-
tory for each particle started at the center of the target
and traveled to the clump position. Next, a good drift-
chamber track was required for each electron; the trajec-
tory had to pass within 15 cm of a clump position and
had to intersect the target plane with an angle greater
than 3'. Timing cuts were imposed again using improved
time-of-Right corrections based on the vertex at the tar-
get and the trajectories from the drift chamber.

There were —10 prey candidate events. Additional
first-pass cuts requiring the two NaI(T1) clump energies
each be & 35 MeV, E+P & 135 MeV, and the opening
angle between trajectories be & 140' reduced the number
of surviving events to 2.6 X 10 .

The analysis for the p~eyy mode started from a total
of -2X10 eyy (three quadrant) and 10 ey (two qua-
drant) candidate events. Cuts were made in the first
analysis pass requiring the NaI(T1) clump energies to be
&7 MeV and E+P &135 MeV. The number of events
surviving these cuts was 5. 1X10 .

For the p~eee mode, the hardware trigger selected a
total of —10 candidates to be written on tape. The first
analysis pass described above, plus cuts requiring that the
energy in the NaI(T1) was &7 MeV for each track and
E+P &120 MeV, reduced the number of candidates to
2X 104.

The raw data for events passing these cuts were written
on tape for a second-pass analysis. The purpose of the
second-pass analysis was to recalculate kinematic quanti-
ties with more accurate NaI(T1) gains and to impose pile-
up rejection, when appropriate. The second pass pro-
duced short files containing calculated quantities (such as
energies, positions, and corrected times) that could be an-
alyzed quickly.

Two additional cuts were imposed during the final
analysis to eliminate photons from known background
processes. The first cut, called the inner bremsstrahlung
veto, discarded events in which a hodoscope counter, not
struck by the positron that triggered the event, registered
within 2 ns of a photon. In most of these events, the pho-
ton was produced from a p+ ~e+vvy decay and the pos-
itron from this decay was detected in a hodoscope
counter; the positron that triggered the event was in ac-
cidental coincidence with the photon. The positron from
the inner bremsstrahlung decay tended to have very low
energy; 60% deposited less than 2 MeV in the NaI(T1).
The drift-chamber track-reconstruction efficiency was
low for these positrons due to multiple scattering. Figure
11 shows the difference in time between the extra hodo-
scope (for the positron) and the NaI(T1) (for the photon)
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FIG. 11. Relative extra hodoscope —NaI(Tl) timing used for
the inner bremsstrahlung veto.

for a sample of 177424 p+~e+y candidates. Requiring

~

ht
~

&2.0 ns discarded 12.3% of the candidate events
with a loss in detection efficiency of 0.5%.

The second cut was designed to discard photons gen-

erated by positron annihilation in flight in the drift
chamber and hodoscope counters. The method was to
search for partial tracks in the inner drift-chamber layers
that pointed to a photon clump. A map was made of
which drift-chamber wires would have been struck by a
particle originating at the target for each possible HPHC.
To allow for drift-chamber inefficiencies, photons were

rejected if there were such hits in at least three drift-
chamber layers with no more than one layer missing in

the string and a hit in at least one of the two innermost
layers. This cut discarded 16% (31%) of the )Lt+~e+y
(p+~e+yy) candidates and reduced the detection
efficiency by less than 1%.

B. Pileup rejection

Because pileup energy was caused by an unrelated par-
ticle, the pileup pulses occurred somewhat earlier or later
than the desired pulse. The presence of undetected pile-
up seriously affected the ability of the detector to
suppress backgrounds. For example, energy measure-
ments were used to distinguish events due to p+~e+y
from p+~e+vvy. Inner bremsstrahlung events have
positron and photon spectra that fall off very rapidly as
the energy approaches 52.8 MeV. Consequently, an
effect such as pileup, that added energy to an event, tend-
ed to make some fraction of the inner bremsstrahlung
events indistinguishable from p+ ~e+y events.

Within a clump there were typically five or six crystals
with appreciable deposited energy including any pileup
energy. The probability that there was more than 1 MeV
of pileup energy was typically 6% for photons and 10%
for electrons. The probability was lower for photons be-
cause the hardware definition of a photon required that
no charged particles passed through the plastic scintilla-
tors in the appropriate quadrant of the detector within
+10 ns of the trigger.

A simple pileup rejector was used in the analysis of the
entire data set. Any crystal within a clump had to have a
crystal time within 5 ns of the time of the HPHC if it had
more than 7 MeV deposited energy. If any crystal within
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FIG. 12. The measured ratio of pileup energy to primary en-
ergy vs primary energy for a typical Nal(T1) crystal.

the clump failed this test, the entire clump was discarded
because it contained pileup energy.

For the data taken in period III, an improved pileup
rejection scheme was employed. This scheme was based
on a second energy measuring system (Sec. II H). Pileup
was detected if the ratio of the pileup energy to primary
energy was outside a certain range. The 60-ns pileup gate
maximized the sensitivity to signals that were not coin-
cident with the trigger. Tests showed that low-energy (1
MeV) pileup that was out of time by more than 2 ns was
detected. The pileup scheme was calibrated with le
triggers. For each crystal, a two-dimensional histogram
of the pileup energy ratio to primary energy was accumu-
lated during the first-pass analysis. A typical histogram
is shown in Fig. 12. An unpiled-up pulse had a ratio of
-270 in the units of the figure. If a crystal was outside
the normal range, it was excluded from the energy sum.
In addition, if this crystal had more than 2.5 MeV depos-
ited in it, the entire clump was discarded. This scheme
was based on the typical configuration of events; because
-80% of the crystals in a clump have no "real" energy
in them, it was most likely for pileup energy to have oc-
curred in a crystal that had no energy from the triggering
particle.

The efficiency of the pileup rejector was determined us-
ing data triggered on a free-running pulser gated with the
beam. In the absence of pileup, there would have been no
energy deposited in the crystals. Consequently, these
runs detected pure pileup. These runs were taken at vari-
ous instantaneous beam intensities. The analysis of these
data shows that the pileup rejection scheme reduced the
acceptance by 5.2% for photons and 9.5% for positrons
at a typical beam intensity. The probability of a photon
(positron) to have more than 1.0 MeV of undetected pile-
up energy was 4.3% (5.7%). Figure 13 shows the pileup
probability distribution for photons before and after pile-
up rejection. Figure 14(a) compares normalized positron
energy spectra for prey candidates at instantaneous
muon-stopping rates of 4.2 and 8.4 MHz; the increased
pileup at the higher intensity is evident. Figure 14(b)
shows the normalized spectra after pileup rejection; no
appreciable differences between the spectra are apparent.
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FIG. 13. The probability that a photon clump is piled up vs

the amount of pileup energy before (upper curve) and after
(lower curve) pileup rejection.

C. Normalization

Measured branching ratios were calculated from the
relation

8= Nab.

N( 0I4~)ec( e T Ib )eD
(5)

where N, b, is the number of observed events (or the
upper limit of the observed number of events), N is the
total number of muons that decayed during the live time
of the detector, QI4nis the so. lid angle of the detector for
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FIG. 14. Normalized spectra of the positron energy for
p+ ~e+y candidates from data with instantaneous muon stop-
ping rates of 4.2 and 8.4 MHz (a) without pileup rejection and
(b) after pileup rejection.

the desired events subtended from the target, ec is the
eSciency of the data cuts, eT is the eSciency of the

trigger requirements, b is the partial branching ratio for
the region of phase space over which events were generat-
ed in the Monte Carlo program, and eD is the eSciency
associated with the detector. We discuss below how each
of these factors was determined for the processes of in-

terest.

1. Number of decaying muons

The total number of decaying muons for each run was
determined by using the average of the number of counts
in the hodoscope counter located at the center of each
quadrant and then correcting for the acceptance of these
counters and the live time of the experiment. The accep-
tance of the counters was determined with the Monte
Carlo program. The program recorded the fraction of
muon decays that triggered a hodoscope counter. The
effects of multiple scattering, bremsstrahlung, and "back
splash" from the electromagnetic shower in the NaI(T1)
were included. This method is insensitive to any residual
muon polarization because of the symmetry about 90'.
The result of this calculation is

N =(11.1+0.2)NH,

where NH is the sum of the number of counts in the four
central hodoscope counters.

The fractional live tirrie was defined as the fraction of
the time with beam present that the detector was actually
available for data collection. It was determined by the
ratio of the number of counts in the four hodoscope
counters gated by the experiment-ready gate and the
number of counts gated only by the beam-on gate. The
experiment-ready gate included the effects of dead time
caused by data read out and the data-acquisition comput-
er being busy. The fractional live time was a function of
the instantaneous muon-stopping rate and was 85% aver-

aged over the entire data-taking period. The number of
muons stopped during period I was 2.20&(10", during
period II was 1.32&(10", and during period III was
7.97&(10",all corrected for the detector live time.

Z. Detector acceptance

The product, (Q, I4n)ec(erIb), .was found for each
process from the Monte Carlo program. This product
was calculated separately for the conditions of the three
data-taking periods. As described previously, each type
of event was generated in the Monte Carlo code and the
response of the detector to each event was simulated.
The events then passed through the same reconstruction
programs as the data. The results of these calculations
are shown in Table II.

For some processes, such as p+~e+e+e vv and
p+ ~e+yvv, events were generated over only a portion
of the available phase space. Events in the excluded re-
gions had no chance to satisfy the detector trigger re-
quirements. In this case, the factor b had to be included
to account for the fraction of phase space omitted. This
factor was evaluated in the Monte Carlo code by a nu-



38 SEARCH FOR RARE MUON DECAYS WITH THE CRYSTAL BOX. . . 2091

TABLE II. Detector acceptance calculated with Monte Carlo Program.

Process

Region of

phase space generated
0

ECLAT

p+ e+y
p+ ~e+yvv

e+rr

p+ ~e+e+e
p+ e+e+e vv

All

Ey &38 MeV
E, &38 MeV

All

All

E, &10 MeV
E, +E, +E, &45 MeV

1

8.6 &( 10

1

1.8 y10-'

0.301
0.0078

3 quadrant: 0.051
2 quadrant: 0.013

0.096
0.0012

0.64
0.43

0.50
0.62
0.52
0.33

merical integration over the allowed region of phase
space.

ED =(Er) (e),p ) eqpeDc'eM (6)

The first factor e~ is the efficiency of identifying a photon
quadrant with no extraneous scintillator signal that
would have vetoed a valid eyy trigger. The value of e~
was obtained from the number of photon quadrants
without scintillator signals when the electronics was ran-
domly triggered during the beam gate. The square of e~
appears in Eq. (6) because two different photon quadrants
were required for three-quadrant eyy triggers. The next

3. Detection eQciency

Several detection efficiencies are included in the value
of eD. Most of these were dependent on the instantane-

ous muon-stopping rate and on the event type being con-
sidered. The separate factors that enter into eD are listed
in Table III. A product of the appropriate factors for
each type of event was calculated for each data run. For
example, for three-quadrant eyy triggers, eD is given by

two quantities 6'yp and e& are the efficiencies for discard-
ing valid events due to the presence of piled-up photon
and positron clumps, respectively. These efficiencies were
different for the various data samples because of the
different pileup rejection methods. The efficiencies were
determined by measuring the percentage of piled-up pho-
tons or positrons as a function of the instantaneous
muon-stopping rate. The quantity @Dc is the rate-
dependent detection efficiency of the drift chamber and of
the track-reconstruction algorithm. The value for E'Dc

was found from the percentage of single positron tracks
reconstructed in the drift chamber for several beam rates.
The final quantity eM takes into account several miscel-
laneous eSciencies, such as the probability that the I
counter vetoed a valid event originating from the target
and that the algorithm for finding positrons annihilating
in flight vetoed a good event. The efficiency e~ has a
(nearly) rate-independent value of 98%%uo. The various e's
are defined so that they are independent of each other.
Thus, for example, woe in Eq. (6) is measured for elec-
trons that are not piled up.

Even though the hardware NaI(T1) quadrant energy

TABLE III. Detection efficiencies.

Process

p+ ~e+y
p+ ~e+yvv

e'Xr

p+ ~e+e+e
p+ ~e+e+e vv
Factors:

R =instantaneous p+rate (MHz)
ey: Photon quadrant definition=1 —0.0363R

yE yp ft.p E'DcE'M

6y Gyp Eep GRDCE'M6)B

2 quadrant: ey(E'yp) 6 pE'Dc6'M

3 quadrant: (ey)'(E'yp) Gep~Dc~M

38 3
~DC( 6~p ) EM ~3eN

p ~

3eN

~M

1 —0.00381R;data sets I,II
Probability a photo»s «jected as piled-up =

1 —0.0108R;d t t III
1 —0.0106R;data sets I,II

Probability an electron is rejected as piled up —
1 0 0197R

Drift-chamber track-finding efficiency =1—0.0076R
Drift-chamber efficiency for 3e events =1—0.032R

0.50;data set I
p+ e+y» threshold efficiency 0.916;d II, III
p+~e+e+e vv threshold energy = 0.63

Miscellaneous efficiencies ( =0.98)
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threshold was set to -37 MeV for data set I, crystal gain
drifts and crystal-to-crystal gain differences resulted in a
somewhat higher effective threshold. This resulted in a
low detection efficiency for p+~e+vvy events. The
hardware threshold was lowered by -5 MeV for data
sets II and III, which significantly increased the inner
bremsstrahlung detection efficiency. The detection
efficiency, as a function of energy threshold, was deter-
mined by comparing the detected positron energy for
out-of-time events, for which the positron comes from
p+~e+vv, with the observed energy spectrum for le
events with no energy threshold as discussed in Sec. V H.

D. Maximum-likelihood analysis

In most of the analyses described below, the
maximum-likelihood method was used to estimate the
number of signal events (n, ) in the presence of a large
number of background events from several sources. The
likelihood function is defined to be

T

n, n, . n„
X(n„n, , )= g P(x;}+ Q(x;}+ R(x;), (7)

where N is the total number of events within the data
cuts, n, (n, ) is the estimate of the number of events from
process s (s'), and n„=N n, n, . —is the est—imate of the
number of events due to random coincidences. Each
event is assumed to arise from one of these processes.
The vector x has components that are relative times and
various kinematic quantities such as angles and particle
energies. P, Q, and R are the normalized probability dis-
tributions for events from s, s', and random background
events, respectively. The best estimates for n, and n, . are
those that maximize the likelihood for positive values of
n, and n, .

The dependences of P, Q, and R on relative times were
determined from data distributions. The dependences of
P and Q on kinematic quantities were obtained from
Monte Carlo programs; R was determined from out-of-
time data events.

In the absence of a detected signal, the 90%-
confidence-level upper limit n, is found from

f f X(n„n, )dn, dn, =0 9f f X(n.„n, )dn, dn, ,

where, of course, X=0 when n, +n; ~ N.

E. prey analysis

As described above, 2.6)& 10 events survived the first-
pass analysis. The final analysis was performed on the
17073 events that passed the second-pass pileup rejec-
tion, the inner bremsstrahlung veto, and positron annihi-
lation algorithms and satisfied

~

b, t,~ ~

(5 ns, 8,&
& 160',

E~ & 40 MeV, and E,N,i) 40 MeV, where E,N, &
is the en-

ergy deposited in the NaI(Tl) by the electron. The contri-
bution from each of the three running periods appears in
Table IU. Figure 9 shows b, t, , the positron-photon rela-
tive timing, for the events from the third running period.
This figure shows the broad timing distribution due to
random photon-positron triggers and a coincidence peak.
The width of the coincidence peak is 1.1 ns (F~HM).
The majority of the events in the coincidence peak are
due to p+ ~e+vVy but any p+ ~e+y events would also
be included. The random timing distribution is slightly
rounded by the differing losses of efficiency for the many
detector elements in the coincidence logic for large

To estimate the number of p+~e+y events in the
complete data sample, the maximum-likelihood method
was employed. The analysis was performed on the
N=10996 events with

~

b, t, ~ ~

(2 ns; the remaining
6077 events were all random coincidences. n, (n, .} is the
estimate of the number of p+~e+y (p+~e+vvy}
events. The vector x has components ht, , 8, , E„and
E . P, Q, and R are the normalized probability distribu-
tions for p+~e+y, p+~e+vvy, and random back-
ground events, respectively. They were generated sepa-
rately for each of the three running periods.

For the R and P distributions, the four coordinates
b, t,r, 8, , E„and E~ are statistically independent, while
for the p+~e+vvy distribution Q, ht, is independent
of the correlated coordinates 8, , E„and E . Thus, the
probability distributions were factored as follows:

P(x)

=Pi�(ht,

r)P2(8, r)P3(E, )P4(Er ),

Q(x}=Q,(ht, y)Q2(8, r, E„Er),

R(x) Ri(ht y}R2(8,r)R3(E )R4(Er)

The distributions P, =Q, and R, were determined by
fitting the measured timing distribution (Fig. 9) to a

TABLE IV. Number of candidate events to be analyzed for LM+ ~e+y for the three running periods.

Run
period

I
II
III

Nal(T1) quadrant
trigger threshold (MeV)

-40
-35
-35

Pulse-shape
pileup

rejection

No
No
Yes

p stops in

live time

2.20X10"
1 ~ 32~ 10"
7.97K 10"

ey
triggers

1.24 && 10'
2. 55 X 10
1.03 ~ 10'

Number of
candidate

events

3283
2702

11 088

1.149~ 10" 1.40~ 10' 17073
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FIG. 15. The separate regions of phase space in which inner
bremsstrahlung events were generated with the Monte Carlo
program. Each region includes all of the area above and to the
right of the boundary up to the kinematic limit. The branching
ratio in each region is a, 8.6&(10 ', 6, 1.9&10 ', c, 2.9&10 ',
d, 2.2)(10,and e, 1.65' 10

Gaussian peak and a quadratic function, respectively.
The distributions P2, P3, P4, and Q2 were obtained from
the Monte Carlo simulation of the detector response to
p+ ~e+y and p+ ~e+vvy. The distributions R z, R 3,
and R4 were determined from the 6077 data events with

~
bt,

~

&2ns.
The three-dimensional distribution Q2 needed special

handling because of the steep variation in the
p+ ~e+vvy matrix element. A straightforward Monte
Carlo simulation of events above 38 MeV using a reason-
able amount of computer time would have resulted in
several bins in Q2 with at most very few events, and
hence with statistical fluctuations in the probability for
p+~e+vvy. This problem was solved in two stages.
First, the Monte Carlo simulation was thrown over five
sections of phase space, as shown in Fig. 15, to enhance
the statistics in the low-probability region near
E, =Ey =52.8 MeV. The five sections were combined
with appropriate weights to give a distribution with
better statistical significance over the entire region of in-
terest (E,N, i & 40 MeV, E & 40 MeV, 8, & 160').
Second, the remaining fluctuations in probability were re-
moved by smoothing the probability of a bin into the
neighboring bins of this distribution. The probability-
sharing weights for the central and neighboring bins were
chosen to satisfy the constraint that, after three smooth-
ing operations, the first-, second-, and third-order mo-
ments of the smoothed distribution were within 1% of
those of the unsmoothed distribution. Keeping the mo-
ments constant in the smoothing prevents shifts in the
spectra that would change the estimated number of inner
bremsstrahlung events due to the rapid change of shapes.
The smoothing weakly affected n&B, the estimated num-
ber of inner bremsstrahlung events from the likelihood
analysis, but did not alter n, y.

FIG. 16. The normalized likelihood function for all of the
data plotted as a function of the number of inner-
bremsstrahlung events and the number of p, +~e+y events.
The projected distribution on the n, ~-likelihood plane is also
shown.

For run period I, the distributions P3, P4, Q2, R 3, and
R4 were corrected to take into account the loss in
eIIiciency in the data due to the higher NaI(T1) quadrant
energy threshold. The correction was determined for
each quadrant by comparing the E, and Ey spectra for
the data from period I with those froxn period II.

Figure 16 shows the normalized likelihood function for
all of the data. This implies n, a =3465+77 and n, =0
The contributions from the three running periods are
shown in Table V. The value for n, a compares well with
the 3457+139 inner bremsstrahlung events expected in
the entire data set; this was derived from the total num-
ber of p stops in the live time of the experiment, the
detection efficiency, and the fraction of phase space with
EeNar )40 MeV Ey )40 MeV, and Hey ) 160'. The
agreement between the observed and expected numbers
of inner bremsstrahlung events is better than in Ref. 13
due to the inclusion of the residual nonlinearity of the
NaI(TI) readout system in the Monte Carlo simulation.

The trigger efficiency was much smaller for run period
I (0.5) than for periods II and III (0.92) because of the
higher NaI(TI) quadrant energy threshold (Table IV). Be-
cause the hardware system detected piled-up energy in
each crystal during run period III, it was possible in
—11% of the cases to ignore an individual piled-up crys-
tal in a positron or photon cluster without discarding the
event. On the average, only about one-half of the energy
in this crystal was due to pileup so some events near the
energy thresholds were lost. The efficiency associated
with this effect was about 0.92, and applied only to the
data of period III.

The likelihood function distribution implies n, y(11
events (90% C.L.). Table VI shows the limits obtained
separately from the three running periods, along with the
derived branching-ratio limits. The final result is
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TABLE V. Expected number of inner bremsstrahlung (IB) events in the data from the three running

periods, and the observed number at the peak of the likelihood curve.

Run
period

I
II
III
All

IB
detection
efficiency

0.290+0.031
0.596+0.022
0.469+0.022
0.449+0.021

IB
branching ratio
X acceptance

(8.10+0.16)X 10
(8.10+0.16)X 10
(6.16+0.12)X 10
(6.69+0.11)X 10

Expected
number of

IB

516+56
639+27

2302+116
3457%139

Observed
number of

IB

465+33
705+34

2301+61
3466+77

B„,r (4.9X10 " (90% C.L.). There is an additional
uncertainty of 2.7% in the branching-ratio limits due to
the uncertainties in determining the net p stops.

Many tests have been imposed to verify the accuracy of
the analysis. (1) Figure 17 compares the distributions for

Ey ~ y and ~t
y

for the data and for the best
maximum-likelihood fit. The agreement of the distribu-
tions show that it is a good fit. (2) The number of events
from p, +~e+vVy agrees well with the expected number
(Table V). This is an extremely sensitive test of the ener-
gy scale and thresholds as illustrated in Fig. 18. This
agreement persists when the thresholds are lowered to
E,N„& 38 MeV and Ey )38 MeV and the loss in detec-
tion efficiency at the lowest energies is included in the
probability distributions (7334+322 expected versus
7275+104 observed from the likelihood analysis). (3) The
number of inner bremsstrahlung events derived from the
maximum-likelihood analysis (3466+77) agrees well with
the number of events obtained by fitting the peak of the
timing distribution (3530+100). This is sensitive to
differences between Q(x) and the inner bremsstrahlung
data. Again, the agreement is maintained at the lower-
energy thresholds (7280+183 in the prompt timing peak
versus 7275+104 from the likelihood analysis). (4) The
data have been analyzed separately for the three run
periods. Each period shows consistency between the ex-
pected and observed numbers of p+~e+vvy events
(Table V), and zero p+~e+y events. The consistency
checks our understanding of the effects of the various
hardware configurations, including differing hardware
thresholds, beam intensities, and pileup rejection
methods. (5) Adding 20 Monte Carlo p+~e+y events
to the data stream causes the likelihood curve to peak at
n, =24k8 events, thus verifying the correctness of the
likelihood analysis code. (6) For period III the data were
divided and analyzed according to the four possible qua-

drant orientations. The observed numbers of
p+~e+vvy events agree with the expected numbers to
within 5%, though the four observed numbers differ by
up to 20% due to different quadrant energy thresholds.
Also, each of the four likelihood curves peak near zero
p+~e+y events with two of the distributions having
their maxima at small positive values; the fluctuation
about zero indicates that there is no systematic bias in the
analysis.

F. p~eyy analysis

Candidate events for p+~e+yy were present in two
separate data streams, the three-quadrant eyy trigger
and the opposite-quadrant ey trigger. The events from
the e y stream had to have more energy deposited in each
quadrant than the NaI(Tl) quadrant energy signal thresh-
old due to the ey trigger requirements. The p+ ~e+yy
candidates were extracted from the two-quadrant triggers
by selecting events with at least one additional photon in
either the electron or photon quadrant. There were
2.2 X 10 candidate three-quadrant events and 1)& 10
candidate two-quadrant events.

A total of 2. 1X 10 events passed the first-pass cuts de-
scribed above. The vast majority of the surviving events
had a "split clump, " an electromagnetic shower from one
particle that was misidentified as being due to two parti-
cles. Crystals not included in a clump were assigned to
other clump(s) even if they were contiguous with the orig-
inal clump. Thus an unusually broad electromagnetic
shower could be considered to be two separate clumps.
One way for this to happen was for particles from the
shower to emerge from the front face of the NaI(T1) and
travel to the crystals in an adjacent quadrant. Most of
the remaining cuts imposed in the first data analysis pass
were designed to eliminate events with split clumps

TABLE VI. The p+~e+y branching ratios derived from the maximum-likelihood fit to the data from the three running periods
and the p-stop normalizations.

Run
period

I
II
III
All

p+~e+y
detection
efficiency

0.663+0.032
0.724+0.015
0.632+0.018
0.650+0.017

I
+ e+r

acceptance

0.302+0.002
0.302+0.002
0.301+0.002
0.301+0.002

p stop times
acceptance

(4.39+0.21)X 10'
(2.90+0.06) X 10"
(1.52+0.05) X 10"
(2.25+0.06) X 10"

Observed
number of

& 8.0
&6.5

& 10.0
&11~ 0

p e 3'

branching ratio
(90% C.L.)

& 1.8X10
&2.2X 10
&6.6X 10
&4.9X 10
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FIG. 18. Branching ratio for p+~e+vvy for 0,~ & 16D as a
function of the energy threshold for E, and E~.

FIG. 17. Spectra from data set III for each of the quantities
used in the p+~e+y likelihood analysis. (a) The distribution
of b t,~, the relative timing between the positron and the pho-
ton. The solid curve is the fit to these data with a Gaussian for
p~eyvv plus a quadratic for randoms. The dashed curve is
the random background in the fit. (b)-(d) The distributions of
8,» E„and E~. The curves are the sum of Monte Carlo spectra
for p —+eyvv and random spectra obtained from out-of-time
events with the normalizations determined from the best likeli-
hood fit.

without rejecting true p+~e+yy events. Events from
p+~e+yy tend not to have soft photons but do have a
large opening angle between the photons. The cuts re-
quired that the opening angle between each pair of parti-
cles was at least 15', that E+P (135 MeV, and that the
three particles were coplanar to -25'. A total of 50920
events passed these cuts.

The second analysis pass corrected gain drifts and im-

posed the pileup rejection algorithms. In addition, two-
quadrant events with the two photons in the same
NaI(Tl) quadrant were eliininated. Only 1% of the
p+ ~e+yy events distributed according to Eq. (4)
should have this topology. A total of 42624 surviving
events were written into summary files for subsequent
analysis. Because these events were analyzed with the
final NaI(T1) gains, tighter energy cuts could be imposed.
Accordingly, the energy in each HPHC was required to
exceed 7 MeV and the energy deposited in each of the
two NaI(T1) quadrants by the three detected particles for
two-quadrant events was required to exceed the measured
quadrant energy thresholds. These cuts reduced the
number of candidates to 7083, of which 516 were two-
quadrant events.

The sum of the energies of any pair of particles must
exceed one-half the muon mass for true p+~e+yy
events. Eliminating events in which a two-particle ener-

gy sum was less than 51 MeV reduced the data sample to
711 events, of which 75 were two-quadrant events. Addi-
tional cuts eliminated inner bremsstrahlung events,
events with a positron annihilating in Aight, and events in
which either photon energy was less than 20 MeV. A to-
tal of 364 events remained, of which 33 were two-
quadrant events.

Figure 19 shows the distribution of these events as a
function of T=2te —t» —t~2 ~ This timing variable is
used because all known background processes are Aat in
~; true p+~e+yy events would peak at ~=0 with a
width of 1.5 ns (FWHM) (Refs. 14 and 35). Only those
272 events with

~

r
~

&4 ns appear in this figure. There is
no evidence of a peak. An analysis of the distribution of
Fig. 19 implies that there are fewer than 30 coincident
events (90% C.L.) in this plot.

The fina analysis utilized the kinematic properties of
p+ ~e+yy events as well as their timing characteristics.
Two variables were defined to impose the constraints of
conservation of momentum. One variable is the magni-
tude of the vector momentum sum within the decay
plane, defined as pi

——
~ p, +pb+p, b X(p, Xp,b ) ~, where

p, and pb are the momenta of the two particles that are
most nearly perpendicular to each other, p,b is the unit
vector normal to the plane defined by those two particles,
and p, is the momentum of the third particie. The other
variable is the cosine of the planarity angle,
cosa=p, p,b, which is independent of the energy mea-
surements. The final cuts required p

~~

( 14 MeV/c,
~

cosa
~

&0.2, and 90&E„,& 108 MeV. These cuts
would have removed 15.8%%uo of the true p+~e+yy
events. The ~ distribution of the 20 events that survived
these cuts is shown as solid bars in Fig. 19. From this
distribution, there are 2.4+3.6, or &7.6 (90% C.L.)
coincident events.
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This upper limit can be improved by examining in de-
tail the distributions in p~~, cosa, and E„„aswell as ~.
This was done for the nine events with

~
~~ &1.5 ns.

Figure 20 shows the distributions in these four variables
for the nine data events, while Fig. 21 is for three-
quadrant p+~e+yy events as generated by the Monte
Carlo program. Figure 22 shows the same distributions
for background events; the v distribution is assumed to be
flat for these events. The background distributions were
obtained from the 103 events with 2. 5 &

~

r
~

& 5.0 ns be-
fore the final cuts were imposed.

The final analysis for the nine surviving events used the
maximum-likelihood method to estimate the number of

Mw1000-
LLJ

LLJ

~ . . I . 10
0.0
cos a

0 I I I

0$ -5 -R5 0 ZS 5
~ (ns)

FIG. 21. Monte Carlo-generated probability distributions in
the four analysis variables, E„„p~~, cosa, and ~, for the three-
quadrant eyy events with no added piled-up energy.

p+ ~e+ yy events. The probability densities, which
were functions of the four variables described above, are
shown in Figs. 20—22. The P(x;) probability density
function were determined separately for each run period
to account for the differences in hardware configurations,
instantaneous beam rates and pileup rejection methods;
two- and three-quadrant events were also treated sepa-
rately. The distributions in the variables p~I, E„, and
cosa are weakly correlated.

The resulting normalized likelihood function is shown
in Fig. 23. The function peaks at n, ~~=0. The 90%-
confidence-level upper limt is n, =2.9 events. This re-
sult is insensitive to moderate variations in the probabili-
ty density distributions. Using the number of muons
stopped on the target and the acceptance and efficiency of
the apparatus, we obtain

rn 3-
4J0 2
LJ

B
YY

& 7.2 X 10 (90% C.L. ) .

The upper limit found from the analysis of the ~ distri-
bution alone is B,z & 6.3 X 10 ' (90% C.L.) before the
final cuts and B,&

& 1.9X10 ' (90% C.L.) after the
final cuts. Further details appear in Ref. 35.

I ~ ~ ~ I ~0
0.0
cos a

0 I I

0~ -5 —Z5 0 25 5
~ (ns)

FIG. 20. Distributions of the surviving nine data events in
the four analysis variables, E„„p~~,cosa, and ~.

G. p ~e+e+e analysis

For all p+~e+e+e candidate events, the positron
(and electron) energies were measured in the Nal(T1), the
times were measured in the scintillator hodoscope
counters, and the trajectories were measured in the drift
chamber. The signature for p+~e+e+e is that the
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The analysis of the data taken during periods II and III
is discussed here; the results of the analysis of the earlier
data have already been published. Candidate events for
p+~e+e+e were required to have bt, , &0.4 ns, an
unweighted rms vertex separation (4.2 cm, a weighted
vertex &780 [see Fig. 10(a)] and to be coplanar. The co-
planarity cut required the absolute magnitude of the sca-
lar triple product between the unit vectors along the
three measured trajectories to be & 0. 11.

A total of 179 events passed these cuts. Their distribu-
tion versus E„, and

~
P„,

~

is shown in Fig. 24. Also
shown is the contour that contains 95% of the
p+~e+e+e events, as calculated by the Monte Carlo
program, assuming a constant matrix element. No data
events fall within this contour.

The acceptance of the apparatus for p~3e within the
above cuts was (9.6+0.2)% and the detection efficiency
was 0.52. Thus we obtain

B„38&4.9X10 (90'%%uo C.L. ) .

This result can be combined with our earlier result of
Ref. 37 to yield

0 S I a I a

0.0
COS a

OS B„3,&3.5X10 " (90% C.L. ) .

FIG. 22. Background probability distributions in three of the
four analysis variables, E«t pll an c a

three trajectories emerge from a common vertex in the
target in time coincidence, that they are coplanar, and
that they obey E„,=M„, and

~
P„, ~

=0.
The vast majority of p+~e+e+e triggers were due

to the detection of positrons from three uncorrelated
muon decays that happened to occur at nearly the same
time (randoms). Because the signs of the charges of the
particles were not measured, these events had to be elim-
inated by requiring the above signature. Some triggers
were due to p+~e+e+e vv. These events satisfy the
vertex and timing signatures but do not satisfy the kine-
matic signatures. In addition, they satisfy E+P &M„.

This is the final result of this decay mode from our data.
At this level, it verifies the result published from SIN-
DRUM (Ref. 15) [B„3,&1.0X10 ' (90% C.L.)] with a
dift'erent detection method.

The performance of the apparatus and the normaliza-
tion were checked by studying the p+ ~e+e+e vv
events. For these events, no cut on coplanarity was made
because the three charged particles need not lie in a
plane. Figure 25(a) shows b, t, , for the events that
passed the vertex cuts and satisfied E+P&110 MeV.
These events were almost entirely randoms. Figure 25(b)
shows ht, , for the events with E+P g 100 MeV. This
plot has a prominent coincidence peak superimposed on a
random background. From these data, a net excess of
400+35 coincidence events was observed. The branching
ratio for p+~e+e+e vv is predicted from standard
electroweak theory ' to be B 3, „——3.59X10 . This

experiment detected events with electron energies greater
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FIG. 23. The normalized likelihood function vs the number
of p+ ~e+yy events, n, », for the nine candidate data events.
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FIG. 24. Distribution of E„, vs
~
P„,

~

for the 179
p+~e+e+e candidate events satisfying the fina cuts. The
contour contains 95%%uo of the p+ ~e+e+e events generated by
the Monte Carlo program.
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The efficiency was determined by comparing E,~„ from
out-of-time events, for which the positron comes from
p+~e+vV, with E,N„ from le events with no energy
threshold. Figure 27 illustrates the comparison for the
top quadrant.

The number of )M+ —+e+yf events in the 20015 events
with

~
ht,

~
& 1.5 ns was estimated with the maximum-

likelihood method as described above. Here n, (n, . is the
estimate of the number of p+~e+yf (tu+~e+vvy)
events. The vector x has components M,& and ht, ~. Fig-
ure 26 shows the M,(r distributions for p, +~e+yf,
)LI+~e+vvy, randoms and for the data events, together
with the distribution corresponding to the maximum-
likelihood fit. The difFerence between the fit and data dis-
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FIG. 25. ht„, for events with (a) E+P & 110 MeV and (b)
E+P & 100 MeV.
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than 10 MeV and E„,& 45 MeV: for this region of phase
space, the prediction is 8'3, ——1.18)(10 . The mea-
sured branching ratio is 8'

3
——[ l. 11+0.11 (stat) +0.08

(syst)]X10, in agreement with the theoretical predic-
tion. The largest contribution to the systematic error is
the uncertainty in the threshold of the individual NaI(T1)
discriminators: the majority of p+ ~e+e+e vv events
had at least one particle depositing less than 10 MeV in
the NaI(T1).
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The e+y data were also used to search for light scalar
or pseudoscalar bosons ' such as familons, axions, and
Majorons. Such bosons might be produced in the radia-
tive decay p+-+e+yf, where f is any particular such bo-
son.

A discussion of the various Lagrangians that could
generate p+ ~e+yf and of the resulting differential dis-
tributions was given in Ref. 31. Events from tu+ ~e+y f,
with the light boson undetected, are characterized by the
fact that M,&-0, where M,z is the calculated square of
the effective mass of the unobserved neutral particle(s).
Events from muon inner bremsstrahlung satisfy Mgff )0
while random events have —1000&M,N &500 MeV .
This is illustrated in Fig. 26. Strictly speaking, the limit
is applicable to m& & 2m, since heavier bosons would be
expected to rapidly decay into an e+e pair.

To maximize the sensitivity to p+ ~e+y f, the analysis
was performed on data set III, which had the least un-
detected pileup. The final cuts were relaxed to E~ ~38
MeV, EeNai) 38 MeV, and Oey&140. To utilize the
lower energies, the detection efficiency as a function of
energy deposited in each NaI(T1) quadrant had to be

0 I I I I
I I I I

x Data
Fit

I I I

X

X0— I

I

I
K

I

I

0 s s ( sr i ) ~ g ) s s ) s

—900 —600 —X)0 0 300
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FIG. 26. The distributions for M,z, the calculated square of
the effective mass of the unobserved neutral particle(s} for
events from (a) p~eyf; (b) )M~evvy; (c) random events; and
(d) the 6nal data set. (a) and (b) were generated with the Monte
Carlo program. Also shown in (d} is the sum of p~evvy and
random events with the relative normalization determined by
the best likelihood fit.
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properties of the couplings and so extends the range of
validity of conclusions based on the scale of F. Con-
straints for other couplings were discussed in Ref. 31;
these constraints also improve by a similar small amount.

VI. DISCUSSION

200 x
LLJ x

z 0
34 42
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FIG. 27. A comparison of E,N, &, the energy deposited in the

NaI(T1), by positrons from out-of-time events and from le
events for the top quadrant.

&ts
FIG. 28. The normalized likelihood function plotted vs n&B

and n, », the number of inner-bremsstrahlung and y, ~eyf
events, respectively. The projected distribution in the n, yf-
likelihood plane is also shown.

tributions corresponds to a 7 of 30 for 27 degrees of free-
dom. Figure 28 shows the normalized likelihood func-
tion. The peak implies neyf —0, n&B ——7350+115. n~B
here is slightly different from that quoted in Sec. VE
(7275+104) due to small differences in the analyses. The
n,a's agree with the 7334+118 (stat) +300 (syst) inner
bremsstrahlung events expected in this data sample. The
systematic error is dominated by the uncertainty in the
absolute experimental energy scale.

The likelihood-function distribution implies n, rf & 165
events (90% C.L.) including contributions from systemat-
ic uncertainties. This implies I (p+ ~e+yf )I
1(p+ —+all) &1.1X10 (90% C.L.) over the region of
phase space described above. For f=familon, this im-

plies that F & 3. I X 10 GeV, where I /F is the scale of the
symmetry breaking. This limit is a slight improvement
on the result in Ref. 31, but it is not as sensitive as the
limit derived in Jodidio et al. , F)9.9)( 10 GeV.
However, our result does not depend on the chirality

A. Theoretical implications of the results

As indicated in the Introduction, many theoretical pa-
pers have been written on the subject of lepton-family-
number-nonconserving muon decays. These usually de-
scribe detailed models with several parameters. The lim-
its implied by our measurements on the tnasses of new
particles in a few specific generically different models are
presented below. Within the framework of these models
the mass limits are well determined. In other models of
the same general type, the limits are illustrative of the
mass scales being probed.

Models that predict the existence of lepton-family-
number-nonconserving muon decays have been developed
with the following attributes: massive neutrinos, ' '

left-right symmetry, supergravity and supersymmetry,
doubly charged leptons, extended Higgs sector, com-
posite particles, horizontal gauge bosons, and tech-
nicolor. Some of these models are most tightly con-
strained by the limits on p~3e (Ref. 15), others by

p Z~e Z (Ref. 51), and still others by lepton-family-
number-nonconserving kaon decays.

The new limit on prey provides the most stringent
constraints for supersymmetric and composite models.
Borzumati and Masiero have examined N=1 super-
gravity models. In these models, assuming the lower lim-

it on heavy neutrinos of 20 GeV imposed by collider ex-
periments, the new experimental limit on prey in-

creases the lower bound of the scale of the symmetry
breaking from 83 to 100 GeV. Ellis and Nanopoulos
examined the phenomenological implications of super-
symmetric theories. If gravity breaks the supersym-

metry, the new limit increases the lower bound on the
mass of the supersymmetric partners of the leptons from
30 to 42 GeV.

A number of authors have studied composite models
where the muon is either an excited electron or connected
to the electron through dipole transitions of the constitu-
ents. The results are qualitatively similar. Using our lim-

it on 8„,~ and assuming the strength of the constituent
interaction has a strength of a, the fine-structure con-
stant, then the mass of the constituents in these models
must be greater than 6)&10 GeV and the inverse size of
the interaction distance is 4.4&(10 GeV. The uncertain-

ty due to the coupling constant can be eliminated by
combining our @~ed and @~eely results. This yields a
weaker lower limit on the constituent mass of 7X10
GeV.

Two papers have studied the relationship between
Aavor-nonconserving processes and the electric dipole
moment of the electron in some extensions to the stan-
dard model. Our limit on B„,z implies a dipole moment
of (10 e cm, which is an order of magnitude lower
than the present direct experimental limit.
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We see no evidence for the emission of light scalar or
pseudoscalar bosons in the decay prey f. The resulting
limits on the couplings are discussed above and in Ref.
31. These limits are independent of the chirality proper-
ties of the coupling.

point of origin in the modes involving photons. Howev-
er, a general-purpose detector is not optimized for any
one channel. Hence, somewhat more sensitive results for
any particular branch could be obtained with a detector
designed to measure only one mode.

B. Limitations of the technique

The Crystal Box experiment has taken the technique of
detecting electromagnetic showers with inorganic scintil-
lators near the practical limits for rare decay experi-
ments. The limitations are due to singles rates, split
clumps, and resolutions. Photons may be detected with
lower singles rates by shielding the crystals with a mag-
netic field, but great cost would be required to have a
large solid angle detector beyond the field. The problem
of split clumps, due primarily to low-energy photons
bouncing around a massive detector, limits the sensitivity
of the three-body final-state experiments. The resolutions
achievable with available inorganic scintillators are not
adequate to suppress backgrounds to substantially lower
levels.

The Crystal Box detector was, from its inception,
designed to search for several rare decay modes simul-
taneously. This decision permitted hard-to-measure, but
important, properties of the detector to be cross-checked
with the different modes. For example, the measurement
of the target vertex resolution in the 3e mode was useful
in determining the uncertainty in the assumed photon

C. Conclusions

The Crystal Box experiment has been used to search
for lepton-family-number-nonconserving muon decays.
The branching ratios for the radiative decays
p+~e+v, v„y and p+~e+e+e v, v„have been mea-

sured and agree with theory. No evidence for the neutri-
noless decays has been found. The measured upper limits

&„,~ &4.9X1o ", &„,» &7.2X10
8„,«(3.5)&10 ", all at the 90% confidence level. We
also find no evidence for the emission of a light scalar or
pseudoscalar particle in radiative muon decays.
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