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We report the results of a polarized-X beta-decay experiment carried out in the Fermihb Proton
Center charged-hyperon beam. These results are based on 49 671 observed X ~ne ~ decays. The

beam had a nominal momentum of 250 GeV/c and was produced by 400-GeV/c protons im-
pinging on a Cu target. At a production angle of 2.5 mrad, the polarization was (23.6+4.3)%. The
decay asymmetries of the electron (a, = —0.519+0.104), neutron (a„=+0.509+0.102), and an-
tineutrino (a„=—0.230+0.061) were measured and used to establish sign and approximate magni-
tude of the axial-vector-to-vector form-factor ratio g, /f, . The form-factor ratios

~ g, /f,
~

and
f2/f, were determined most sensitively from the neutron and electron center-of-mass spectra, re-
spectively We o.btain

~ g, /f~ —0.237gz/f,
~

=0.327+0.007+0.019 and fz( 0) f/, ( 0)= —0.96
+0.07+0.13, where the stated errors are statistical and systematic, respectively. A general fit that
includes the asymmetries and makes the conventional assumption g, =0 gives the final value
g~(0)/f&(0)= —0.328+0.019. The data are also compatible with positive values for g2/f, com-
bined with corresponding reduced values for

~ g, /f,
~

.

I. INTRODUCTION

Baryon semileptonic decays are commonly described
by the Cabibbo model' which assumes that the hadronic
weak vector ( V) and axial-vector (A) currents belong to
SU(3) octets, and that the leptonic current is left handed.
It has long been recognized that the prediction of a neg-
ative sign for the axial-vector-to-vector form-factor ratio
g, If t in X ~ne v (i.e., opposite to the positiue sign ob-
served in neutron beta decay and in other strangeness-
changing beta decays) is a major characteristic feature of
this model. The unambiguous determination of this sign
therefore provides a crucial qualitative test of the model.
At a more detailed level, assuming exact SU(3) symmetry,
the Cabibbo model provides a description of all octet
baryon beta decays in terms of SU(3) Clebsch-Gordan

coefficients and a few free parameters (reduced form fac-
tors and the Cabibbo angle).

Determinations of g& If &
for other decays are in

reasonable agreement ' with this picture. On the other
hand, four previous experiments with polarized X
failed to confirm the predicted negative sign for g, If, in
X ~ne v. Small sample sizes, substantial background
levels, and limited control of the X polarization were
clear limitations of these early low-energy experiments.

Experiments with unpolarized X are primarily sensi-
tive to the absolute value

~ g, If&
~

. With one excep-
tion, ' such experiments have been in reasonable agree-
ment with each other" ' and with the Cabibbo model.
The most recent' of these attempted to infer the sign of
g, /f, from the electron spectrum. This analysis favored
a negative sign. However, the sensitivity to g, If, is
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quite small (the spectrum shape is dominated by phase
space} and highly dependent on radiative corrections and
the assumed value for the weak-magnetism form factor
fz. A decisive experimental result was certainly needed
to clarify this situation. The experiment reported here
was undertaken to provide it.

This experiment was performed using the Fermilab
Proton Center charged-hyperon beam. This facility is a
powerful tool for the study of hyperon physics since po-
larized hyperons (particularly X ) are produced copious-
ly, and their direction of polarization can be easily
changed. We employed double electron identification to
distinguish the rare beta-decay mode, X ~ne v, from
the dominant decay mode X ~nm. . The momenta of
the X, electron, and neutron were individually mea-
sured thus allowing full reconstruction of the decay. Be-
cause the X were produced polarized, we were able to
measure the electron, neutron, and antineutrino asym-
metries (a„a„,and a„}.The electron and neutron spec-

tra in the X rest frame were also analyzed. Results re-
ported here are based on a sample of 49671 X beta-
decay events with 2% background. A preliminary value
of a, based on a subsample of this data was published
previously. ' This paper supersedes it.

II. THEORY AND NOTATION

For the semileptonic decay X ~ne v, the matrix ele-
ment can be written as

M = —(n
i
J"

i
X )u(e )y„(1+y,)u(v), (2.1)

2

where G is the universal weak coupling constant. The
hadronic current can be written in terms of three vector
form factors, f ~

(vector), fz (weak magnetism), and f3

(induced scalar), and three axial-vector form factors, g&

(axial vector), gz (induced pseudotensor or weak electrici-
ty), and g3 (induced pseudoscalar):

fq(q') f3(q )
(n

~

J"
~

X ) =sinecu(n) f&(q )y"+ a&"y„+ qM, " M,

g3 q+ g&(q )y"+ o""y„+ q" y5 u (X ) . (2.2)

Here 8c is the Cabibbo angle, u is a Dirac spinor, and q
is the momentum transfer squared between X and the
neutron. The six form factors are functions of q and,
unless explicitly noted otherwise, we discuss their values
at q =0. Contributions to the decay distributions from

f3 and g3 are proportional to the electron mass divided

by the baryon mass and are therefore set to zero. We fol-
low the calculation and use the notation of Garcia and
Kielanowski. '

According to the Cabibbo model, the form factors for
the baryon-octet semileptonic decays are related to each
other by SU(3) Clebsch-Gordan coefficients. For X beta
decay in the SU(3)-symmetry limit, f, (0)= —1 and

fq( )0M/z ———(pz+2p„)/2M&, where p„and p are,
respectively, the neutron and proton anomalous magnet-
ic moments in units of nuclear magnetons. Taking'
p =1.793 and p„=—1.913, we get fz(0)/f ~(0)
= —l. 30 in the SU(3) limit. ' The form factor g &

for X
~ne V is given by the difference of two reduced form
factors D and F. These represent the symmetric and an-
tisymmetric coupling, respectively, of two SU(3) octets to
form a third. A recent fit ' to the Cabibbo model gave
F =0.477+0.012 and D =0.756+0.011 corresponding
to g, /f, =F D= 0 279+0—02—.3 for . the decay
X ~ne v. The gz form factor is due to a second-class
current and thus is zero in the SU(3) limit.

Next we consider the effects of SU(3)-symmetry break-
ing. The Ademollo-Gatto theorem ' implies that, to first
order in e=(M —M„)/M, f, is not renormalized.

In the same spirit, Sirlin has shown that, to first order
in symmetry breaking,

fz(0)/Mz —— [p& —p„+(pz+ pz )/2] —.1

P

(2.3)

The p's are anomalous magnetic moments in units of
nuclear magnetons. With current values of the magnetic
moments, ' p = —0.385+0.024 and JM +

——1.59
+0.02, this expression yields fz(0) =0.910+0.034. We
note that in the SU(3)-symmetry limit, Eq. (2.3) becomes
—(p~+2p„)/(2M ) yielding fz(0) =1.30

Various attempts have been made to calculate QCD
corrections to the axial-vector g, form factor. Recent
calculations give results that agree well with each
other and in fact, depart only slightly from the SU(3}
value (see Table I).

The gz term is expected to be nonzero given that SU(3)
is broken. It is expected to be proportional to hm/m
where m is a quark mass and bm is a quark-mass
difference (between the strange and down quarks in our
case). In fact, it has been shown explicitly that the
gluon-exchange correction to the quark decay vertex
indeed induces a gz term proportional to hm/m. The
same authors have also argued that the confinement of
quarks reduces the induced gz term. These two compet-
ing mechanisms have been evaluated recently in the
context of a bag model. Other authors ' have calcu-
lated gz using various bag models. These gz calculations
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TABLE I. Theoretical predictions for X ~ne v form factors.

Form factor

f, (0) vector
f2(0) weak magnetism

f, (0) induced scalar

g 1 (0) axial vector

g2(0) weak electricity

g3(0) induced pseudoscalar

SU(3)
exact

—1 (Ref. 1)
1.30 (Ref. 19)

Contribution
0.279+0.023 (Ref.

0.0

Contribution

SU{3)
broken

—1 (Ref. 21)
0.910+0.034 (Ref. 22)

to the matrix element =M, /Mq 0
3) 0.31 (Ref. 25)

0.29 (Ref. 27)
0.31 (Ref. 29)

—0.021 (Ref. 27)
0.46 (Ref. 29)

—0.022 (Ref. 30)
—0.10 (Ref. 31)

to the matrix element =I, /'Mq 0

are summarized in Table I.
In Eq. (2.2) we can factor out f t. Experimentally this

means that, unless the total rate is measured and sin8& is
known, only the ratios f2 If, , g, If„andgz/f, can be
determined. The assumption of time-reversal symmetry
constrains these ratios to be real.

The q dependence of the form factors is assumed to

f&(q )=f, (0)(1 +2q /Mv),

g, (q )=g, (0)(1+2q /M„)
(2A)

with Mv=0. 97 GeV/c and M„=1.25 GeV/c The.
choice of the pole masses is discussed in Ref. 3. Our re-
sults are insensitive to the q dependence of f2 and g2.

The decay product angular distributions in the center
of mass (c.m. ) of the X for each of the decay particles,
electron, neutron, and antineutrino can be expressed as

(1+aP ro) .dN N
(2.5)

Here a is the pertinent asymmetry parameter, P is the
X polarization vector, N is the total number of events,
and e is a unit vector in the direction of solid-angle ele-
ment dQ.

Diff'erential decay rates and a s have been calculated
by several authors. ' ' The complete formulas used
in our analysis are tedious and thus are not reproduced
here, but they can be found on pp. 12—15 of Ref. 17. Ra-
diative corrections are also included in our analysis. We
have used the expressions of Toth, Margaritisz, and
Szego. 3 * The calculations include the e6'ects of
virtual-photon exchange as well as the real-photon pro-
cess X ~ne vy.

X (m)
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Because the X beta-decay branching ratio is =10
our central design requirement was to have good e/m.

discrimination to distinguish X ~ne v from
X ~n n. events, while maintaining high electron
efficiency. To accomplish this, both a transition-
radiation detector (TRD) and a lead-glass calorimeter
(LGC) were used to identify electrons.

Equally important was the ability to reverse the polar-
ization of the X beam. The electron (neutron, antineu-
trino) asymmetry is measured by comparing the number
of electrons (neutrons, antineutrinos) emitted in the same
direction as the polarization with the number emitted op-
posite to the direction of the X polarization. Limited
acceptance and efficiency of detectors makes a bias-free
comparison difficult. Reversing the X polarization al-
lows us to reverse the preference of electrons (neutrinos,
antineutrinos) without changing the acceptance and
efficiency of the apparatus. This experiment measured
the asymmetries by comparing two data samples with op-
posite polarizations. The symmetry of the apparatus
combined with its high efficiency minimized our experi-
mental biases. Residual experimental biases were, to an
excellent approximation, canceled by comparing the two
sets of data. The experiment was not designed to deter-

III. EXPERIMENTAL APPARATUS AND TRIGGER

A. Qverview

A plan view of the experiment is shown in Fig. 1. Our
coordinate system is dined with the positive y axis in
the vertical direction, the z axis along the beam, and the
x axis in the direction forming a right-handed system.

HYPERON
MAGNET

TRD MULTIPLICITY LEAD-GLASS
COUNTERS ARRAY

I

20

BEAM
VETO

I

80

FIG. 1. Plan view of the experimental apparatus.

I

lpp z(~)
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mine the X decay rate or the X ~ne v branching ra-
tio.

The X polarization was measured using X ~nm.
decays since the m asymmetry parameter a„is known'

to be 0.068+0.008. Two-body-decay data were recorded
simultaneously with X ~ne 7 data. The asymmetry
(a+) was determined using the same bias canceling tech-
nique.

The source of X particles was a momentum selected
charged secondary beam produced by 400-GeV/e protons
incident on a Cu target. In order to reconstruct the de-
cay completely, the momenta of the X, electron, and
neutron were measured. The momentum of the antineu-
trino was calculated using momentum conservation. The
trajectories of the X and electron were measured by
wire chambers. A calorimeter was used to measure the
neutron energy. The neutron impact point in the
calorimeter was also measured, thus allowing us to deter-
mine the direction of neutron momentum.

Our data were collected over a period of five months.
We recorded 40)&10 triggers on 400 magnetic tapes; the
data for each trigger were contained in 350 16-bit words.
Polarization was reversed regularly throughout the run.
About one-fifth of the data was taken at nominally zero
polarization. The unpolarized data sample was useful in
studying effects of possible instrumental bias and also
contributed to the decay spectrum analysis.

B. Charged-hyperon beam

We performed the experiment in the Proton Center
charged-hyperon beam at Fermilab. The 400-GeV/c pri-
mary proton beam from the Fermilab Tevatron impinged
upon a Cu target (0.2X0.2 cm in cross section and 14.3
cm in the beam direction) to produce a 250-GeV/e
charged-hyperon secondary beam (Fig. 1). During data
taking, we normally targeted 3 X 10" protons per 15-sec
beam pulse which was repeated every 39 sec. Secondary
beam particles were collimated by a curved tungsten
channel embedded in a 7.3-m-long magnet, the hyperon
magnet, which was set to deflect 250-GeV/c charged par-
ticles by 21 mrad. At the channel exit, the beam had a
momentum spread bp/p =14% (full width measured at
the base of the distribution) and subtended a solid angle
of 0.64 psr. The beam composition at the exit of the

hyperon channel was about 10% X, 0.5%:-,and the
rest mostly m.

Polarized X were produced by steering the primary
proton beam to hit the target at an angle relative to the
direction of the X secondary beam. Parity conservation
in the production process requires that any polarization
be normal to the production plane defined by the two
beam directions. We use the usual convention that a pos-
itive hyperon polarization is in the direction of p &(pz.
The sign of the polarization is changed by reversing the
targeting angle. We alternated the nominal targeting an-
gles in the sequence + 3, —3, 0, —3, and + 3 mrad. Ac-
tual measured angles are tabulated in Table II. The un-
certainties in all targeting angles are about 0.14 mrad.
[Unless otherwise noted all quoted uncertainties are one
standard deviation (v). ]

The data reported here were separated into two sets:
horizontal targeting (8I, ) and vertical targeting (8„).The
8„(8„)data were taken when the proton beam was
directed to hit the target at an angle in the x-z (y-z)
plane. The allowed polarization at production is then in
the y (x) direction. Since the magnetic field in the hype-
ron magnet was in the vertical direction, the X polariza-
tion vector for horizontal targeting was unaffected by the
field. For vertical targeting, the X polarization vector
was perpendicular to the field and therefore precessed in
the hyperon magnet. Thus the X polarization at the
channel exit was in the x-z plane. In another portion of
this experiment, its orientation was used to measure the
X magnetic moment.

C. Momentum measurements

Trajectories of X particles were measured by a set of
12 high-pressure proportional wire chambers (PWC's)
(Ref. 39) after the channel exit. Momenta of charged de-
cay particles (e or ~ ) were measured by a spectrome-
ter consisting of six drift-chamber (DC) clusters of three
planes each with wires oriented in the x, y, and u (45')
direction. Each spectrometer magnet (Fig. 1) imparted a
transverse momentum (p, ) of about 0.8 GeV/c. For this
analysis the second spectrometer magnet served only to
deflect charged particles away from the neutron detector.

Between the PWC's and the upstream drift chambers
was a partially evacuated 14.43-m-long decay region.

TABLE II. Summary of targeting angles, hyperon momenta, and proton beam positions for our six
data samples.

Nominal angle
(mrad)

+3
0

—3

Actual angle
(mrad)

2.10
—0.54
—3.06

Average momentum
(GeV/c)

Horizontal
237.5
243.3
253.5

Beam position (xT)
(cm)

—0.136
—0.089

0.0

+3
0

—3

3.07
0.74

—2.01

Vertical
244.7
244.7
244.7

—0.067
—0.067
—0.067
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This decay region contained =10 Torr of nitrogen gas
and was used as a threshold Cherenkov counter to tag
beam electrons for calibration purposes.

The PWC system provided single-plane resolution of
60 LMm and beam-track angular resolution of 25 prad.
Taking into account the proton beam size at the target
(approximately +1 mm), the momentum resolution for
beam particles was bp/p =0. 7%%uo.

Our DC momentum resolution was 6(1/p)=0. 0004
(GeV/c) '. The angular resolution was 150 grad in az-
imuth and 50 grad in dip which is small compared to the
typical 3-mrad m decay angle of X ~n m.

The hyperon magnet and the curved channel embed-
ded in it bend the secondary beam in the x-z plane. We
parametrize the field of the hyperon magnet by the
momentum of a particle that originates from the center
of the target and follows the curvature of the channel.
Particles with a difFerent curvature have a momentum
given by 1/p =(1—p, b, )/p„where p, and p, are the cen-
tral ray momentum and channel radius of curvature and
6 is the curvature of the particle orbit relative to the cen-
tral ray. To calculate the X momentum from the PWC
data we also needed to know the average x coordinate
(xr ) of the incident proton beam at the target.

The determination of p, for the upstream spectrometer
magnet (Fig. 1) and p, and xr of the hyperon magnet was
done in two steps. First, we assumed that the target posi-
tion of the 8& ———3 mrad data was at the center of the
channel (xi=0). This assumption was justified because
the 8„=—3 mrad beam phase space was fully populated
and in good agreement with our Monte Carlo simulation.
Then the central ray momentum p, of the hyperon mag-
net and p, of the upstream spectrometer magnet were
determined by requiring that X ~nm events gave the
correct reconstructed X mass independent of decay an-
gle.

Since the currents in the hyperon magnet and the spec-
trometer magnets were the same for all targeting angles,
in step 2 we took p, and p, to be the same for all of the
data sets. Using the values determined from the 0&

———3
mrad data, we then determined xz for each of the other
data sets.

The = ~Am. reconstructed mass can be used as an
additional constraint to check the calibration. The three
constraints (X mass, decay angle independence, and:-
mass) determined the three calibration constants (xz., p„
and p, ) uniquely.

As an additional check, nondecaying beam tracks were
recorded simultaneously with the data taking. These
were used to verify the target position.

Note that the vertical target position, unlike the hor-
izontal target position, can be calculated event by event.
It was used to cut events not from the target. This cut is
discussed in Sec. V B.

The sensitivity of this calibration procedure to p, is
about 1 MeV/c in X mass per 1% change in p, . The
sensitivity to xz and p, are 0.024 cm and 1 GeV/c per 1

MeV/c, respectively. The values of xz and average
beam momentum for each targeting angle are shown in
Table II.

D. Electron-identification detectors

RADIATOR

2IO CH2 foils.
GAS

—EXHAUST

= Xe+CHp
= COp

FIG. 2. One of the 12 modules of the TRD system. The
transition-radiation x rays produced when an electron passes
through the radiator are detected by the MWPC.

Two detector systems were used to identify electrons
from semileptonic decays: a transition-radiation detector
(TRD) and a lead-glass calorimeter (LGC).

The TRD (Refs. 40 and 41) consisted of 12 identical
modules, each containing a radiator followed by a mul-
tiwire proportional chamber (MWPC) (Fig. 2). The radi-
ator had 210 sheets of 17-pm polypropylene separated by
1.0-mm air gaps. Each MWPC had an active area of
0.6&(1.0 m and was filed with a Xe-CH4 mixture for
e5cient x-ray detection. Downstream of the TRD detec-
tor was a set of four scintillator counters (MC, "multipli-
city counters" in Fig. 1) used to identify interactions in or
before the TRD on the basis of charged-particle multipli-
cities (Fig. 3).

While transition-radiation x rays produce ionization in
only a small portion of the chamber gap, penetrating
charged particles produce ionization spread throughout
the gap. The cluster counting technique, which took
advantage of this difference, was used (both on line in our
trigger and off line in our analysis) to identify electrons
traversing the TRD.

The LGC consisted of a 3.4-radiation-length (r.l.) sheet
of lead followed by an array of 72 type SF-5 lead-glass
blocks (each 15X15X45 cm ) arranged in four up-
down symmetric layers (Fig. 4). Each layer had a sensi-
tive area of 1.35X0.90 rn and a thickness of 6.37 r.l.
Behind the array was a lead brick wall. Electromagnetic
showers which developed in the LGC were completely
absorbed by this wall, while typical hadronic showers
reached their maximum intensity near the back of the
wall.

Plastic scintillation counters were installed in front of
the lead sheet, between it and the array (LGS1), between
the layers of the array, and behind the lead wall (LGS5).
LGS1 and LGS5 were used in the off-line analysis; the
other scintillators were used only for setup and monitor-
ing. The signal from LGS1 was included in the calcula-
tion of the total energy deposited in the LGC. Signals
from LGS5 were used to reject hadronic-shower events
off line.

The energy deposited in LGC was calculated by com-
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Identified beam electrons were used to map the
efficiency of the TRD (Refs. 40 and 41) and to monitor its
performance periodically during the experiment. The
average measured (on-line) electron efficiency for the
TRD was greater than 99%.

The LGC was mounted so that it could be moved hor-
izontally under remote control. Using a combination of
LGC horizontal motion and the vertical bending magnet,
a 30-GeV/c beam could be steered to any desired point
on the face of the LGC. The absolute calibration of the
LGC was established with 30-GeV/c electrons directed
onto the center of each stack of blocks. Points above and
below the stack center were studied to obtain corrections
for spatial nonuniformity of the block response. We also

0
0 4 6 IO

MIP s

FIG. 3. The summed-pulse-height distribution for the four
multiplicity counters (Fig. 1). These were used to reject interac-
tions in the upstream portion of the apparatus, especially in the
TRD. The horizontal scale is in units of minimum-ionizing par-
ticles (MIP's).

bining the (properly normalized) signal from LGS1 with
signals from the three stacks (12 blocks) nearest the elec-
tron impact point as determined from the DC trajectory.
If the impact point was within 5 cm of the midplane,
both top and bottom stacks (24 blocks) were summed.
Events with impact points less than 5 cm from the top,
bottom, or sides of the array were eliminated by a fiducial
cut.

The LGC gains were monitored with light from two
sources: (a) light-emitting diodes attached to each block
and (b) light from a central Xenon flash lamp distributed
by optical fiber cables to each block. Similar monitoring
was also employed for the neutron calorimeter.

X
BEAM

(b)

SCINTILLATOR

LEAD GLASS

LEAD

LGSO
LGSi

E. Electron-beam calibration LGS2

An important feature of this experiment was our abili-
ty to perform in situ calibration and monitoring of our
electron detectors with an electron beam. By decreasing
the hyperon magnet current, we obtained secondary
beams which were rich in electrons (10% at 30 GeV/c)
with momenta comparable to those in detected beta-
decay events. The decay pipe (Fig. 1), located between
the PWC and DC regions, was filled with = 10 Torr of ni-
trogen gas and instrumented with a spherical mirror and
photomultiplier tube. It was used as a threshold Cheren-
kov counter to identify electrons in the calibration runs.
A small dipole magnet (not shown in Fig. 1) located at
the beginning of the decay pipe was used to bend the
beam vertically.

LGS3

LGS4

LGS5

FIG. 4. The lead-glass calorimeter (LGC). (a) The glass
blocks were configured in four layers in the z direction counters
between the layers. (b) The top view showing the longitudinal
geometry of lead, glass, and scintillators. The media type is in-
dicated in upper-right corner.
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recorded electron beam data at 10, 20, 30, 40, and 50
GeV/c to check the linearity of the LGC and to investi-

gate the momentum dependence of our electron selection
criteria in the o6'-line analysis. The energy resolution of
the LGC was determined to be 4.3%%uo [full width at half
maximum (FWHM)] at 30 GeV/c [Fig. 5(a)]. Its gain
was constant to within +0.2% from 10 to 50 GeV/c [Fig.
5(b)]. Note the point at 28 GeV/c is higher because the
beam hit the crack between the glass blocks. (See also
Sec. V B.)

F. Neutron calorimeter

The lead-glass array was followed by a magnet (the
second spectrometer magnet of Fig. 1) which swept away
charged particles. Neutrons impinged on the neutron
calorimeter (NC) at 90.5 m downstream of the average
decay vertex allowing precise determination of their ener-

gy and direction. The calorimeter (15.2 interaction
lengths) comprised 50 Fe plates and scintillator modules
(Fig. 6). Between the first 18 plates are interleaved 17
PWC's (NCPWC) to determine the neutron position.

4000—

The size of both steel plates and scintillators is 0.76&0.76
m, while the NCPWC chambers are 0.48)&0.48 m and
have a wire spacing of 1 cm. X ~nor events were used
to calibrate the energy and position reconstruction of the
neutron. We obtained a 5.3% energy resolution for 200-
GeV neutrons and a 1-cm position resolution (Fig. 7).

It is well known that the apparent energy deposited in
the calorimeter by an electromagnetic shower is larger
than that from a hadronic shower. If the initial neutron
interaction in the calorimeter contains a large fraction of
~ 's, the shower will be of electromagnetic nature. The
energy measured is sensitive to the fluctuation of the ~
content. We took advantage of the fact that electromag-
netic showers are shorter and have larger pulse heights.
For each shower we calculated the second moment of the
shower distribution and used it to correct the energy.
This correction improved the resolution at 200 GeV by
0.2%%uo.

The most energetic charged shower particles (with the
longest trajectories) convey the best information on neu-
tron direction. Accordingly, each hit of the NCPWC was
assigned a weight equal to the length of the associated
trajectory. At each chamber plane hits were separated
into groups and the group with highest weight was select-
ed for calculating position. The shower position at each
plane was then calculated as the weighted mean of the
group, and the neutron coordinate as the average of
shower positions at each plane. We successfully found
neutron coordinates for 98%%uo of the events.

O
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FWHM= 0.043 G. Triggers

0
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0.6 0.8 1.0

E/P

I

1.2
I

1.4

A "beam trigger" was defined by three small scintilla-
tion counters in the region of the PWC's (Fig. 1); two ad-
ditional counters rejected particles outside of the beam
region.

A X "decay trigger" to either the leptonic or hadron-
ic mode required a beam trigger plus at least 20 GeV of
energy deposited in the NC, no signal in a scintillation

1.02
(b)

I.QI-

Q
I.OO-

UJ

0.99

0.98
IO 20 30 40 50

MOMENTUM {GeV/c)

FIG. 5. The LGC energy (a) resolution and (b) linearity. In
(a) the E/p distribution for a 30-GeV/c e beam run is shown.
The electron energy E is measured by the LGC and the electron
momentum p is determined by the magnetic spectrometer. To
illustrate the LGC linearity, we plot in (b) the value of E/p as a
function of electron momentum.

FIG. 6. Schematic drawing of the neutron calorimeter (NC).
The calorimeter was divided into three sections. The upstream
section has twenty 3.8-cm-thick Fe plates, the middle section
twenty-five 5.1-cm Fe plates, the downstream section five 10.2-
cm Fe plates. In addition to Fe and scintillator, the upstream
section also contained proportional wire chambers.
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FIG. 8. Comparison of the experimental data (+) and
Monte Carlo simulation ( —) for X -beam momentum distribu-
tions at Hq ——+3 and —3 mrad targeting angles.

NEUTRON POSITION (cm)

FIG. 7. The neutron-calorimeter (NC) energy and position
resolution. In (a) the energy measured by NC divided by the en-

ergy predicted from a sample of neutrons from the kinematical-

ly constrained decay X ~nor . For the same event sample we

plot in (b) the difference between the neutron x position as mea-

sured by the NC and as predicted from the spatial reconstruc-
tion of the event.
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counter ("neutron veto" in Fig. 1) in front of the NC, and
no signal in a scintillation counter which intercepted
noninteracting, nondecaying beam particles ("beam veto"
in Fig. 1). The neutron veto was sufficiently far upstream
so that albedo from the calorimeter was out of time.

A X "beta-decay trigger" required the above plus a
signature in the TRD consisting of 12 or more TRD clus-
ters detected by 7 or more TRD chambers.
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IV. MONTE CARLO SIMULATION
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A. General description
AZIMJTHAL ANGLE (mead)

While our determination of decay asymmetries is, by
design, not directly dependent on a detailed Monte Carlo
simulation of the experiment, we have nonetheless car-
ried out such a simulation. It proved to be essential for

FIG. 9. Comparison of the experimental data (+) and

Monte Carlo simulation ( —) for X -beam angular distributions
(azimuth) in the x-z plane at 0& ——+3 and —3 rnrad targeting
angles.
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geometry and transverse momentum dependence of the
production process. The central ray momentum (p, ) and
target position (xz. ) used were determined from the
momentum calibration process. The X hyperons were
then tracked through the PWC's. After they decayed,
the charged decay products were propagated through the
spectrometer magnet and drift chambers. Multiple
Coulomb scattering was included for all charged particles
including the X . The material between the decay vertex
and the spectrometer magnet was determined to be
0.059+0.002 r.l. Energy loss due to bremsstrahlung was
calculated with formulas given in Ref. 45. The direction
of the electron was assumed to be unchanged by the
bremsstrahlung.

Measured drift times, neutron positions in the calorim-
eter, and neutron energies were all simulated with Gauss-
ian distributions of known resolution. Each drift
chamber was assigned a uniform efficiency. The small re-
sidual up-down asymmetry in the TRD was also included
in the simulation.

0
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B. Comparison between Monte Carlo simulation

and data
DIP ANGLE (mrad)

FIG. 10. Comparison of experimental data (+ ) and Monte
Carlo simulation ( —) for X -beam angular distributions (dip) in

the y-z plane at l9„=+3and —3 mrad targeting angles.

Comparison between data and the Monte Carlo simu-
lation are shown in Figs. 8—12. Figures 8 and 9 show the

600
(a)

our analysis of the electron and neutron spectra in the
X rest frame. For the asymmetry analysis, it also al-
lowed us to evaluate some small corrections and to check
the robustness of our bias-canceling technique.

In the Monte Carlo program, beam tracks were gen-
erated using the known hyperon magnet channel
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FIG. 11. Comparison of experimental data (+ ) and Monte
Carlo ( —) c.m. angular distributions of electrons from the decay
X ~ne v projected onto the (a) x and (b) z axes. Note that
our acceptance for backward electrons is quite low.

FIG. 12. Comparison of experimental data (+ ) and Monte
Carlo ( —) X effective-mass distributions as determined for the
decays (a) X ~nm and (b) X ~ne v.
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X beam momentum and azimuthal angle distributions
for the 0& ——+3 and —3 samples. Note that the
differences between the two sets of data arising from
differing targeting conditions are well produced by the
Monte Carlo simulation. In Fig. 10 angular distributions
(dip) in the y-z plane for 8V=+3 and —3 data are
shown. The shapes of these distributions are clearly quite
different. This is due to the transverse momentum depen-
dence of the X production process. In the case of the
Ov ———3 data, protons were directed downward toward
the target, and thus more X hyperons were produced
going downward; the opposite was true for 0„=+3 data.

Figure 11 shows the electron c.m. angular distribution
projected onto the x and z axes. Since these are distribu-
tions for HI, data, there is no X polarization in the x and
z directions. As expected, the z distribution shows that
backward electrons are not detected by our apparatus.
The concave shape of the x distributions is simply a kine-
matic reflection of this loss.

Effective-mass distributions for two-body decays and
beta decays are shown in Fig. 12. The long high-mass tail
in Fig. 12(b) is primarily due to multiple Coulomb
scattering of the X beam in the PWC region. The gen-
erally good agreement between our Monte Carlo results
and the experimental data indicates that we have ap-
propriately modeled our apparatus.

V. LEPTONIC DECAY IDENTIFICATION
AND DATA REDUCTION

A. Electron-hadron discrimination

The principal background in this experiment is the
dominant decay mode X ~nm. . Two detectors (TRD
and LGC) were used to discriminate between e and n

The beta-decay event trigger involved only the TRD.
Because most of the m 's accepted by the trigger were

events that showered in the TRD (the TRD is =6% of
an absorption length), a careful study of the TRD was
performed using 30-GeV/c e and n beam runs.

Table III shows the standard electron-identification
cuts used in the analysis. These involved selections on
the charged-particle multiplicity as seen by the multipli-
city counters behind the lead-glass array (LGS5) and fol-
lowing the TRD (MC). They also involved cuts on the
total number of clusters detected by the TRD, the ratio

of the energy measured by the LGC to the momentum
measured in the charged-particle spectrometer, and cuts
on the electromagnetic shower profile in the LGC. We
define w; to be the fractional energy deposited in layer i
of the LGC. We then compute Aw;, the difference be-
tween the measured value and the theoretical average
value for electrons as calculated using Rossi's approxi-
mation A. Table III displays the numerical values of the
cuts. The adequacy of Rossi's formula for this calcula-
tion was checked using our 30-GeV/c e beam data.
The agreement was quite good (see also Ref. 43).

These e cuts were studied using our e beam runs at
nominal momenta of 10, 20, 30, 40, and 50 GeV/c. The
e inefficiency is 3% and shows no momentum bias (Fig.
13).

Our nonleptonic background was estimated to be
(2.3+0.3 )% and ( l.8+0.3 )% for 8„and 8& data, respec-
tively (Fig. 14). Moreover, by reconstructing the effective
mass of the event sample on either side of the E/P peak,
we were able to identify its components. The process
X —+nm accounts for 0.6% (8I, ) and 1% (8„).The de-

cay " ~Am contributes 0.9% (8i, ) and 1% (8„).
Even though we had 3.4 radiation lengths of lead in

front of the LGC to start electromagnetic showers early,
the cracks between lead-glass blocks (Figs. 4 and 13) still
influenced some shower profiles. In the vicinity of the
cracks, e ineSciency was higher due to the shower
profile cut. These crack effects were studied using runs in
which the LGC moved across a stationary 30-GeV/c e
beam. Softer LGC cuts were devised to minimize the
crack effect and are also shown in Table III. The hadron-
ic background is 5.7% and e inefficiency 1.5% for this
softer version of the e identification cuts. At the
cracks, the maximum inefficiency is 3% compared to 8%
for the harder (standard) cuts discussed above. Both ver-
sions were used to analyze our final data sample. The
systematic error associated with LGC cracks was then es-
timated using the difference of the results.

B. Data reduction

Events from the beta-decay trigger were analyzed by
the PWC and DC tracking programs. Using the Monte
Carlo simulation, we verified that the losses in PWC
tracking were consistent with expectations from X de-
cays in the PWC region. Our DC single-track eSciency

TABLE III. Electron-identification cuts used in the analysis. See text for definition of symbols and
abbreviations. MIP s denotes minimum-ionizing particles.

Standard electron cuts Soft electron cuts

MC
TRD

LGS5
E/P
AWI

Aw2

Aw3

Ew4

&6 MIP's
&8 clusters if MC&2
& 9 clusters otherwise
&3 MIP's
0.92 & E /P & 1.12
—0.20& hwi &0.36
—0.28 & 5w2 & 0.20
—0. 10 & —Aw 3 & 0. 17
—0. 10& —hw4 &0.07

MIP's
Same
Same

Same
0.85 & E/P & 1.20
hw, &0.50
hw2 &0.22
—hw3 &0.30
—bw4 &0.14
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was 98%. We rejected multitrack events.
The e identification cuts were then imposed on events

that passed the tracking program successfully. Some
geometrical and kinematic cuts were also imposed on the
data. Events were rejected if any of the following criteria
were not satisfied.

(1) 220 GeV/c & X momentum & 275 GeV/c.
(2) 2 m & z position of the decay vertex & 18 m.
(3) Extrapolation of the X to the target agrees with

the vertical proton beam position within +2.5 mm.
(4) 12.5 GeV/c & e momentum & 50 GeV/c to ensure

an LGC acceptance greater than 90%.
(5) More than 1% of the total NC shower energy de-

posited after the first 14 counters. (This cut eliminated
all electromagnetic shower events in the NC, particularly
those from K ~e n. 7 decays. )

(6) 124 GeV & NC energy & 297 GeV.
(7) Neutron-calorimeter fiducial-volume cut. (Events

reconstructed within 4 cm of the edges of the NCPWC's
were discarded. )
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FIG. 14. (a) E/p distribution for X ~ne v electron candi-
dates showing the background level. The vertical scale is ex-
panded in (b) to show the background extrapolation under the
E/p peak.

POSITGN (cm)

FIG. 13. Electron cut inefBciencies. In (a) the losses are plot-
ted as a function of electron momentum. The same data are
plotted in (b) with the horizontal axis now the position where
the electron beam hits the LGC. The position of a crack be-
tween the lead-glass blocks is shown by an arrow. This crack is
responsible for the higher loss near 34 GeV/c in (a).

A. Bias-canceling method

A (ro)(1+aP ro),dN N
(6.1)

Experimentally, the observed c.m. angular distribution
can be represented by multiplying the right-hand side of
Eq. (2.5) by A(p, ro, z, p ) where A is the experimental

acceptance. The acceptance is a function of the pertinent
decay product c.m. momentum p, the unit vector co in the
direction of p, the decay vertex z position, and the X
momentum vector p . This function does not change if
only the polarization is reversed. Experimentally, the po-
larization was reversed by reversing the targeting angle.
This not only changed the polarization but also changed
the X -beam phase-space distribution due to the p,
dependence of the production process and, in the case of
0& data, slightly different proton beam positions. Thus,
after integrating over z and p, the acceptance was

somewhat different for different targeting angles.
To remove this target-angle-dependent bias, the data

were weighted according to the beam phase-space vari-
able which was most sensitive to the decay product ac-
ceptance. The variable chosen for the eh data was the az-
imuthal angle (P) of the X particle. For the H„data the
relevant parameter was the dip angle (A, ). Weighting
effectively selected the events in the overlapping region of
the P or k distributions. The effect of the weighting on
X beam distributions can be seen in Fig. 15. It reduced
the statistics by half. We used Monte Carlo events to
verify that the weighting procedure did not change the
asymmetry parameters. We also analyzed the data
without weighting. The results were consistent with
those obtained with weighting.

After integration over z and p, the acceptance is a

function of p and ~. If we integrate over p also, the for-
mula is reduced to a function of co only.

We then have
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where A (ro) is the acceptance, a is the asymmetry pa-
rameter averaged over the acceptance, m is the unit vec-
tor in the direction of solid-angle element d 0, and P is
the polarization vector. Note that u in Eq. (6.1) may be

dift'erent from the true theoretical value. Because of our
large experimental acceptance, the o., and o.„donot re-

quire correction. The correction applied to a, was also
small.

We write the components of polarization:

P„=P sin% cosg, P =P cos+, P, =P sin% sing .
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MO 600-
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Here 4 is the polar angle relative to the y axis and g is

the azimuthal angle in the x-z plane, all in the c.m.
frame. In the case of 8„data,4 is 90' and g is the spin-

precession angle. They are both zero for 8h data.
A total of 90 bins (9 in the cosine of the polar angle

and 10 in azimuthal angle) was used for the c.m. decay-
angular distribution for each targeting angle. Data for all
targeting angles were fit simultaneously to Eq. (6.1) by a
maximum-likelihood method with 95 parameters. Of
these, 90 gave the acceptance in each bin, two for relative
normalizations, the rest were 4', g, and aP.

B. The measured asymmetries
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Table IV lists the fitted values of aP, g, and 4, derived
from the above procedure for the horizontal and vertical
targeting data for both the pion (X ~no ) and elec-
tron (X ~ne v) final states. To display the projections
of the angular distribution, we define F+, (F; ) to be the
fraction of events in the ith cos(8) bin for positive (nega-
tive) targeting angle, where 8 is the polar angle between
the decay particle momentum and the X polarization
vector. Then the ratio [(F; F+, ) l(F—; +F+, ) ]
=aPcos(8;). These ratios are plotted in Figs. 16—18.
For the X ~no. decay the asymmetry is known' to be
a =+0.068+0.008. From a sample of 1.04)&10 of
these decays we measured a/ (Table IV) and thereby
determined the polarization of the X beam.

The larger precession angles (g) observed for the neu-
tron and antineutrino in Table IV (8, data) are a result of
neutron-calorimeter resolution effects. The x (y) asym-
metries were determined by comparing the number of de-
cay particles which decayed right (up) with those that de-
cayed left (down). This measurement was simplified be-
cause the sense of left or right (up or down) was very

400-

TABLE IV. Results of uncorrected fits to the angular distri-
butions for both 8h and H„data. g is the X precession angle
which is constrained to be zero for the 0& data. + is the polar-
ization angle relative to the y axis; it is expected to be zero for
9& data and 90 for 0, data. All angles are in degrees, and the
errors are statistical only.

-0.75 -0.25 025 Q.75
aP g (deg) 4 (deg)

DIP ANGLE (mrad)

FIG. 15. The effects of weighting are shown by comparing
pairs of the above figures. (a) and (b) show the horizontal angu-
lar distribution in the x-z plane (azimuth) before and after
weighting for 0& ———3 (solid line) and + 3 mrad (dashed line).
The pair (c) and (d) compare the distributions in the y-z plane
(dip).

—0.117 +0.014
0.131 +0.015

—0.057 +0.016
0.0154+0.0026

—0.128 +0.019
0.084 +0.015

—0.032 +0.016
0.0177+0.0042

0
0
0
0

129+8
159+11
200+29
125+14

1+7
1+7

15+16
1+10

81+6
85+10

101+30
79+14
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FIG. 16. Electron and pion c.m. decay distributions for 8„
data. Parity conservation in the X production process requires
a zero slope for the cos(8~ ) distributions. Note the differing or-
dinate scales for the pion and electron plots.

FIG. 17. Electron and pion c.m. decay distributions for 8&

data. Parity conservation in the X production process requires
zero slope for the cos(8„)and cos(8, ) distributions. Note the
differing ordinate scales for the pion and electron plots.

nearly the same in the c.m. frame as it was in the labora-
tory. However, the z asymrnetries depend on an accurate
neutron momentum reconstruction to determine the
center-of-mass polar angle. The neutron and antineutri-
no (but not the electron) z asymmetries thus depend on
the neutron-calorimeter resolution which was studied ex-
tensively using calibration data and Monte Carlo simula-
tions. This led us to apply a small correction which in-
creased the measured neutron and antineutrino z asym-
metries by 0.037+0.002 and 0.020+0.002, respectively.
The q dependence of a„(seeFig. 20 below) combined
with our finite acceptance gave rise to an additional
correction of 0.004 (0.001) to the y (x) component of the
antineutrino asymmetry for the 81, (8, ) data.

We also did the fit assuming the polarizations were
different from + 3 and —3 mrad targeting angle. The

results were consistent statistically. The measured asym-
metries were also corrected for background due to the de-
cays X ~nn and:- +An (1.5+—0.3% for 8& and
2.0+0.3% for 8„)assuming a uniform center-of-mass an-

gular distribution. The corrected results are presented in
Table V. The errors quoted for aP include an allowance
for possible electron background from the reactions~Ae v (1%) and X ~Ae 7 (1%) as well as the un-

certainty in the hadronic background estimate. We note
that the values of g in Table V are statistically compati-
ble. Reference 23 describes the determination of the X
magnetic moment from the electron and pion precession
angles.

Since the horizontal and vertical targeting angles are
the same (see Table II), we use a common polarization.
This assumption is confirmed by the fact that the hor-

TABLE V. Data from Table IV after resolution, acceptance, and background corrections (described
in text) were applied. Both statistical and systematic errors are shown.

aP for e„
—0.119 +0.014+0.003

0.132 +0.015+0.003
—0.062 +0.016+0.002

0.0154+0.0026+0.0010

aP for 0,
—0.130 +0.019+0.003

0.105 +0.015+0.003
—0.044 +0.016+0.001

0.0177+0.0042+0.0021

g (deg) for 8„
129+8
139+11
134+29
125+14
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FIG. 18. Neutron and antineutrino c.m. decay distributions
for OI, data. Parity conservation in the X production process
requires zero slope for the cos(0„)and cos(8, j distributions.

definition of coordinate systems, etc.). Finally, as shown
in Fig. 19, our negative value for a, implies a negative
value for g, /f i. Similar arguments for a„and a, yield
the same conclusion. Thus, given the published sign for
a„,the sign of g, /f, is definitively established.

We can also use the "self-analyzing" character of
hyperon beta decays to determine the sign of g, /f, . To
do this we consider both possibilities for the sign of a„.
If it is positive, the beta-decay asymmetries are as given
in the previous section; if it is negative, then a„a„,and

a, have their signs reversed. Performing g fits to both
sets of values (with

t g, /f, t
=0.327+0.020'as discussed

later in Sec. VII B) then shows that a negative g i /f, (and
the corresponding positive a ) is favored by inore than 5

standard deviations.
Finally, with a large data sample, the sign of g, /f, can

be determined by' exploiting the q dependence of a, and

a,. Since q is the mass squared of the electron and an-
tineutrino system, their momentuin vectors (in the X
rest frame) point in the same direction at q =0 and op-
positely at the maximum q . Therefore a, and a„have
the same signs at q =0 and opposite signs at maximum

q . Between these limits either a, or a,, must change sign
depending on the value of gi/f i. Obviously this signa-
ture is independent of the sign of a . In Fig. 20 we plot
a(q )P as a function of q . The solid curve is the expect-
ed dependence assuming g, /f, = —0.327 (corresponding
to positive P and a ). The dashed curve shows the be-
havior if g, /f, =+0.327 (P and a negative}. Clearly,

izontal and vertical asymmetries are statistically compati-
ble. Thus we combine the vertical and horizontal target-
ing asymmetries with the known' value of a to obtain

P = +0.236+0.043, a, = —0.519+0.104,

a„=+0.509+0. 102, a,= —0.230+0.061,

where the stated errors include an 11.8% scale uncertain-
ty due to the uncertainty in a . These values supersede
earlier published' results from a subsample of the data.
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C. Determination of the sign of g, /f i -0.5—

One of our primary reasons for performing this experi-
ment was to resolve the controversy ' regarding the
sign of g i /f, for X ~ne v decay. To ensure an unam-
biguous result, we have developed three distinct methods
for the sign determination. Two of these are independent
of the sign of the X ~n m. asymmetry parameter a„.

The first method involves a direct comparison of two-
body data and beta-decay data. Figures 16 and 17
display c.rn. angular distributions for electrons (pions}
froin the decay X ~ne v (X ~nm ). Examination of
these shows that the slopes of the electron and pion dis-
tributions are opposite in sign. Since the slopes are just
projections of aP, a, and a must have opposite signs.
The measured' value a =+0.068+0.008 then requires
a, to be negative (independent of any particular

0.5—

0.0—

-0.5—

L

-1.0 -0.5
I

O.O 05 I.O

FIG. 19. The asymmetry parameters a„a„,and a„plotted
as a function of g, If, . We also plot our experimental values
of these parameters at g, /f, = —0.327+0.20. We have set
f2/f ~

——0.96 and g, =0 for these calculations.
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0.2—

0.1—

probe only the correlation g&
—0.237g2. Previous hype-

ron beam measurements of the axial-vector form factor
with unpolarized X are of this kind, so it has been
necessary to assume g2

——0 in order to obtain a value for
g&/f&. The present measurements of asymmetries with
respect to the X polarization in addition to the Dalitz
plot provide, for the first time, some sensitivity to g &

and
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FIG. 20. The q' dependence of the asymmetries a+ and a,P.
The solid curves are the calculated q' dependences assuming

g, /f, = —0.327 and positive a„and P. The dashed curves as-
sume g~ If, =+0.327 and negative a and P. Since only the
solid curve fits the data, we conclude that g~ /f, is negative.

the data are only consistent with negative g, If, and pos-
itive P and a„.

These three methods conclusively establish that the
sign of g, If, is negative. They also substantiate the pub-
lished sign for a and the X polarization P.
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D. A check of time-reversal invariance

ELECTRON c.m. ENERGY (Gey)

A correlation between the plane of the decay leptons
and the X polarization vector in X ~ne V would in-
dicate a violation of time-reversal symmetry. We have
therefore looked for a term of the form aTP p, Xp, , in
the decay-angular distribution. Applying the same bias-
canceling techniques we used to determine the parity-
violating a' s, we obtain the result az. ——0. 11+0.10, con-
sistent with time-reversal invariance.
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VII. FITS TO THE NEUTRON AND ELECTRON
SPECTRA 0

0 0.08 0.16 0.24
A. Form-factor determination

This experiment has at least an order of magnitude
more events than any previous experiment. Its consider-
ably higher statistical power means that effects neglected
in previous experiments must now be carefully con-
sidered.

It has been pointed out in a previous experiment' that
g& and g2 are highly correlated. Specifically, rneasure-
ments of the neutron spectrum or the e-v correlation

E LE CT RON c.m. E NE RGY (Gey)

FIG. 21. The 0& ———3 mrad data sample. (a) The neutron
c.m. kinetic energy (T) distribution. The solid line is the Monte
Carlo fit to the data with ~g, /f,

~

=0.340. (b) The electron
c.m. energy (E, ) spectrum. The solid line represents the best fit
to the data yielding fzlf ~

= —0.90+0.15. (c) The sensitivity of
the data to f2 is demonstrated by showing the ratio of the data
to the Monte Carlo fit. The solid circles correspond to the best
fit. The open circles correspond to f2 ——0.
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TABLE VI. A summary of
~ g, (0)/f, (0)

~

and f, (0)/f, (0) values as determined from the separate

data samples assuming g2 ——0, together with values of 7 /number of degrees of freedom (g /NDF ).

+3
0

—3

+3
0

—3
Combined

~g)(0)/f)(0)
~

0.340+0.015
0.325+0.025
0.340+0.015
0.300+0.015
0.310+0.020
0.340+0.015
0.327+0.007

1'/NDF

1.07
1.19
1.89
1.14
1.05
1.92

fp(0)/f ((0)

—1.10+0.15
—1.35+0.25
—0.90+0.15
—0.80+0. 15
—1.40+0.25
—0.75+0.15
—0.96+0.07

7 /NDF

1.65
1.36
1.77
0.87
1.41
0.96

g2 separately. In the following we will first present our
results making the conventional assumption of g2

——0.
Subsequently we wi11 use our asymmetry results as well as
information from the Dalitz-plot variables to investigate
the possible range of values of g2 If, .

For the two Dalitz-plot c.m. variables we choose the
electron energy E, and the neutron kinetic energy T. We
note (see Appendix A) that, to a very good approxima-
tion, the neutron spectrum depends only on

~ g, /f,
~

if
we assume gz is zero. This yields a determination of

~ g, If,
~

independent of the electron spectrum and its
inherent sensitivity to radiative corrections. Experimen-
tally, the electron-antineutrino correlation is poorly
determined because extra photons produced by electron
bremsstrahlung or internal radiation render the calcula-
tion of the energy and momentum of the antineutrino un-
certain. Although we choose to use the neutron spec-
trum to determine g, /f, ~, we note that a full Dalitz-
plot analysis for

~ g &
If & ~

also yields consistent results.
The main contribution of f2 to the differential decay

rate is proportional to the product E, T. Thus, its largest
contribution to the Dalitz plot is along the diagonal. Us-
ing the neutron spectrum to fix

~ g, /f, ~, we then use
this value and the electron spectrum to determine f2/f, .
Finally, using the electron and neutron spectra combined
with the measured asymmetries, we investigate gz If, .

B. Determination of
~ g, If,

~

The magnitude of g& If ~
has been measured by many

experiments" ' using a variety of techniques which in-
clude fitting to the neutron energy, the full Dalitz plot, or
the electron-antineutrino correlation. We determine T
independent of the electron kinematics from the mea-
sured X and neutron energy-momentum four-vectors:

TABLE &II. Summary of the sources and magnitudes of un-

certainties in the determination of
~ g, (0)/f, (0)

~

.

Uncertainty source Magnitude

leptonic data} to provide kinematically constrained neu-

trons for the calibration of our neutron calorimeter. The
neutron resolution function has a non-Gaussian tail (see
Fig. 7} contributed by neutrons which interacted up-
stream of the calorimeter. Our calibration has a slight
sensitivity to the cuts used to remove this tail. By requir-
ing agreement between the measured and predicted neu-
tron energy, the sensitivity of

~ g, If, ~

to this cut was

reduced to 0.008.
Since

~ g, If, ~

is only weakly sensitive to f2 If „

a variation of f2/f, from —0.10 to —1.10 causes

~ g, /f, ~

to change by only 0.010. Other systematic
effects were checked by varying the geometrical and
kinematical cuts. Background subtraction was done by
considering events with electron candidates in the regions
(see Fig. 14) 0.82 & E/P &0.92 and 1.12 & E/P & 1.22 as
background and estimating the contribution of these
events to the final sample. This background subtraction
increased

~ g, /f,
~

by less than 0.010.
Both hard- and soft-electron identification cuts were

used to check the sensitivity to electron losses. We also
estimated our sensitivity to the q dependence of f, and

g, : if we assume no q dependence,
~ g, /f, ~

increases

by 0.045. The error due to the uncertainty in q depen-
dence was taken to be 0.016. This was calculated assum-

ing that the X form-factor pole masses can vary from
the values we assumed to those of nucleon form-factor
pole masses. Combining all of these systematic errors
(Table VII) with the statistical error gives

~ g, (0)/f, (0)
~

=0.327+0.020. A comparison with pre-
vious experiments is shown in Table VIII.

(Pz P„)=Mz+M~ ——2MzM„2MxT . —

Figure 21(a) displays the neutron spectrum for the
0I, ———3 mrad data. A fit to this data with g2

——0 and

f2lf, = 0 96 yie—lds . ~g, lf, ~

=0.340 at q =0 (The.
q dependence of f& and g& has been included in the
analysis. ) In Table VI we give the results for each of the
data sets. The weighted mean and its statistical uncer-
tainty are

~ g, (0)/f &(0)
~

=0.327+0.007.
The systematic uncertainties in

~ g& /f,
~

come from a
variety of sources identified in Table VII. We use a sam-
ple of X ~nnevents (take.n simultaneously with the

Uncertainty from q dependence
Neutron calorimeter calibration
Uncertainty in f2
Uncertainty from background subtraction

and lead-glass-calorimeter cracks
Momentum calibration
Neutron-counter resolution used

in Monte Carlo simulation
Combined systematic uncertainty
Statistical uncertainty

~ g, (0)/f, (0)
~

=0.327+0.020

0.016
0.008
0.005

0.005
(0.001

(0.001
0.019
0.007
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TABLE VIII. Comparison of neutron spectrum results for
I g, /f,

I
with other experiments. Re-

sults are shown for both constant f, and gl and with q' dependence. The values of M„and Mz given

in Sec. II and the procedure discussed in Ref. 9 were used to correct results given in Refs. 10—14 for the

q dependence of f, and g, .

Reference

Colleraine et al. (Ref. 11)
Eisele et ai. (Ref. 12)
Baltay et al. (Ref. 13)
Tanenbaum et al. (Ref. 14)

Decamp et al. (Ref. 10)
Bourquin et al. (Ref. 15)
This experiment

Events

49
33
36

3 507
519

4456
49 671

I g 1 /f i I

(f, ,g, =const)

0.23 +0.16
0 36+0.26—0. 19

0.29 +0.28
0.435+0.035
p 17+0.07

0.40 +0.05
0.372+0.020

I gi/fi I

(f, ,g, q' dep)

0.17 +0.17
p 31+0.26—0.22

p 24+0.28

0.385+0.037
p p9+0.07—0.09

0.35 +0.05
0.327+0.020

C. Determination of f2 /f t

We exploit the sensitivity of the electron energy spec-
trum to f2/f, . Fixing g, If, = —0.327 and gz

——0, we fit

the E, spectrum to determine f2lf, . As above, we in-

clude the q dependence of the form factors in the fit.
Figure 21(b) shows the tneasured electron spectrum for
the 0I, ———3 mrad data sample along with the Monte
Carlo fit to the data. Table VI gives the results from all
of the data samples. When combined, they give

f2(0)lf, (0)= —0.96+0.07, where the error is statistical
only.

External bremsstrahlung and radiative corrections are
significant when fitting the E, spectrum and are included
in the above analysis. The magnitude offz If, would de-

crease by 0.10 if no radiative corrections were applied.
We have applied radiative corrections as calculated by
Toth, Margaritisz, and Szego ' to our data. If instead
we used the calculation of Garcia and Kielanowski'
(which is less directly applicable to this experiment),
f2lf, would change by 0.05. We take half of this
difference as the residual systematic uncertainty due to
the radiative corrections.

The material between the average hyperon decay ver-
tex and the first spectrometer magnet (Fig. 1) represents
(5.94+0.20)% r.l. which gives rise to an uncertainty of
0.02 in f, lf, .

The O„data have one additional source of uncertainty.
The electron acceptance of our apparatus is sensitive to

the z component of the hyperon polarization since for-
ward and backward electrons (in the c.m. ) have very
different laboratory acceptances. Because the O„data
have such a z component of polarization, f2/f, values
obtained from them have an additional uncertainty of
0.10.

Our largest systematic error arises from the uncertain-
ty in the momentum calibration of the hyperon and spec-
trometer magnets. This contributes an uncertainty of
0.10 in f2lf, . Varying g, lf, within its total error
changes f2 If t by less than 0.05. Other systematic
checks were performed by varying our geometrical and
kinematic cuts. Both hard- and soft-electron iden-
tification cuts were used to check the sensitivity to the
lead-glass "cracks." We estimate that this contributes an
uncertainty of 0.04. Ignoring the q dependence of f,
and g t would increase the magnitude offz If t by 0.05.

After combining all of these uncertainties (summarized
in Table IX), we find a total systematic error in f &If, of
0.13, giving a final value of f2(0)lf t(0)= —0.96+0. 15
(including both statistical and systematic uncertainties).

D. Investigation of gz /f |
In Sec. VIIA we stressed the fact that g, and g2 are

correlated in any Dalitz-plot analysis, and in Sec. VII B
we determined

I g t If t I
under the assumption that

g2
——0. We now relax this assumption and use the neu-

TABLE IX. Summary of the sources and magnitudes of the uncertainties in the determination of
fp(0)/fl(0).

Uncertainty source

Momentum calibration
z-polarization uncertainty (0„,data only)
Uncertainty from radiative corrections
LGC cracks
Uncertainty from radiating material in beam
Uncertainty in q' dependence
Combined systematic uncertainty
Statistical uncertainty

Magnitude

0.10
0.10
0.03
0.04
0.02
0.02
0.13
0.07

f2(0)/f 1(0)= —0.96+0. 15
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TABLE X. A summary of the fits to the asymmetry parameters and the g&, g2 correlation from the

neutron spectrum. See text for description of fits.

Fit g)(0)If)(0)
—0.20 +0.08
—0.21 +0.09
—0.18 +0.09
—0.328+0.019

g2(0)If, (0)

0.56+0.37
0.49+0.40
0.92+0.49
0 (fixed)

P

0.240+0.040
0.231+0.040
0.235+0.040
0.192+0.014

0.068+0.008
0.068+0.008
0.068+0.008
0.073+0.006

X'/NDF

1.07/2
0.65/1
0.02/1
2.52/3

tron energy spectrum to determine g & If, as a function of
gzlf, . This yields the relation g, lf, —0.237gzlf,
= —0.327+0.020 in good agreement with Ref. 15.

To extract gz If„wecombine the asymmetry parame-
ters (a„a„,a„)with this relation to make a general fit.
We also include in this fit the significant uncertainty in

a+ and in a„.Specifically, the quantities used as input
to the fit are (a, +a„)P,(a„+a„)P,(a, +a„)P,a+, a,
and the constraint g& If ~

—0.237gz If &

———0.327+0.020.
We use the sums of the 'asymmetries rather than the
asymmetries themselves because, to a good approxima-
tion, they are statistically independent (see Appendix B).
The polarizations of the horizontal and vertical targeting
data are taken to be the same, and fzIf, is fixed at
—0.96. The results are given as fit 1 in Table X. An ad-
ditional error of 0.002 has been assigned to g, If, due to
the uncertainty in fzlf, . In Fig. 22 we plot the P con-
tour for g& If, vs gzlf ~. The two contours represent lo
and 2o. We note that the result for gzlf, is only 1.5o
from zero, and that negative values of gzIf, are clearly
disfavored.

It can be argued that, since the antineutrino momen-
turn vector was not directly measured, it could have
unexpected biases which might favor a nonzero value of

-0.04

gzlf, . We point out that, for the 8, data, our antineutri-
no precession angle is consistent with the precession an-

gle of the electron, neutron, and pion (Table V). Howev-
er, we have repeated the fit excluding the antineutrino
asymmetry measurement. This is listed as fit 2 of Table
X. Although it gives a somewhat lower value of gzlf „

this fit is clearly consistent with fit 1.
It is also of interest to do the fit with the g &, gz correla-

tion constraint removed, using only the asymmetry pa-
rameters. The results are shown in Table X as fit 3. As
expected, the nonzero value of g2 comes mainly from the
interplay of the three asymmetry parameters.

Since they arise from the asymmetry parameters, the
values of gz If, in Table X are sensitive to our knowledge
of P and therefore also of a„.A small polarization with a
correspondingly larger a could accommodate the asym-
metries to g2 ——0, as shown by fit 4 in Table X. This has
been explored in greater detail by Razis with a subsam-
ple of the data.

Since the X leptonic decay rate depends on a different
linear combination of g, and gz ( =g, ', egz ), one —m—ight

hope to use it to further constrain g2. However, the ex-
pected rates for fit 1 and for the g2

——0 analysis differ by
only 6%. This is not substantially larger than the com-
bined uncertainty in the measured rate and f ~

sinHC, so
no significant additional constraint is provided.

VIII. CONCLUSIONS

-0.12—

-0.20-

9i i -028/f

-0.56

-0.44-

0.52 ~ i I
$

~ t ~
$

~

-0.8 -0.4 O.O 04 0.8 1.2

FIG. 22. X contours for the overa11 fit to the data for both
g&lf~ and gzIf, . The two curves represent lo and 2o inter-
vals, and the dot is our best fit.

This is the first high-statistics experiment in which all
of the X ~ne v decay products were reconstructed us-

ing a polarized X beam. The control and investigation
of systematic errors was greatly facilitated by our ability
to reverse the direction of the X polarization and to
orient it in either the horizontal or vertical plane. By
simultaneously recording a sample of X ~n~ events,
we were able to use the known value' of a to determine
the X polarization to be P =+0.236+0.043 at our 2.5-
mrad average production angle. Including both sys-
tematic and statistical uncertainties, we determine the de-
cay asymmetry parameters to be a, = —0.519+0.104,
u„=+0.509+0.102, and a = —0.230+0.061.

With these values, we have unambiguously established
the sign of the axial-vector-to-vector form-factor ratio
g, If, to be negative. This was done by three distinct
methods. The first, illustrated in Figs. 16 and 17, relies
on the known' sign of a . The other two methods are
independent of the sign of a, depending instead on the
general vector and axial-vector nature of the decay in-
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teraction. This result removes a long-standing disagree-
ment with the Cabibbo model. Also, no evidence is found
for a violation of time-reversal invariance in the decay.

From the neutron c.m. energy spectrum, we determine
the magnitude of

~ g, If, —0.237gz If, ~

=0.327
+0.007+0.019. We assume a dipole form for the q
dependence of f, and g, , extracting their ratio at q =0.
Our value is practically insensitive to the value of fz If,
assumed. Making the conventional assumption that

gz ——0, we get
~ g, (0)/f, (0)

~

= —0.327+0.007+0.019.
A general fit which also includes the asymmetry informa-
tion gives g, (0)/f, (0)= —0.328+0.019. This result su-

persedes our preliminary publication' where g&/f, was

determined from the electron asymmetry parameter. It
has a significantly smaller error and is consistent with
other recent high-statistics measurements' '" (see Table
VIII). We note (see Table VII) that a major part of the
systematic uncertainty arises from our lack of knowledge
of the q dependence. This value is in reasonable agree-
ment with recent fits ' ' of beta-decay data in the
baryon octet to the Cabibbo model which give

g&( 0) /f, (0) = —0.28+0.02 for X ~ne v.
Using the electron c.m. energy spectrum and the above

value of g, If„wedetermine the "weak magnetism"
form factor, fz(0)/f, (0)= —0.96+0. 15. This value is in

agreement with the only other measurement' which is

fz If ~
———1.02+0.34. Sirlin has introduced SU(3)-

symmetry breaking into the computation of fz yielding

fz/f, = —0.910+0.034 which is clearly consistent with
our result.

Combining the asymmetry results with the neutron en-

ergy spectrum, we have investigated the possibility that
gz is nonzero. A fit to all of our data (Table X), yields

g~ If ~
———0.20+0.08 and gz/f ~

——+0.56+0.37. The
one- and two-standard-deviation contours which exhibit
the strong correlation between g& and gz are shown in

Fig. 22. Our data suggest, but do not compel, a value for
gz If ~

which has the same (positive) sign as recent bag-
model calculations (see Table I) but a larger magnitude.
Negative values of gz If, are clearly disfavored. Because
of the strong correlation between g& and g2, a substantial

gz/f, would significantly impact g, If, producing pro-
found effects on the agreement with Cabibbo model. For
example, a value of gz If, = (M —M„)/M for

X ~ne v would, in fact, noticeably improve the agree-
ment between experimental results and the Cabibbo mod-
el. This is the first experiment which has had sufficient
sensitivity to g2 to investigate these matters.
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APPENDIX A

&(e v de dO, dQ, , (A 1)

where M is the matrix element, E and m refer to the ener-

gy and mass of the baryon, e and v are the electron and
antineutrino energies and e '" is the /3 spectrum end
point. The phase-space factor in Eq. (Al) is already
correct to q /m . We can obtain comparable accuracy
in the matrix element by writing

(A2)

where H,z operates on two-component spinors and has
the structure

2&2H,s=(1—o, e)(Gv+G„o~crl+Gpo8 e

+Gpo~ v)(1 —o, v) . (A3)

In Eq. (A3) e and v are unit vectors along the electron
and antineutrino directions while crI and o z operate sole-
ly on lepton and baryon states. The e6'ective coupling
constants in Eq. (A3) are simple functions of the form
factors. In these expressions it is convenient to introduce
the small parameter 6= ( m r —ma ) /m r ..

Gv=fi &fz+(e+v)[f&+(2 —~)fz]/2m&,

6„=—g]+&gz —(e —v)[f]+(2—~)fz]/2m/,
(A4)

Gp =e [ f, +g, —(2 —6 )(fz
——gz )]/2m~

Gp =v[f ) + g 1 + (2—~){f2+gz )]/2mB

Measurements which average over the leptons, e.g. , the
rate or the recoil-baryon energy spectrum will be sensi-
tive to Gv, G„,and (Gp+Gp). In such measurements,
we may set terms in (e —v) =0 and terms in
(e +v)/mz =A. To the same order, we may estimate

Gv= f, (1+6,/2), 6„=—(g, bgz), —

(Gp+ Gp ) = b,(g, +2gz )/2 .

We conclude the following.
(1) The recoil-baryon spectrum will be mainly sensitive

to f &
and the linear combination g&

—b,gz with a slight
sensitivity to g2 separately.

In hyperon P decay Y~B +e +v the transition rate
( T) is given by

T=-6 ~M
~

(Ea+ms)/[(2m) 2m&(e '"—e)]
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(2) Measurements distinguishing between the leptons,
e.g., the electron spectrum will additionally have a first-
order sensitivity to the combination (f &

+2f& ) but hardly

any sensitivity at all to g, and g2 separately.

TABLE XI. Six exclusive categories for X ~ne v decay
product configurations. Note that the remaining two categories
f $ f and $ $ J, are forbidden by momentum conservation.

Category

APPENDIX B

For a three-body decay such as X ~ne v, the three
asymmetry parameters may be evaluated simply as fol-
lows: a, =2[N(e t') N—(e &)]IpN(e l )+N(e &)] and

similarly for the antineutrino and neutron. Here, in an
obvious notation, N(e f ) denotes the number of electrons
with momenta in the forward hemisphere with respect to
the X polarization, and so forth. These asymmetries are
clearly not statistically independent. This may be seen
most easily with the aid of Table XI where all events are
sorted into one of six exclusive categories.

One then readily finds the following relations:

a, =2[(Ni+N3+N6) —(N2+N4+N5)]/N,

a„=2[(N,+N4+N5 ) —(N2+N3+N6)]IN,

a„=2[(Nz+ N3+ Ns ) —(N, +N4+ Ns ) ]/N .

Here N; denotes the number of events in the ith category
and N = g6

& N; is the total number of events. Since the
a parameters have some ¹ in common, it is evident that

they are not statistically independent.
However, the pairwise sums

a, +a,=4(N i
—N2 ) /N,

a, +a„=4(N3 N4)/N—,

a„+a„=4(Ns N6 ) /N—

have no N, in common. They are therefore statistically
independent in so far as we may neglect fluctuations in
the total number of events N.
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