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We have studied muon pairs with an invariant mass between 4 and 9 GeV/c? produced in pN and
m~ N interactions at an incident momentum of 125 GeV/c. The experiment was performed at Fer-
milab using a tungsten target and a special beam enriched to contain 18% antiprotons. We com-
pare differential distributions as functions of the dimuon invariant mass, Feynman x, transverse
momentum, and decay angles of the dimuon to the predictions of the Drell-Yan model including
QCD corrections. Quark structure functions for the p and 7~ are extracted. Comparisons of the
antiproton data to the Drell-Yan model are significant because the cross sections depend principally
on the valence-quark structure functions which are accurately determined by deep-inelastic scatter-
ing measurements. The measured absolute cross section (integrated over positive Feynman x and all
transverse momenta) is 0.106+0.005+0.008 nb/nucleon for the pN interaction and
0.107+0.003+0.009 nb/nucleon for the 7~ N interaction, where the quoted errors are statistical and
systematic, respectively. Normalization (K) factors that are required to bring the naive Drell-Yan
and first-order QCD predictions into agreement with the measurements are extracted, and the un-
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certainties involved in such comparisons are examined.

1. INTRODUCTION

The comparison of experimental data with the predic-
tions of the Drell-Yan mechanism for high-mass lepton
pair production in hadronic collisions provides a
stringent test of simple quark-parton model ideas and the
various QCD extensions required.! ~* A study of the pro-
cess pN —»utpu~X is particularly valuable because the
cross section for this reaction is dominated by the annihi-
lation of valence quarks and antiquarks whose structure
functions have been accurately determined in deep-
inelastic lepton scattering (DIS) experiments.* Figure 1
shows the Feynman diagrams for the Drell-Yan process
and its first-order QCD corrections. In the leading-log
approximation of QCD, the cross section for hadronic
muon pair production, integrated over the transverse
momentum py of the dimuon, is given by’

d’oc  _ 8ma*(1—7)
dMdxp  IM’[x}(1—1) +47]'"

X 3 eglq(x,,0%q7(x,,0%)

g=u,d,s

+¢8%x,,0%7 T(x,,09)] . (1

Here M is the invariant mass of the muon pair, T=M?/
§=X,X,, xp=2p; /[Vs (1—7)] is the ratio of the longi-
tudinal momentum of the pair to the maximum allowable
momentum in the center-of-mass frame, e, is the quark
charge, x; (x,) is the momentum fraction of the beam
(target) particle carried by the interacting quark, and the
q(x,Q?*)’s are the beam (B) and target (T) quark struc-
ture functions of the interacting hadrons. The quark
structure functions should be identical to those measured
in deep-inelastic lepton scattering experiments at space-
like values of Q% which are continued to the timelike re-
gion by making the identification Q?=M?. Theoretical
studies® have shown that the Drell-Yan cross section fac-
torizes into functions of x; and x, to second order in
QCD, reaffirming the validity of (1).

First-order QCD corrections’ [Figs. 1(b)-1(d)] are ex-
pected to increase the observed cross section over that of
(1) by a factor which is constant to +10% in the region of
x, and x, probed by current experiments (0.1<x,,
<0.9). This “K factor” is substantial (1.5-2.5) and,
within £25%, roughly independent of particle type. The
first-order QCD annihilation and Compton diagrams also
contribute to the p; of the dimuon. However, calcula-
tions using these diagrams require an unrealistically large
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FIG. 1. Feynman diagrams for (a) simple Drell-Yan, (b) the
vertex term, (c) the annihilation terms, and (d) the Compton
terms.

value of the quark intrinsic ps in order to fit existing pion
and proton data, and (particularly in the case of the pion)
predict too small an increase of {p#) with s (Ref. 8). The
perturbative calculation of annihilation and Compton di-
agrams is, in fact, only valid for p; > M, while most of
the data exists at much lower values of p;. Calculations’
which include the effects of soft-gluon emission predict
pr distributions which require only modest values of in-
trinsic py [{p2),,, <0.5 (GeV/c)?] to reproduce the pion
and proton data. These soft-gluon graphs only slightly
alter’ the first-order K factor in the region of the scaling
variable 7 probed by current experiments.

The primary goal of the present experiment is a com-
parison of the reaction pN —u*tu~X with (1) and with
higher-order corrections calculated using quark structure
functions measured in DIS. Data from the reaction
7N —putu~X are used to make detailed scaling checks
of M3do /dM dx as functions of 7 and x by comparing
with data from other experiments at different energies.
Quark structure functions are extracted from both the p
and 7~ data, and a best estimate of the K factor in the
pion reaction is made via this procedure. The measured
pr distributions are compared to the QCD predictions,
and the decay-angular distributions of the dimuon are
checked for consistency with the naive Drell-Yan model.

II. APPARATUS AND EVENT RECONSTRUCTION

A detailed description of the beam, experimental ap-
paratus, and event reconstruction can be found else-
where.!® The experiment used a special tertiary beam of
mean momentum 125 GeV/c and composed of 18% an-
tiprotons and 82% pions resulting from A%, A°, and K?
decays. The experiment normally operated at a beam in-
tensity of 1.5 107 particles/sec. Incident pions as well
as incident antiprotons were tagged by Cherenkov
counters, resulting in less than 0.5% pion contamination

of the antiproton data. Beam hodoscopes and propor-
tional chambers were used to measure the trajectory and
momentum of each incident beam particle.

Figure 2 shows the experimental spectrometer which
included a tungsten target, a 10.3-absorption-length
copper hadron absorber, 20 proportional- and drift-
chamber planes, a large-aperture analysis magnet, a two-
layer x-y charged-particle scintillation-counter hodo-
scope (180 elements), and a 13.2-absorption-length steel
and concrete muon detector with three scintillation-
counter hodoscope muon-trigger planes of 60 elements
each. At different times, data were taken with targets of
thickness 0.416, 0.998, and 1.50 p absorption lengths.
The individual elements of the muon hodoscope planes
were aligned so that a threefold coincidence between
planes would point back to the target. The fast dimuon
trigger required two threefold coincidences in the three
muon hodoscope planes, at least two hits in the charged-
particle scintillation-counter hodoscope, and a p or 7~
signal from the beam tagging system. The 7~ signal was
sometimes prescaled in order to reduce the dead time due
to event read out. Events which produced a fast trigger
were sent to an ECL-CAMAC trigger processor.!! The
processor used hits (within fiducial regions defined by the
threefold coincidences) from the drift chambers down-
stream of the analysis magnet to calculate the momenta
of muon candidates and subsequently the masses of all
possible muon pairs in less than 10 usec. Events with
dimuon candidates of invariant mass greater than 2.0
GeV/c? were recorded on magnetic tape.

The off-line analysis program reconstructed track seg-
ments in the drift chambers both upstream and down-
stream of the magnet and assumed a horizontal bend
plane at the magnetic center to determine the momentum
for matching segments. The 250-um measured resolution
of the drift chambers and the measured field integral of
2766 kGcm resulted in a momentum resolution of
Ap /p=0.004p. This momentum resolution contributed
a negligible amount to the observed ¥ mass resolution,
which was dominated by uncertainty in the dimuon
opening-angle measurement due to multiple scattering in
the target and hadron absorber.

E-537 DIMUON SPECTROMETER
MUON DETECTOR HODOSCOPES i
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FIG. 2. General layout of the spectrometer used by E537 to
measure high-mass dimuon production. The coordinate system
used is indicated where the y direction is vertical.
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Events which had at least two muon candidates with
an invariant mass greater than 2.0 GeV/c? were subject
to a second stage of reconstruction. Information from
the beam chambers was used to determine the four-
momentum of the incident beam particle causing the in-
teraction. This was combined with track coordinates
from the upstream drift chambers and the multiwire pro-
portional chamber (MWPC) placed inside the hadron ab-
sorber in order to distinguish events originating in the
target from events originating in the dump using an algo-
rithm similar to that of Ref. 12. The positions and angles
of the muons as they exited from the absorber and the po-
sitions of the muons as measured by the absorber MWPC
were used to calculate a probability function which de-
pended on the vertex coordinates of the event and the ini-
tial angles of the muons before they entered the absorber.
The probability function, which included measurement
errors and multiple scattering in the absorber, was max-
imized as a function of the z coordinate of the vertex and
the initial angles of the muons. The transverse coordi-
nates of the interaction vertex were determined from the
reconstructed incident beam track. The z coordinate dis-
tribution resulting from this fitting procedure is shown in
Fig. 3 for the 1.5-p-absorption-length (14.71-cm) tungsten
target. The cuts used in the analysis are indicated by
dashed lines.

Requirements were also placed on the distance between
the two tracks at the reconstructed vertex and on the
transverse position of the vertex in order to help reject
muon pairs which were the result of an accidental coin-
cidence between a beam halo particle and a muon from
the decay of a hadron. The reconstructed vertex was re-
quired to be within +9.144 cm in x and +10.16 cm in y
of the nominal beam center at the target. The Monte
Carlo simulation showed that the longitudinal and trans-
verse vertex requirements caused a loss of less than 1% of
the real events with no bias as a function of any kinemat-
ic variable.

Events which reconstructed to the target region were
reanalyzed assuming that the z coordinate of the produc-
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FIG. 3. Reconstructed dimuon vertex positions for the 1.5-
absorption-length tungsten target. The cuts used in the analysis
are indicated.

tion vertex was at the center of the target. This pro-
cedure improved the 3 mass resolution for the 1.5-
absorption-length tungsten target from o =270 MeV/c?
to 0 =185 MeV/c2 The improved resolution for the
0.5-absorption-length tungsten target was o =140
MeV/c2. The invariant-mass spectra for both like-sign
and opposite-sign dimuons produced in p and 7~ interac-
tions in the 1.5-absorption-length target are shown in
Figs. 4(a) and 4(b), respectively. Table I gives the in-

TABLE 1. Data from tungsten targets. For the tungsten targets used in E537, the table gives the
number of absorption lengths, the integrated incident beams, the number of recorded events with
4 <M <9 GeV/c?, and the reinteraction correction for the (a) p and (b) 7~ beam components. Note
that the second target listed was actually two equal segments separated sufficiently in z so that data
from the upstream target could be isolated and used in the 9 reinteraction measurement (see Fig. 6).

Target No. of Integrated Reinteraction
length absorption beam Events correction
(cm) lengths (10~ 4<M <9 GeV/c? factor
p
4.087 0.416 0.1536 14 0.98410.009
2 4.905 0.998 0.7792 106 0.966+0.019
14.710 1.50 1.415 267 0.954+0.022
Total 2.348 387
(b) m~
4.087 0.343 0.7060 54 0.987+0.007
2X4.905 0.823 2.014 367 0.971+0.016
14.710 1.234 3.232 680 0.960+0.022
Total 5.952 1101
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tegrated p and 7~ beam fluxes and number of recon-
structed events in the high-mass continuum region
(4 <M <9 GeV/c?) for each target.

III. CORRECTIONS TO THE DATA

Corrections were applied to the data for trigger proces-
sor inefficiency (1%), for scintillation counter inefficiency
and gaps between adjacent counters (10%), and for vertex
cut inefficiency (1%) (Ref. 10). This section covers the
additional corrections for muon energy loss in the spec-
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FIG. 4. Uncorrected dimuon mass spectrum produced by p
and 7~ incident on a tungsten target at 125 GeV/c. The back-
ground level is shown by like-sign targets. The i resonance is
seen at 3.1 GeV/c2.
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trometer, for contamination by random muon pairs, for 3
and ¢’ resonance tails in the high-mass continuum re-
gion, and for reinteraction in the target. The corrections
for Fermi motion and track-finding inefficiency were in-
corporated into the Monte Carlo acceptance program,
which is the topic of Sec. IV.

A. Muon energy loss in the spectrometer

Muon track momenta were corrected on average for
energy loss in the tungsten target and copper absorber us-
ing tables calculated from the Bethe-Bloch ionization for-
mula with corrections for density effects, bremsstrahlung,
and nuclear interactions.'>!* The Monte Carlo program
which simulated the acceptance and trigger logic includ-
ed corrections for muon energy loss in the target, copper
absorber, and concrete and steel muon filter. The calcu-
lated values of mean energy loss for tungsten, copper,
beryllium, iron, and concrete were parametrized for ki-
netic energies between 100 MeV and 125 GeV, and are
plotted in Fig. 5. The parametrization for iron was com-
pared with other calculations in the literature!>'® and all
were found to agree to better than 1% for muon energies
in the range of interest.

B. Contamination by random muon pairs

The number of like-sign events with masses between 4
and 9 GeV/c?is 1.5% of the opposite-sign sample in both
the p and 7~ data (Fig. 4). All of the like-sign events be-
tween 4 and 9 GeV/c? are negatively charged muon pairs
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FIG. 5. The energy loss for muons in the various materials
used in the spectrometer is shown as functions of the kinetic en-
ergy of the muon.
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produced by random coincidences between one relatively
high-momentum (between 20 and 125 GeV/c) halo muon
which passed through the beam hole in the halo veto
counters'® and a low-momentum (less than 10 GeV/c)
muon from the decay of a pion or kaon which was pro-
duced in an interaction in the target.

By studying events with vertices outside the cuts used
to define true dimuon events, we found that the number
of random events observed with a positive decay muon
accompanying the negative beam halo muon was equal
within statistics to the similar sample with two negative
muons. In all the distributions presented in this paper,
we therefore corrected our opposite-sign event sample by
subtracting from it the like-sign events. The number of
like-sign events was limited to 1.5% by using the vertex
cuts and by rejecting events with a muon of momentum
greater than 85 GeV/c (Ref. 17). The 85-GeV/c cut in-
troduces a slight bias against events with very high x,
but this was taken into account by making an identical
cut in the Monte Carlo acceptance program. All ac-
cidental events fall near cos@= — 1, where the acceptance
for true dimuon events is small (see Sec. IX).

C. Contamination by the ¢ and ¢’ resonances

Fits to the mass region between 2.6 and 4.5 GeV/c?
with Gaussians centered at the i and i’ masses and an
exponentially falling background gave a production ratio
of ¢'/1=0.02%0.01 for both the p and 7~ data. Using
the Gaussian fits, the contamination of the continuum
above 4 GeV/c? by resonance tails was calculated to be
negligible for the ¢ and (2.4+1.2)% for the ¢¥'. Two
checks were made to ensure that no significant non-
Gaussian tails were introduced by the event reconstruc-
tion. First, the X¥s of individual tracks from events at
the 9 resonance and from events above 4 GeV/c? were
compared and found to be identical. Second, simulated
and ¢’ events were generated in the Monte Carlo accep-
tance program which included multiple scattering, real
background tracks, and inefficiencies in the chambers, all
of which may cause track distortions. These simulated
events were reconstructed with the same programs that
were used for data events and no evidence of a non-
Gaussian tail was found.

D. Reinteraction in the target

The correction required for events produced by secon-
dary interactions in the target was determined by com-
paring the cross sections for y¥’s produced by pions from
the different length tungsten targets. If tertiary interac-
tions are ignored and the absorption cross section is as-
sumed to be independent of energy, the measured cross
section should depend on the length of the target as

O measured = ¥ direct

L/ }"abs

+Ureint - exp(L /)"abs)_l 4

where L is the physical length, A,  is the absorption
length of the target material, o4, is the cross section
that would be measured using an infinitesimally thin tar-
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FIG. 6. Relative cross sections for ¢ production by 7~ as a
function of tungsten target thickness. The increase with target
thickness is due to reinteraction.

get, and o, is a constant that depends on the details of
the reinteraction but is independent of the target length.
Measured cross sections for different length targets can
therefore be used to obtain values for g and o .
The relative cross sections for ¢ production by pions are
shown as a function of target length in Fig. 6. The curve
is the result of the fit for o, and o 4. the intercept at
zero target length.

The Monte Carlo program CASIM (Ref. 18) was used to
compare pion-produced ¢ events and high-mass continu-
um events in order to estimate the reinteraction correc-
tion for the continuum region. CASIM uses the
Hagedorn-Ranft thermodynamic model to generate a
spectrum of secondary particles. The known 7 depen-
dences of the ¥ and dimuon continuum cross sections'®
were used to generate muon pair events from this spec-
trum of secondaries. The muon pairs were propagated
through the spectrometer using the Monte Carlo accep-
tance program, and a reinteraction rate for the high-mass
continuum region was determined relative to that for ¢’s
produced by pions. Using these relative reinteraction
rates and the measured reinteraction rate for y’s pro-
duced by pions, correction factors were calculated for the
continuum cross sections with various target and beam
combinations and are given in Table I. The size of the
overall correction is less than 5% for the high-mass
antiproton-induced data and less than 4% for the pion
data. Uncertainties in these corrections lead to an es-
timated 2% uncertainty in the final cross sections.
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IV. MONTE CARLO ACCEPTANCE PROGRAM

The acceptance of the apparatus was calculated with a
Monte Carlo program. Events were generated randomly
throughout phase space using the measured beam energy
spectrum and profile and allowing for Fermi motion of
the target nucleon. The resulting pairs of muons were
propagated through the spectrometer taking into account
multiple scattering and energy loss. The track coordi-
nates at the chambers were digitized, the counter hits
were tagged, and the results were recorded in the same
format used for the data tapes. Background hits in the
chambers were included to produce the same track-
finding efficiency as for real data events. The Monte Car-
lo events were then subject to the same set of analysis
programs as the data, and both the initial and recon-
structed values of the kinematic variables were saved.
Using the maximum-likelihood method, the Monte Carlo
events were fit to the unbinned data events and reweight-
ed to accurately simulate the acceptance as a function of
all kinematic variables.

A. Fermi-motion correction

The four-vector for the target nucleon was generated
according to a simple Fermi gas model® to allow for
motion of the nucleons inside the nucleus. The target nu-
cleon was given an isotropic angular distribution in the
laboratory frame and a momentum between O and the
Fermi momentum distributed as dN/dp=3p2/pt.mi
The Fermi momentum for the tungsten target was taken
to be?! premi =265 MeV/c. High-momentum tails®? in
the Fermi distribution were investigated in the simulation
and found to have no significant effect.

B. Track-finding efficiency

Background tracks which accompanied true dimuon
events could be caused by beam halo particles or other in-
teractions in the copper absorber. These sometimes pro-
duced inactive wires due to the 300-nsec discriminator
dead time as well as background wire hits. Both effects
were simulated in the Monte Carlo program by including
drift chamber hits (and hence inactive wires) from special
data runs taken using only the beam signal as a trigger.!”
Good agreement was observed between the backgrounds
in reconstructed dimuon data events and the back-
grounds in Monte Carlo-generated events which sur-
vived the reconstruction procedure. The overall
efficiency for finding both tracks in a high-mass dimuon
event was 90% and is shown as a function of M and x in
Fig. 7. It is nearly constant over the measured range of
all kinematic variables, the only exception being a de-
crease for large values of x;. An overall systematic error
of 4% is introduced by the track-finding correction.

C. Acceptance calculation and empirical fits to the data

The unbinned data events and reconstructed Monte
Carlo events were used to fit the dependence of the cross
section on the kinematic variables M, x, pr, cosf, and ¢
using the maximum-likelihood method.?* The cross sec-
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FIG. 7. The efficiency for finding both tracks in a high-mass
dimuon event as functions of mass and x.

tion (by which the Monte Carlo events were initially gen-
erated and thereafter reweighted) was parametrized as a
product of simple functional forms of each variable and
the fit found the set of parameters which maximized the
probability of observing the experimental data points ob-
tained. This was accomplished by maximizing the prod-
uct of likelihood functions L(x; | T') for individual data
events, that is,

N
Lix|D)=]]L(x|D),

i=1

where N is the number of data events, x;
=(M;,xg;,P7i>c080;,¢;) are the kinematic variables for
the ith event, I" represents the set of parameters being fit,

and the likelihood function is defined by
-1
L(x,~lI‘)=P(xi|F)[fP(x|F)dx] ,

where P(x; |I') is the multidimensional functional form
being fit to the data points. The denominator of the like-
lihood function was evaluated using the Monte Carlo
events, which were reweighted at each step of the fit.

Good fits to both the p and 7~ high-mass continuum
data were obtained using the form

P(.x I F)=P(MIaM)P(xF|xF0,UX )P(pT |pT0)
X P(cosO | A)P() ,

where
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TABLE II. Kinematic distribution parameters. The fits to the data assuming that the cos(8) distribution behaves as (a)
1+ A cos¥(0) with A free and (b) 1+cos?(0). The acceptance A for each of the fits, and the gradient of the acceptance at the minimum

of the negative log-likelihood function are also given.

Parameter Value Error Correlation Grad( A4)
(a) A free
Antiproton
ay 1.331 0.069 1.498x107*
Xro 0.0 Fixed
oy 0.608 0.020 0.021 1.542x 10!
Pro 1.107 0.028 0.022 0.034 —5.025% 1073
A 0.279 0.357 —0.074 —0.115 —-0.217 —4.230%x 1072
A 0.237 0.022
Pion
oy 1.116 0.036 —1.853% 102
X ro —0.032 0.080 —0.018 3.121x 107!
oy 1.034 0.075 0.065 —0.929 7.571x107?
Pro 1.158 0.018 0.023 0.019 —0.003 —3.114x 1073
A 1.130 0.285 —0.107 —0.120 0.058 —0.184 —2.647x 1072
A 0.224 0.011
(b) A fixed to 1
Antiproton
oy 1.322 0.069 2.349x 103
Xro 0.0 Fixed
oy 0.604 0.019 0.014 1.433x 107!
Pro 1.097 0.027 0.003 0.013 2.897% 1073
A 0.212 0.004
Pion
ay 1.118 0.037 —2.150x 1073
Xro —0.027 0.078 —0.031 3.130% 102
oy 1.032 0.074 0.072 —0.930 6.908 < 107*
Pro 1.160 0.017 0.003 —0.004 0.008 —4.192x103
A 0.227 0.003
P(M |ap)=ay exp(—ayM)[ exp( —ayM,) and x; +Ax to the weighted number of generated events

- exp( _aMMmax)]7l ’

P(xp | xpg,0,)=(V2/m) exp( —0.52%)dz /dx ,
with
z=(1/o M In[(xp+1)/(1—xg)]
— In[(xpo+1)/(1—=x5)1} ,

P(pr | pro)=2(pr/pro)V2/m) exp[ —0.5(pr/Pro)] s
P(cosf | A)={1/[2(14+A/3)]}(14+Acos’0) ,
and

P(¢)=1/Q2m) .

The x distribution is a trar -'ormed Gaussian which van-
ishes at the kinematic limits: xp=%1. The polar and az-
imuthal decay angles, 6 and ¢, of the positive muon were
defined in the Gottfried-Jackson rest frame.?* Tables
II(a) and II(b) give the results of fits with A free and with
A=1 as predicted by the Drell-Yan model. The fits with
A=1 were used to generate acceptances as functions of
the kinematic variables as shown for the p data in Fig. 8.
The acceptance for a bin from x; to x; 4+ Ax was defined
as the ratio of the weighted number of accepted Monte
Carlo events with a reconstructed value of x between x;

with x between x; and x;+Ax. Calculating the accep-
tance in this manner compensated for smearing of the ki-
nematic quantities due to Fermi motion of the target nu-
cleon and apparatus resolution.

V. CROSS SECTIONS

The differential cross section for each value of the kine-
matic variable x was calculated using the formula

dO'/dX =(R]Vevems)/(Ax NopLeﬁ'gENbeam) ’

where x is one of the kinematic variables (M, x, or pr),
do /dx is the differential cross section in cm?/nucleon as-
suming an A dependence of A'!, Ax is the width of the
bin, A is the atomic mass of the target, N, is Avogadro’s
number, p is the density of the target in g/cm?, L 4 is the
effective length of the target, R is the correction for rein-
teraction and resonance contamination, £ is the accep-
tance for the bin, E is the correction for counter and
trigger efficiency, N n 1S the number of data events in
the bin, and Ny, is the number of beam particles hitting
the target.

Before presenting the data, we will briefly describe the
calculation of the effective length of the target and dis-
cuss the assumption that the cross section varies with the
atomic mass of the target as 4.
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A. Effective length of the target

Each of the tungsten targets was carefully weighed and
measured, and its effective length L g was calculated
from

Leﬁ'=)"abs[ 1—exp(—L /)"abs)] >

where A, =0, 0Ny A is the absorption length of the tar-
get material, L is the physical length of the target, and
O s 18 the absorption cross section. The absorption cross
sections for antiproton and pion beams in tungsten were
interpolated from measurements made at beam energies
of 60 and 200 GeV (Ref. 25). The errors in the measured
absorption cross sections contribute a 1.7% uncertainty
to the effective lengths and thus to our quoted cross sec-
tions.

B. A dependence of the Drell-Yan cross section

As is well known, the total cross section for hadronic
interactions in nuclei grows approximately as 4%7. This
is explained by the shadowing of the interior of the nu-
cleus by the surface, and is thus dependent on the large
strength of the hadronic interaction. In 1975 Farrar®
proposed a model for strong interactions in nuclei which
predicted that at high mass the Drell-Yan cross section
should vary as 4. The model assumed that the intrinsic
strength of the strong interaction (i.e., the quark-gluon
and gluon-gluon coupling) is small, with the apparent
large strength of most hadronic processes being due to
multiple interactions of quarks with small relative mo-
menta over a long period of time. The fastest moving
quarks will probably not interact and propagate freely
through the nucleus. Infrequently, the fast quarks will
annihilate to produce a high-mass muon pair. Farrar es-
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the muon pair kinematic variables (a) M, (b) xg, (c) pZ, (d) cos8, and

timated that the threshold for 4! behavior would occur
in the dimuon mass range between 2 and 6 GeV/c?.
Kenyon® has reviewed subsequent high-statistics A-
dependence measurements using pion and proton beams.
These measurements show that, for values of invariant
mass greater than 4 GeV/c?, the dimuon cross section in-
creases as A ' independent of M, x, and py in agreement
with Farrar’s prediction. From Kenyon’s summary, we
estimate the current experimental uncertainty in the
power a of A% to be +2%, which corresponds to a
+11% uncertainty in the cross section per nucleon ex-
tracted from tungsten data. A recent publication by the
NA10 Collaboration?’ of very high statistics 7~ data re-
ports an overall A dependence consistent with
a=1.00£0.02, but notes a decrease in the tungsten-to-
deuterium production at high x, consistent with the Eu-
ropean Muon Collaboration (EMC) effect in DIS. How-
ever, the effect is small compared to the statistical accu-
racy of our data at the relevant x, values. The error in
the cross sections due to the uncertainty in the A-
dependence correction will be indicated separately. Note
that the cross sections given are per average nucleon
which, for tungsten, is 40% proton and 60% neutron.

C. Data and overall systematic error

The differential cross sections as functions of M, xg,
and p? are shown in Fig. 9. Values of the double
differential cross sections in terms of (M,xp), (M ,p%),
and (xg,p?) are given in Table III. The errors shown in
the figures and table are statistical only. The total in-
tegrated cross sections for x>0, all p;, and 4<M <9
GeV/c? are 0.106+0.005+0.008 nb/nucleon for the p-
induced reaction and 0.107+0.003+0.009 nb/nucleon
for the 7~ -induced reaction. The first error quoted is sta-
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TABLE I11. (Continued).

0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0

0.0-0.1

—0.1-0.0

XF

0.000x 10°

0336102 0.148x 10~ 0.856X10~2 0433Xx10~% 0.667X10"2 0.808x10~% 0.317%x1072 0.255x10"% 0.000x 10°
0.319x 1072

0.000x 10°

3.0-3.5

0.900x 102
—0.784x10?

0.437x 102

0.260x 1072

0.339%10°2  0.579% 1072 0.436X10-2 0252x107% 0.358x10°2 0.339%x107?2

0.598x 1072

0.000% 10°

0.000x 10°

0.171x 1072
0.173x 1072

0.104X10~! 0.656x 1072 0.604x107% 0.327Xx10"% 0.458x 1072
0.616 1072

0.369x 1072

0.000x 10°

3.5-4.0

0.111x 107"
0.000x 10°

0.471x 1072

0.338x 1072

0.374%10~2 0.480X 1072 0.335x10~2 0.308x 10~ 0.234x10"% 0.270x107?

0.593%x107?

0.000x 10°

0.221x107?

0496X102 0.155x10~" 0.241x10°2 0.152x1072 0.326x10°% 0.427x1072 0.379x1072

4.0-4.5

0.531%x1072

0.000x 10°

0.191% 1072 0.252%x 1072 0.226x1072 0.378x107? 0.228x1072 0.202x 1072
0.437x 1072

0.153x 1072
0.411x107?
0.297x10"*

0.957x 1072  0.243x 1072

0.507x 1072

0.000% 10° 0.000% 10°

0.000x 10°

0.478 1072

0.316x 1072

0.361x 1072
0.261x102

0.835x 1072  0.000x 10°

4.5-5.0
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0.288% 1072 0.186X 1072 0.249x 1072 0.110x 107! 0.469x 1072
0.000x 10°

0.187x107?

0.260% 1072

0.436x 1072

0.882%x 1072

0.000x 10°

0.000x 10°

0.000¢ 10°

0.297%x1072  0.897x10~*

0.000x 10°

0.192x 1072

0.218x10°?
0.222X 1072

0.125X 107" 0.000x 10°

5.0-5.5

0.688 1072

0.314x 1072
0.000% 10°

0.891% 1073 0.201x107% 0.485x102

0.177%x 1072

0.112x 1072
0.000% 10°

0.196x 1072

0.300% 102

0.100x 107!

0.000x 10°

0.000% 10°

0.000x 10°

0.148x 1072

0.173x 1072

0.756x 1072

0.665% 102

0.000 10°

0.000x 10°

5.5-6.0

0.156x10~*
0.000x 10°

0.113x 107!
0.000x 10°

0.732x107?

0.153%x 102
0.000x 10°

0.153%x 1072
0.183%x 1072

0.178x 1072
0.000x 10°

0.215x 1072
0.196x 1072

0.218Xx 1072 0.503x 10" 0.369x107?

0.517x 1072
0.374% 102

0.189x107?

0.179x 1072  0.125%x 1072

0.393x 102

6.0-6.5

0.279 1072

0.672x1072

0.207x 1072

0.128%10~2 0.142x10"% 0.115Xx10"% 0.194%X10"% 0.153%x 1072
0.880%x 10°? 0.000x 10°

0.185x 1072

0.421x1072

0.400% 102

0.000x 10°

0.000 10°

0.000% 10°

0.000% 10°

0.125x 1072
0.129% 1072

0.000x10°  0.000x 10°
0.000 10°

0.000x 10°

0.310x 1072

6.5-7.0

0.320% 102

0.473x 1072

0.245x 1072

0.121x 1072
0.000x 10°

0.203% 1072

0.905% 1073

0.122x10°?2
0.000 10°

0.254x 1072

0.188%x 1072
0.000% 10°

0.335x 1072

0.000 x 10°

0.000 < 10°

0.000x 10° 0.000x 10°  0.000% 10° 0.000%x 10°

0.000x 10°

7.0-17.5

0.186x 1072

0.806% 1073 0.494% 10~ 0.137Xx10"' 0.102x1072 0.535x 1072

0.107x 1072

0.225x1072  0.207x 1072

0.900x 1072

0.169x 10!

TABLE IV. Systematic errors. A summary of the contribu-
tions to the systematic error in the measured cross section (see
text). If the components are uncorrelated and the errors add in
quadrature, the overall systematic error is 5%. If the com-
ponents are completely correlated and the errors add linearly,
the overall systematic error is 13%. Since the errors are almost
completely uncorrelated, the overall error of 8% quoted in the
text is conservative.

Source Error (%)
Counter and trigger efficiency 0.4
Trigger processor efficiency 1.0
Reconstruction efficiency 4.0
Resonance contamination correction 1.2
Reinteraction correction 2.0
Effective length 1.7
Acceptance 1.2
Beam normalization 1.5

tistical and the second is systematic. In addition, there is
an uncertainty due to the A-dependence correction of
+11%. A breakdown of the experimental systematic er-
ror is given in Table IV. For the differential cross sec-
tions, we estimate any additional relative systematic error
between extreme values of the variables to be less than
10%.

At our beam momentum of 125 GeV/c, the total cross
sections and the differential cross sections as functions of
M and p? are very similar for the p and 7~ data. Howev-
er, the pion data exhibit a substantially flatter depen-
dence on xp [=(x,—x,)/(1—7)], which is consistent
with the harder momentum distribution of the valence
quarks inside the pion as expected from counting rules.?®

VI. COMPARISON OF p DATA
TO THEORETICAL PREDICTIONS

In the leading-log approximation of QCD, the Drell-
Yan cross section for hadronic production of dimuons in-
tegrated over py is given by (1) where the g(x,Q?)’s are
the quark structure functions of the beam and target par-
ticles. The structure functions needed in this equation
should be identical to those measured in DIS with Q2
identified as M2. Figures 10(a) and 10(b) show the
differential cross sections do /dxp (all p; and 4 <M <9
GeV/c?) and do /dM (all py and xg > 0) for our p data.
The solid curves are the predictions of (1) (after the ap-
propriate integrations) obtained using structure functions
from the QCD fit of Duke and Owens? (DO) with
A=0.2 GeV (set 1) to neutrino, muon, and electron DIS
data. The predictions have been multiplied by a factor of
K =2.41 to obtain the measured total cross section. The
valence-valence, valence-sea, sea-valence, and sea-sea
components of the predictions are shown separately in
Figs. 10(a) and 10(b). The valence-valence interaction ac-
counts for 87% of the p-produced cross section.

Figure 11 shows do /dxy and the first-order QCD pre-
diction of Kubar et al.” The curve was calculated using
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FIG. 9. The points show the (a) mass, (b) xz, and (c) p# distributions for the p-produced and 7~ -produced data. In the case of the
mass and p? distributions, the vertical scale is broken and the p and 7~ data offset by one decade to avoid excessive overlap. The
curves are the predictions of the maximum-likelihood fits [Table II(b)].
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FIG. 10. The points show the (a) x; and (b) mass distribu-
tions of the p-produced data. The solid line shows the shape of
the cross section predicted by the Drell-Yan model [leading-log
approximation (LLA)] using DIS structure functions (Ref. 29)
for both the p and nucleon. The curve has been multiplied by a
factor of 2.41 to reproduce the measured total cross section for
4.0 <M <9.0 GeV/c? with xz>0. The other curves show the
components of the predicted cross section as indicated.
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FIG. 11. The x distribution of the p-produced data com-
pared to the first-order QCD and Drell-Yan model (LLA) pre-
dictions. The curves have been multiplied by a factor 1.39, so
that the first-order QCD prediction reproduces the measured to-
tal cross section for 4.0 < M <9.0 GeV /c? with x5 > 0.

A=0.2 GeV and the structure functions of DO. It was
multiplied by a factor of 1.39 to normalize to the mea-
sured total cross section (xp>0, all pr, 4<M <9
GeV/c?) for our p data. Also shown in the figure is the
naive Drell-Yan prediction multiplied by the same factor.
The shapes of the leading-log and first-order calculations
are almost identical and both are in good agreement with
the data. Values of the ratio of the first-order to leading-
log predictions are given as a function of xz and M in
Table V. It can be seen that this ratio is nearly constant
over the kinematic range covered.

The ultimate accuracy of these comparisons is limited
by several factors: (1) the statistical and systematic errors
of our measurement; (2) the uncertainty in the A4-
dependence correction due to the error in the measured
dimuon production 4 dependence and the related EMC
effect measured in DIS data; (3) systematic differences
among DIS experiments using the same target; and (4)
the uncertainty in the value of A extracted from the fits
of DO when used for first-order QCD calculations. The
statistical and systematic errors in our measurement and
the uncertainty in the A-dependence correction have al-
ready been described. We now consider the other two
factors in more detail.

The DO structure functions?® were derived from a
simultaneous fit to data obtained with several different
beams and targets. Appropriate (electromagnetic or
weak) forms of | F,(x)dx for the various data sets were

compared in regions of Q2 overlap, and all data were re-
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TABLE V. First-order QCD corrections. The ratio of the first-order to leading-log-approximation cross sections for muon-pair
production in pW collisions as a function of mass and xr. The entries were calculated from formulas in Ref. 7 using the DIS struc-
ture functions of Duke and Owens (Ref. 29).

Xp 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

M

4.0 1.725 1.727 1.727 1.726 1.722 1.716 1.707 1.695 1.679 1.654
4.5 1.734 1.735 1.736 1.735 1.733 1.729 1.722 1.714 1.703 1.687
5.0 1.744 1.746 1.747 1.747 1.746 1.743 1.740 1.735 1.728 1.720
5.0 1.757 1.759 1.760 1.760 1.760 1.759 1.758 1.756 1.754 1.754
6.0 1.771 1.773 1.774 1.775 1.776 1.777 1.777 1.778 1.781 1.788
6.5 1.787 1.789 1.791 1.792 1.794 1.796 1.798 1.802 1.808 1.822
7.0 1.805 1.807 1.809 1.811 1.813 1.816 1.820 1.826 1.836 1.857
7.5 1.825 1.827 1.829 1.831 1.834 1.839 1.844 1.852 1.866 1.893
8.0 1.847 1.849 1.851 1.854 1.858 1.863 1.870 1.881 1.897 1.930
8.5 1.872 1.874 1.876 1.879 1.884 1.890 1.899 1.911 1.931 1.970
9.0 1.899 1.901 1.903 1.907 1.912 1.920 1.930 1.945 1.968 2.013

normalized to agree with the u-H, measurement of the
EMC. Table VI lists the renormalization factors for data
used in the structure function fits and for other data
found in the literature.’*=32 There are systematic
differences of roughly 5% about the u-H, data of the
EMC which clearly cannot be attributed to an A4 depen-
dence or EMC effect. An error of 5% in the normaliza-
tion of the derived quark structure functions propagates
to become a 10% uncertainty in the Drell-Yan-model
predictions.

The first-order QCD calculation is also sensitive to the
value chosen for A. Duke and Owens find a correlation
between the value of A and the “hardness” of the gluon
distribution used in their fit. They state that the DIS
data alone cannot distinguish between A=0.2 GeV with
a soft-gluon distribution (set 1) and A=0.4 GeV with a
hard-gluon distribution (set 2). However, they note that
the structure functions obtained using a soft-gluon distri-
bution and A=0.2 GeV are in better agreement with
another fit to DIS data,>® and, when used in a simple ha-
droproduction model better predict the pp —¥X cross
section. Recently Martin et al.>* have analyzed DIS ex-
periments with the soft-gluon distribution and find best
fits with A=0.1 GeV using EMC muon data and A=0.2
GeV using new Bologna-CERN-Dubna-Munich-Saclay
(BCDMS) muon data. In this paper, we have used the

A=0.2 GeV soft-gluon fits of Duke and Owens in our
predictions and, specifically, A=0.2 GeV in the calcula-
tion of a, for the first-order prediction. Using A=0.4
GeV increases the first-order prediction by 13% and us-
ing A=0.1 GeV decreases the first-order prediction by
8%. The choice of A has a significant effect on the
QCD-predicted shape of the transverse-momentum dis-
tribution which will be examined in Sec. X.

To summarize, the normalization uncertainties that
arise in the comparison of our data to the calculations are
due to the statistical error (+5%) and systematic error
(£8%) of our measurement, the uncertainty in the A-
dependence correction (+11%), the DIS normalization
uncertainty (£10%) and, in the case of the first-order
prediction, the uncertainty in the value of A (£13%).
Combining these errors in quadrature, we find that the
leading-log prediction must be scaled by a factor
K =2.411+0.42 and the first-order prediction by a factor
of 1.39+0.30 to equal the measured total cross section
for x;>0 and 4 <M <9 GeV/c% The leading-log pre-
diction is clearly too small and the first-order prediction
is barely consistent with the measured cross section. The
data can accommodate significant contributions from
higher-order corrections.

A theoretically predicted K factor can be defined as the
ratio of a higher-order cross section to the leading-log

TABLE VI. Normalization of DIS experiments. The relative normalizations of several high-
statistics DIS experiments using various beams and targets. These were found by comparing appropri-
ate forms of f F,(x)dx where Q? overlaps in Refs. 29-32. The approximate fractional systematic error

in each experiment is given in the last column.

Expt. Beam Target EMC(uH,)/Expt. Expt. Sys. Error
EMC U H, 1 0.03
EMC 7 Fe 1.03 0.03
EMC I D, 1.05 0.03
CDHS v Fe 0.96 0.06
CCFRR v Fe 0.94 0.06
BFP 7 Fe 0.98 0.03
SLAC e H, 0.92 0.03
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value. For the first order in the pN interaction at 125
GeV/e, K[O(a;)]=1.74 if A=0.2 GeV and K[O(a;)]
=1.98 if A=0.4 GeV. The major contribution to
K[O(a,)] is the so-called 7> term which arises from
gluon exchange at the gg vertex. The most singular part
of this Drell-Yan vertex correction may be calculated to
all orders in «a,, giving the following formula for an im-
proved K factor:*

(@, /2m)cpm®
K (vertex, all orders)=e * " F

X {K[O(a,)]—(a, /2m)cpm?}

where cp=4%. Since the vertex correction dominates the
first-order K factor, it has been argued®®?” that K(vertex,
all orders) may be a good approximation to the QCD pre-
diction to all orders. For 125-GeV/c pN data K(vertex,
all orders)=2.10 if A=0.2 GeV and K(vertex, all or-
ders)=2.58 if A=0.4 GeV, both of which are in better
agreement with the measured value of 2.41 than the first-
order estimate.

There may be a contribution to the dimuon cross sec-
tion above M =4 GeV/c? from charm or beauty decays.
The best evidence against a large contribution to
valence-valence—-dominated processes such as 7~ N and
PN is the experimental observation® that the ratio
7~ N /mt N approaches 1 as expected for an electromag-
netic process such as that of Drell-Yan instead of 1,
which would be expected if the dimuons were the decay
products of strongly produced DD or BB pairs. In addi-
tion, the polar decay angle distribution for the 7~ is in
good agreement with the Drell-Yan prediction of
14 cos?0 as observed here and elsewhere.’ The
invariant-mass dependence of dimuons from charm or
beauty decays is probably very different from that pre-
dicted by the Drell-Yan model. For example, Fisher and
Geist®® have shown that for light quark and gluon fusion
the dimuon mass spectrum falls much faster than that of
the Drell-Yan model for pp collisions. Using our p data
we have calculated separate K factors for two mass bins,
4<M <5 GeV/c? and 5<M <9 GeV/c? and find
K =2.35+0.14 and 2.51%0.25, respectively, where the
errors are statistical, indicating no strong variation with
mass. This suggests that the contribution to the dimuon
cross section from heavy-quark decays is small. Al-
though the parton structure functions are known in-
dependently of the dimuon cross section in the case of pN
interactions, it is very difficult to make a reasonably
quantitative prediction of the heavy-quark contribution
to the measured dimuon cross section due to the current
experimental and theoretical uncertainties in the heavy-
quark hadroproduction cross sections and production
mechanisms.

VII. SCALING TESTS OF THE DRELL-YAN MODEL

In the naive quark-parton version of the Drell-Yan
model, the cross sections M3>d%0c/dM dxp and
s3/2d%0 /dM dx should scale in terms of both variables
7 and xp. Figure 12 shows the cross section M 3do /dM
with x5 > 0 as a function of V7 for our antiproton data at
125 GeV/c and the data of the NA3 experiment® at 150
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FIG. 12. M*do /dM as a function of V'7 for the p-produced
data in this experiment and for the data of Ref. 39 at 150
GeV/c. The solid curve is the prediction of the Drell-Yan mod-
el (LLA) integrated over x> 0.
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FIG. 13. Our measurement of the scaling cross section
s3?do /dM with x>0 for the production of muon pairs in
7~ N interactions is shown together with data obtained by the
CIP (Ref. 40) and Omega (Ref. 41) Collaborations as a function
of V7.
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FIG. 14. Our measurement of the cross section s do /dxp for
0.27 < V'7<0.44 compared to data obtained by the CIP Colla-
boration in the same region of V'7.

GeV/c. The two measurements agree within errors and
are consistent with the shape predicted by (1).

A more detailed scaling test can be made using data
obtained with an incident 7~ beam. Figure 13 shows the
cross section s*/2do /dM with x>0 plotted versus V7
for our pion data, that of the Chicago-Illinois-Princeton
(CIP) experiment*® at 225 GeV/c, and that of the Omega
experiment*! at 39.5 GeV/c. Figure 14 shows the cross
section sdo /dxp in the range 0.27 <7<0.44 for our
data and that of the CIP experiment. In both cases the
data exhibit simple scaling. Note that the differential
cross section do /dxy for our data at 125 GeV/c is small-
er than the CIP data at 225 GeV/c by a factor of 1.8
whereas the cross section s do /dx; agrees within 15%
over the full range of x covered.

VIII. QUARK STRUCTURE FUNCTIONS

In this section we present the extraction of the
valence-quark structure functions for the p and 7~ by
fitting our data to (1). The statistical significance of the
data is inadequate to extract quark structure functions
that depend on both x and Q2 so only the x dependence is
considered. In the case of the antiproton, an estimate of
the systematic error this introduces was made by assum-
ing a Q2 dependence similar to the Q2-evolved DIS struc-
ture functions of DO (Ref. 29).

For antiprotons incident on a nuclear target, the indi-
vidual beam and target quark structure functions in (1)
may be written in terms of the valence-quark and sea-
quark structure functions of the proton:

E. ANASSONTZIS et al. 38

uP=uP+SP, dP=dP+S°,
uN=(Z/AWwP+[1—(Z/A4))dP+S?,

)
dN=(Z/A)dP=[1—(Z/A)]uP+S?,

Similarly, for incident pions the quark structure functions
in (1) may be written in terms of valence and sea struc-
ture functions:

u™ =d"™ =V"4+S",

- _ - (3)
d™=5" =u" =8".
The parametrizations used in the fits are
ul(x)=a,x?(1—x )7,
(4)

dP(x)=0.5Tuf(x)(1—x) ,

and

Vi(x)=a,x“"(1—x)""

The relationship between u? and d? was that observed in
deep-inelastic neutrino scattering data.*’ The sea distri-
bution of the proton was taken from the DIS analysis of
DO, and the sea distribution of the pion from fits to 7~
and 7+ data of the NA3 Collaboration.*’ Recall that sea
quarks contribute to only ~13% of the total cross sec-
tion for the pN data.

The fits cannot distinguish between a constant K factor
multiplying (1) and an increase of a, and/or a,,. In the
case of the p, the K factor can be constrained to be the
value found by comparing the data to the Drell-Yan pre-
diction using DIS structure functions, but this is not pos-
sible for the 7~ -produced data. Fortunately, the normal-
ization of the valence-quark structure functions can be
constrained by other methods, which we will call the
“number sum method” and the “momentum sum
method.” Independent K factors can then be extracted
from the structure function fits using (1). As before, we
define the K factor as the factor by which the Drell-Yan
prediction must be increased to reproduce the experimen-
tal cross section for 4 < M <9 GeV/c? and xp > 0.

The number sum method (the method normally used in
Drell-Yan fits to #~ data) requires the integral of the
valence-quark distribution functions over all values of
Bjorken x to equal the number of valence quarks in the
hadron, that is,

fo‘[(u5+dg’)/x]dx=3 and fo'(zv’f/x)dx:z. (5)

The major drawback of this method is that the dominant
contributions to the integrals come from very small
values of x, where the fixed-target experiments are not
sensitive. Typical dimuon experiments produce data
above x; =0.2, while measurements of xF; in DIS (Refs.
30 and 44) as shown in Fig. 15 indicate that only ~1 of
J i(uf+dP)/x ]dx lies above x =0.2. The number sum
method clearly depends heavily on the extrapolation of
the fitted structure function parametrization for x > 0.2
to very small values of x. The choice of a different func-



tional form to parametrize the structure functions, for ex-
ample, a sum of terms of the form x%(1 —x)8, could
drastically alter the normalization of the calculated
Drell-Yan cross section while still integrating over x to
give the proper number of valence quarks.

The momentum sum method requires that the integral
of the valence-quark structure function distributions over
all x equals the momentum fraction carried by the
valence quarks in the nucleon as measured in DIS at our
average value of Q?=M?=25 GeV?, and a similar ex-
pression for the pion, that is,

[ wp+dpdx=0.34 and [2v7dx=0.34. (©

The first integral in (6) was calculated using the A=0.2
GeV (set 1) solution of Ref. 29 for the valence-quark
structure functions of the nucleon. The value of the in-
tegral decreases by 3.8% if the A=0.4 GeV (set 2) solu-
tion is used instead. The momentum sum method is cer-
tainly justified for the p data, but must be considered a
plausible assumption for the 7~ data. Because the factor
of 1/x is lost in the integrand as compared to (5), the
dominant parts of the integrals are now in the x range
covered by the data and the normalization is much less
sensitive to any extrapolation of the parametrization to
small values of x.

Tables VII(a) and VII(b) give the results of several
different fits of our p and 7~ data to (1). These fits were
made using all individual data events by the maximum-
likelihood technique. All the 7~ fits were made by con-
straining the target-quark distributions to be those of DO
(Ref. 29). The p data were treated in this same way and
also by fitting both the target- and beam-quark distribu-
tions simultaneously to the same quark structure function
parametrizations. For each normalization method and
target structure function constraint, the data were fitted
both with a as a free parameter and with a=0.5 as ex-
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FIG. 15. xF; and fixF3dx /x measured by the Caltech-
Columbia-Fermilab-Rochester-Rockefeller (CCFRR) Colla-
boration (Ref. 30) at Q’=3 GeV:. Only ~1 of
[ xFsdx /x = [ [(u,+d,)/x dx lies above x =0.2.

pected from Regge theory arguments.*> No errors are
listed for the fit K factors due to the uncertainty in nor-
malizing the structure functions. The lower limit on the
percentage errors is 17%, the value obtained from the
comparison of our p data to the Drell-Yan prediction us-
ing structure functions from DIS.

A. Discussion of the p results

In fits 1-6 of Table VII(a), the beam-quark and target-
quark structure functions were both fit to the same pa-
rametrization. Comparison of fit 1 with @=0.5 and fit 2
with a free to vary illustrates the sensitivity of the K fac-
tor to the parametrization when using the number sum

TABLE VII. Structure-function parameters. Results of fitting the p and =~ valence-quark structure
functions to the form ax %1 —x)# under various assumptions concerning the normalization and target
structure function as described in the text. Angular brackets indicate that a parameter was fixed in the

fit.
Target Norm

Fit structure function method a B K
(a) p

1 Free Num. sum (0.5) 3.570+0.213 4.37

2 Free Num. sum 0.678+0.211 3.71140.274 2.37

3 Free Mom. sum (0.5) 3.5741+0.213 3.01

4 Free Mom. sum 0.685+0.253 3.71740.294 2.60

5 Free DIS (0.5) 3.575+0.213 (2.41)

6 Free DIS 0.677+0.027 3.710£0.300 (2.41)

7 DIS (Q?=M?) DIS (0.5) 3.4214+0.195 (2.41)

8 DIS (Q*=M?) DIS 0.701+0.558 3.622+0.608 (2.41)

9 DIS (Q?=25) DIS (0.5) 3.45610.196 (2.41)

10 DIS (Q?=25) DIS 0.640+0.558 3.580+0.611 (2.41)
(b) m—

11 DIS (Q?=M?) Num. Sum {0.5) 1.291+0.077 2.43

12 DIS (Q?=M?) Num. Sum 0.442+0.207 1.248+0.175 2.68

13 DIS (Q*=M?) Mom. Sum (0.5) 1.289+0.078 2.55

14 DIS (Q?=M?) Mom. Sum 0.476+0.248 1.272+0.191 2.57
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method normalization of (5). The K factors obtained
from fits 3 and 4, which use the momentum sum method
of (6), are much closer together and in reasonable agree-
ment with the K factor found by comparing the data to
the Drell-Yan prediction using DIS structure functions.
The values of the parameters a and [ are insensitive
within errors to the normalization method used.

For fits 7—10 the target structure functions were con-
strained to be those of DO. Fits 7 and 8 allowed the
structure functions to vary as a function of Q2 and fits 9
J
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and 10 fixed Q2 to our mean value of 25 GeV2. From the
values of the parameters it can be seen that the fits are in-
sensitive to the Q2 evolution of the structure functions of
the target quarks, which partially justifies the use of Q%
independent parametrizations.

To illustrate the fits quantitatively and make compar-
isons with other data, (1) was manipulated to project out
beam (B) and target (7T) structure functions from the
measured cross sections. For antiprotons, the equation
can be written as

d’o 4ma? 1 2 2 2Z | ., » 2y _gr 2
dx,dx, K 81 N B(x,,Q0°)T(x,,0°)+ |1— y dP(x,,QH)[ul(x,,Q?)—d’(x,,0?)]
+5%(x,,0%) l1~iAZ— ul(xy, @)+ |4—32 df(xz,Q2)+IZS”(x2,Q2)H, ™
[
where Figure 18 shows the projected beam structure function

B(x,,Q2)=4u"(x1,Q2)+d"(x1,Q2) ,
T(x,,0%)=(Z/A)uf(x,,0*)+(1—-Z/ A)dP(x,,Q%)
+5P(x,,0%) .

Here we have added an explicit K factor in our notation.
As will be demonstrated shortly, the second and third
terms on the right-hand side (RHS) of (7) contribute very
little to the cross section and were calculated using the
structure functions of Ref. 29. The beam and target
structure functions can be calculated as averages over the
Q%?=M?=5sx,x, range of the data as follows:

B(x))= [ B(x,,0)T(x,,0*(1/x})dx,
-1
X [fﬂxz,QZ)(x/x%)dxz] (8a)

and

T(xy)= [ B(x,,0)T(x,,03)(1/x})dx,

x [fmxl,QZ)(l/x})dx, ]"’. (8b)

Figure 16 shows a plot of the values of KB(x,) which
were found from (7) and (8a) using our measured cross
sections d %0 /dx,dx, and the DO structure functions to
calculate both T(x,,0Q?) and the small terms on the RHS
of (7). The curves in the figure are the predictions using
structure functions from fits 1 and 2 in Table VII(a) and
from DO. The fits with a=0.5 and a free to vary de-
scribe the data well for x| > 0.2 but give much different K
factors. Recall that the fits ignored the Q% dependence of
the quark structure functions. The predictions of kB(x,)
using DIS structure functions with Q2 evolution and with
Q? fixed are almost identical and in good agreement with
the data, indicating that the fits are good measurements
of the p quark structure function at Q?=M?2=25 GeV2.
Figure 17 again shows the values of KB(x,) for our ex-
periment and the values for the p data of the NA3 Colla-
boration at 150 GeV/c (Ref. 39). There is excellent
agreement between the two experiments.

and the predictions using the Duke and Owens structure
functions both with and without considering the second
and third terms on the RHS of (7). It is evident that
these terms make only a small contribution to the pre-
dicted value.

71T
L1 1 1

pW—puu X
125 GeV/c

BEAM STRUCTURE FUNCTION

FIG. 16. The points are the projection of the beam structure
function (KB(x,)=K[4uf(x,)+dF(x,)]) for the p data. The
dot-dashed line shows the prediction of fit 7 in Table WII, with
a fixed to 0.5. The dashed line shows the curve corresponding
to fit 8 with a free. The dot-blank line and the dotted line show
the value of the deep-inelastic structure functions (Ref. 29) with
Q?=M? and with Q?=25 GeV?, respectively.
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FIG. 17. Our projected p valence-quark structure function
[KB(x,)] is compared with data obtained by the NA3 Colla-
boration (Ref. 39).

Figure 19 shows a projection of KT(x,) using (7) and
(8b). The DO structure functions were again used to cal-
culate B(xl,Qz) and the small terms on the RHS of (7).
This projection is also consistent with the prediction
based on DIS data although the range of x, is limited.

B. Discussion of the 7~ results

The 7~ fits in Table VII(b) were all made with the tar-
get quark distributions constrained to be those of Duke
J

d%o dra’® 1 - 2 2
dx dx, =K x%x% VT(x,Q°)T(x,,0°)
+S7(x,,0%) (1+3—Z
A
where
2 4Z 2 P, 2
T(x,,Q%)= ul(x,,0°)+41—-2Z/A4)df(x,,Q")

A4
+58%(x,,0%) .
Figure 20 shows the values of K¥"(x,) which were pro-

jected by using in (9) the measured cross sections for
d*o /dx dx,, the results of Duke and Owens for the nu-

ul(x,,0H+

10 T T T T
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FIG. 18. The data points are the projected p beam structure
function [KB(x,;)]. The solid curve is the prediction of the
Drell-Yan model (7) using DIS structure functions (Ref. 29).
The dashed curve is the prediction if one ignores the second and
third terms on the RHS of (7), in which case the cross section
can be written exactly as the product of a function of x; and a
function of x,.

and Owens. The fits using the number sum method of (5)
yield K =2.43 for a=0.5 and K =2.68 for «a free to vary.
The K factors obtained from the momentum sum method
fits are again almost equal with K =2.55 for ¢=0.5 and
K =2.57 for a free to vary. We believe that the momen-
tum sum method gives a good estimate of the K factor
with the assumption that the valence quarks in the pion
carry the same fraction of the hadron momentum as the
valence quarks in the nucleon. Note that the K-factor
values obtained are very similar to the value of K =2.41
for the p-produced data.

To project out the beam and target quark structure
functions for the 7~ data, (1) may be rewritten as

9)

432
A

d,f’(xz,Qz)+llS”(x2,Q2)} } )

f
i

cleon quark structure functions, and S7(x)=0.292(1
—x)%2 as measured by the NA3 Collaboration.** The Q2
averaging was handled as in the p case by using (8a) and
(8b). The curve in the figure represents the predictions of
both fit 11 with @=0.5 and fit 12 with «a free to vary. Al-
though the predictions for x; > 0.2 are identical, the K
factors differ (2.43 compared to 2.68), which again indi-
cates the sensitivity of the K factors obtained to the low-x
behavior of the parametrization when using the number
sum method of normalization.
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ture function (KT(x,)=K[Z/Aul(x,)+(1—Z/A)d!(x,)
+S8%(x,)]) for the p data. The curve is the prediction of the
Drell-Yan model using DIS structure functions (Ref. 29).
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FIG. 20. The points are the projection of the beam structure
function [K¥V™(x,)] for the #~ data. The curve shows the pion
valence-quark structure function fit using the parameters of ei-
ther fit 11 of Table VII with « fixed to 0.5 or fit 12 with «a free.
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FIG. 21. The points are the projection of the beam structure
function, K¥™(x,), for the #— data. The dashed curve is the
prediction of (9) using fit 11 of Table VII. The solid curve is the
same prediction if one ignores the second term on the RHS of
(9), in which case the cross section can be written exactly as the
product of a function of x, and a function of x,.

Figure 21 shows the projection of the beam structure
function using the parameters of fit 12 and the same pro-
jection neglecting the second term on the RHS of (9).
The effect of the second term is seen to be small, indicat-
ing that our results are insensitive to the sea-quark distri-
bution in the pion.

Figure 22 shows the target structure function projec-
tion obtained from (9) and the prediction of DO using
DIS data. There is good agreement over the complete
range of x, covered. Figure 23 shows the values of the
beam structure function K¥7(x,) for our experiment at
125 GeV/c, the NA3 experiment at 150 GeV/c (Ref. 43),
the CIP experiment at 225 GeV/c (Ref. 46), and the Goli-
ath experiment at 150 GeV/c (Ref. 47). The CIP data
were multiplied by the ratio of 412/ 410 so that the as-
sumed A dependence is consistent with the other experi-
ments. There is good agreement between all the data for
values of x, approaching unity.

C. Effect of the first-order correction

In Table V we presented calculated values of K[O(«,)]
for the pW reaction as a function of x and M. Similar
results were also obtained for the 7~ reaction. It can be
seen that the first-order correction has little variation
over the kinematic range accessible to fixed-target experi-
ments and will have a negligible effect on the variation
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CIP (Ref. 46), and Goliath (Ref. 47) experiments. There is good
agreement among the four experiments.

with x of the quark structure functions obtained from the
present data.

IX. ANGULAR DISTRIBUTIONS

The angular distributions as functions of cos@ and ¢
for the p and 7~ data are shown in Figs. 24(a) and 24(b).
Here 6 and ¢ are the polar and azimuthal angles of the
positive muon with respect to the beam direction in the
dimuon rest frame. Superimposed on the cosf distribu-
tions is the simple Drell-Yan model prediction of
14cos?0. The data are consistent with the prediction ex-
cept near cos@= —1 where there are two experimental
problems. First, the statistical accuracy of the data (espe-
cially the p data) is limited as | cos@ | — 1 because the ac-
ceptance of the spectrometer falls to very low values (see
Fig. 8). Second, the background due to accidental coin-
cidences between high-momentum negative muons in the
beam halo and low-momentum muons from hadron de-
cay occurs near cos@= — 1 and gives rise to large fluctua-
tions in the like-sign event background subtraction.

From Table II(a) it can be seen that the multidimen-
sional fit with the parameter A (in 1+ A cos?) free to vary
gave A=1.110.3 for the 7~ data and A=0.310.4 for the
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FIG. 24. The angular distributions for the p and 7~ data in
(a) cosO and (b) ¢. The curves show the 1+ cos?8 prediction of
the Drell-Yan model. Fluctuations from this prediction near

cos@= — 1 may be caused by the remaining background and the
like-sign subtraction as discussed in the text.
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p data. Because of the limited acceptance and large back-
ground near cos@= — 1, we do not consider the p result to
be in disagreement with the Drell-Yan model. In fact, for
cos@> —0.5 where there are no accidental background
problems, both the p and 7w~ data closely follow the
14cos?6 prediction. The QCD corrections to the angu-
lar distributions*® are too small to be meaningfully tested
by this experiment. The cross sections presented here
were therefore calculated assuming a uniform ¢ distribu-
tion and A=1. The only significant consequence of al-
lowing A to vary is to lower the absolute p cross section
by 11%. The shapes of the differential cross sections are
unaffected.

X. COMPARISON OF THE TRANSVERSE-MOMENTUM
DISTRIBUTIONS WITH QCD

Many authors”*** have argued that there are contri-
butions to the dimuon’s transverse momentum from the
following sources: (1) the intrinsic transverse momentum
of the quarks inside the hadron; (2) the hard-scattering
first-order annihilation and Compton graphs [see Figs.
J

dc 87a? 1—7

dM dxpdp? ~ oMm? [x2(1—71)2+4r]'"2

1(c) and 1(d)] which are important for values of p; near
or in excess of the invariant mass; and (3) the emission of
soft gluons for smaller values of p;. Perturbative QCD
cannot predict the contribution from the intrinsic trans-
verse momentum of the quarks, so it must be extracted
from data. We present two comparisons of the data to
theoretical models which incorporate these contributions

topr.

A. Comparison with the model of Chiappeta
and Greco (Ref. 9)

In this treatment, the contributions of the first-order
annihilation and Compton graphs to {p?) were calculat-
ed from Kubar et al.” and the soft-gluon emission predic-
tions followed the treatment of Chiappetta and Greco,’
who applied the leading-order and next-to-leading-order
calculations of Kodaira and Trentadue®® to compare with
previously published dimuon data. The soft-gluon-
emission contribution to the cross section may be written,
following Ref. 9, as

[ bJo(bprIexplS (b,M))db

X 3 eghx,0%97(x,,0%)+4%x,,007 T(x,,09], (10)
q=u,d,s
where
S(b,M)=—-(2cF/7r)f:b(qu/qT){ln(Mz/q%)a(qT)[1+Ka(qT)/27T]+21n(eyE/2)a(l/b)——%a(qr)} (11)

with k=3(8 —72/6) —N(19), y ; =0.5772 (Euler’s constant), Ny =4 (the number of active quark flavors), ¢z = 4, and

alg)/m=[12/(33—2Ny)][1/In(g?/A*)]—72[(153 —19N}) /(33 —2N)*]{In[In(g2/A%)] /In*(g%/A?)} . (12)

Equation (11) is only valid in the perturbative region
where b <<1/A and nonperturbative effects are
parametrized by a regularization of a(q), which is accom-
plished by the substitution of g2+¢ for g2 in (12). The
value of g, used in this analysis was 1.0 GeV. The intrin-
sic transverse momentum was introduced by inserting an
additional factor of exp(—b2%(p2),,/4) into the in-
tegrand of (10).

The QCD calculations were made using the DIS struc-
ture functions of DO (Ref. 29) for the nucleon and the
structure functions of Owens’! for the 7~. Some double
counting occurred by directly summing the soft-gluon
and annihilation contributions to {p%), but since the
latter is small (see Figs. 26 and 27 below) the results
should not be significantly altered by a more complete
treatment.

Figures 25(a)-25(d) show the differential cross sections
do /dp} with 4 <M <9 GeV/c? and x> 0 for our p and
7~ data. We find average p2 values of 1.09+0.04
(GeV/c)? for the p data and 1.23+0.03 (GeV/c)? for the
m~ data. The soft-gluon-emission and intrinsic quark
transverse-momentum contributions to do/dp} for
A=0.2 GeV and {p?),,=0.3, 0.4, 0.5, 0.6, and 0.7
(GeV/c)?* are shown in Figs. 25(a) and 25(b). The predic-
tions for A=0.4 GeV and {p?),,=0.5 (GeV/c)® are

f
shown in Figs. 25(c) and 25(d). In all cases the predic-
tions were normalized to the integrated cross section, so
only shape comparisons of theory to data are meaningful.
Note that smaller values of {p# );;, are required in order
to fit the data as A increases. Without invoking the first-
order annihilation and Compton diagrams, the p2 depen-
dence of the data is described well out to 5 (GeV/c)2.

Comparing the {p2) of our total data sample with
4<M <9 GeV/c? and x>0 to predictions with A=0.2
GeV which include contributions from both soft-gluon
and hard processes gives {p7 );,,=0.4 (GeV/c)* for the p
data and 0.3 (GeV/c)? for the 7~ data. Slightly negative
(p#)in values are actually required for predictions with
A=0.4 GeV.

The predictions of {p#) as functions of both M and xj
are shown with the data in Figs. 26 and 27. In order to
minimize computer time, the predictions versus M were
made at the average xp of the data and the predictions
versus xy were calculated at the average M2. The figures
show that the hard contribution is much smaller than the
soft-gluon contribution in this region. The rise in {p?
with increasing values of M observed in other data and
predicted at higher energies’ is not pronounced at 125
GeV/c. The predictions agree fairly well with the data
except in the highest-mass bins of the pion sample.
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B. Comparison with the model
of Altarelli et al. (Ref. 52)

The calculation of the differential cross section
do /dp? of Altarelli et al.>? addressed the problems that
no absolute normalization could be predicted and that
the singular O (a,;) Compton and annihilation contribu-
tions had to be arbitrarily cut off at low p;. The model
was developed to predict the p; spectrum for W bosons
produced at pp colliders. The triple differential cross sec-
tion is given by

do _ 4mra?
dM dy dp2  9Q%S

d%
J S exp(—bpr)

Xexp[S(b%,0%,»)IR (b%,0%y)

+Y(p7,0%y)

’

(13)
where a is the electromagnetic coupling constant, b is a
two-dimensional vector in parameter space, Y is the
O (a,) contribution to the cross section coming from the
Compton and annihilation graphs, from which the singu-
lar part at p;=0 has been subtracted and added into R, S
is the two-loop form factor coming from the all orders
resummation of double logarithms, and finally R is the
infrared sensitive part of the cross section. The cross sec-
tion (13) was constructed to reproduce the first-order pre-
diction’ previously discussed in Sec. VI when integrated
over transverse momentum. We have verified that this is
true to within 6%, which is consistent with the estimated
error in the numerical integration.

In Fig. 28(a) we compare do /dp? for our p data to the
predictions of (13) integrated over M and y. The predic-
tions used the structure functions of DO (Ref. 29) and
were made with (a) set 1, A=0.2 GeV and {p#),,,=0, (b)
set 2, A=0.4 GeV and {p});,,=0, and (c) set 1, A=0.2
GeV and {p%),,=0.5 (GeV/c)’. In Fig. 28(b) we com-
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pare do /dp? for our 7~ data to the prediction of (13) us-
ing pion quark structure functions from the NA3 experi-
ment*® and the nucleon quark structure functions from
DO with set 1, A=0.2 GeV and {p2);,=0. As in the
previous model, we see a considerable flattening of the
prediction as A or {p?),, increases.

X1. SUMMARY AND CONCLUSIONS

We have studied the production of muon pairs with in-
variant mass between 4 and 9 GeV/c?in pN and 7N in-
teractions at an incident momentum of 125 GeV/c using
a tungsten target. A tertiary beam containing 18% an-
tiprotons allowed us to study the antiproton-induced re-
action with higher statistics and smaller systematic errors
than were obtained in previous experiments. Differential
cross sections as functions of the dimuon invariant mass,
Feynman x, transverse momentum, and the decay angles
of the dimuon were obtained. The total cross sections, pr
distributions, and invariant-mass distributions for the p-
and 7~ -produced data are remarkably similar. However,
the xp distributions are different, reflecting the
differences in the quark structure functions of the two
beam particles.

The data have been compared to the QCD-improved
Drell-Yan model and to calculations including higher-
order QCD corrections. The p data are particularly valu-
able because dimuon production is dominated by the
valence-valence interaction and the structure functions

that must be used have been measured in deep-inelastic
scattering. Most of the features of the data are consistent
with simple Drell-Yan model calculations except that
these must be multiplied by K factors to reproduce the
absolute values of the measured cross sections. For the p
data the value of K obtained was 2.41+0.42. For the 7~
data the best value of K was 2.57, but relied on constrain-
ing the normalization of the pion valence-quark distribu-
tion by the “momentum sum method.” Various scaling
distributions used to compare our results with other data,
and the dimuon decay-angle distributions are also con-
sistent with a simple Drell-Yan model. The net effect of
higher-order QCD calculations is to leave the various dis-
tributions substantially the same, but progressively lower
values of the K factors are needed to reproduce the data
as the calculations are made more sophisticated.

We have extracted structure functions for the valence
quarks in the p and 7~ which are valid for Q?=M?=25
GeV? and for x >0.2. The results are in good agreement
with dimuon data at other energies and with the nucleon
quark structure functions obtained from DIS data.

The transverse-momentum distributions have been
compared to QCD calculations including soft-gluon emis-
sion and the hard-scattering first-order annihilation and
Compton scattering graphs. From the comparisons using
the model of Chiappetta and Greco® with A=0.2 GeV
we obtained average values of the squares of the intrinsic
transverse momenta of the quarks inside the respective
hadrons of 0.4 (GeV/c)? for the p and 0.3 (GeV/c)? for
the m—. For both the p and 7~ data, the model gives a
good description of the differential cross sections as a
function of p2, and of the dependence of {p%) on M and
xp. The p% dependence of the data is described well out
to 5 (GeV/c)? by the soft-gluon and intrinsic p contribu-
tions without invoking the first-order annihilation and
Compton diagrams.
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