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We consider quantum fields in an external potential and show how, by using the Fourier trans-
form on propagators, one can obtain the mass-shell constraint conditions and the Liouville-Vlasov
equation for the Wigner distribution function. We then consider the Hadamard function G(x,x,)
of a real, free, scalar field in curved space. We postulate a form for the Fourier transform F'@(X, k)
of the propagator with respect to the difference variable x =x; —x, on a Riemann normal coordi-
nate centered at Q. We show that F'? is the result of applying a certain Q-dependent operator on a
covariant Wigner function F. We derive from the wave equations for G, a covariant equation for
the distribution function and show its consistency. We seek solutions to the set of Liouville-Vlasov
equations for the vacuum and nonvacuum cases up to the third adiabatic order. Finally we apply
this method to calculate the Hadamard function in the Einstein universe. We show that the covari-
ant Wigner function can incorporate certain relevant global properties of the background space-
time. Covariant Wigner functions and Liouville-Vlasov equations are also derived for free fermions
in curved spacetime. The method presented here can serve as a basis for constructing quantum Kki-
netic theories in curved spacetime or for near-uniform systems under quasiequilibrium conditions.
It can also be useful to the development of a transport theory of quantum fields for the investigation
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of grand unification and post-Planckian quantum processes in the early Universe.

1. INTRODUCTION

In the previous paper aimed at providing a framework
for the study of nonequilibrium quantum fields in flat and
curved spacetimes, Calzetta and Hu' developed a
functional-integral approach based on the use of closed-
time-path effective action and the relativistic Wigner-
function formalism. From a two-loop calculation, they
derived the Boltzmann equation for the distribution func-
tion of interacting quantum fields and the gap equation
for the effective mass of the quasiparticles. In this paper
we will develop the Wigner-function formalism in curved
spacetime and derive the set of Liouville equations for
noninteracting quantum fields. This may serve as a basis
for quantum kinetic theory in curved spacetime, which is
useful for the investigation of quantum transport phe-
nomena as occurring in the early Universe and around
black holes.

Consider the propagator of a free scalar field in flat
space. Take, for example, the Hadamard function

G (x,xy)={({d(x,),d(x,)}),

where { ]} denotes the symmetrized product and { )
denotes the statistical average with respect to the density
matrix p. It obeys the Klein-Gordon equation

(1.1)

(O, ,+m*)G (x1,x,)=0, (1.2)

and the symmetry conditions

G (x,x,)=G(x,,x,),
1 1 2 1 2 1 (1.3)
Gl(xl,x2)=G}'(x1,x2) .

If the density matrix is diagonal in some chosen Fock
basis, then G will be translation invariant in these states.
A general solution to (1.2) with these properties has the
representation

d*k

ik-(xl
(27r)4e

*p),

G(xy,xy)= [ (1.4)

where

F(k)=[1+f(k)]18(k*—m?) . (1.5)

We see that f (k) is a real, positive function even in k and
is readily interpretable as the distribution function in
momentum space which gives the occupation number of
the kth mode. The &-function term is, of course, the vac-
uum contribution.

We note that the existence and validity of the Fourier
representation is a consequence of translation invariance.
In flat space this is globally well defined. For curved
space this is possible only for the very restricted classes of
static or stationary homogeneous spaces. If the space is
spatially homogeneous, then the Fourier representation
of functions of spatial variables can be globally defined
(by methods of harmonic analysis?), but not in the time
variable. This means that dynamical systems can have
nonlocal (or history-dependent) behavior. This also
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means that a statistical system will, in general, evolve
away from an otherwise thermal equilibrium condition.?
For spatially inhomogeneous systems, the Fourier repre-
sentation is, in general, globally ill defined. One can,
however, consider a Fourier (or momentum-space) repre-
sentation of propagators in local coordinate patches, and
attempt to approximate the true propagator by expansion
in orders of curvature.* But there is no assurance of
equivalence or even convergence in this procedure. The
approach is nevertheless applicable for the consideration
of quasilocal or near-homogeneous systems. The
momentum-space representation is useful in the treat-
ment of quantum-field systems because many of the well-
developed perturbation techniques (Feynman-Dyson ex-
pansion) in quantum-field theory and equilibrium statisti-
cal mechanics in flat space can be readily generalized.
This can be seen in, e.g., the proof of renormalizability of
interacting field theories by Bunch and Parker* with
momentum-space representation of the Feynman propa-
gators. For the study of statistical properties of quantum
fields, where the causal and correlation information is im-
portant, the density matrix or the distribution function is
of central interest. In the treatment of quasilocal® or
near-uniform systems, the Wigner-distribution-function
technique®’ is particularly convenient.

Introduce the difference and center-of-mass spacetime
coordinates x =x;—Xx,, X =4(x,+x,). If the system
has some approximate translation invariance (in time or
space or both) such that the X dependence of the propa-
gators, say G,, is much weaker than the x dependence,
then one can Fourier analyze G, with respect to x alone,
i.e.,

4
Gl(xl,x2)=f“d—k4
(2m)

where now, as different from G, of the global system
(1.4), the Fourier amplitude for mode k is a slowly vary-
ing function of X (Ref. 8). The corresponding nonvacu-
um part f(X,k) is the Wigner function (see below). It
provides information not only on the momentum distri-
bution of the modes, but also on how it changes with
spacetime location. It is therefore most suitable in treat-
ing transport properties of near-equilibrium or quasiuni-
form systems. It is easy to see that the wave equation
(1.2) for G,, upon its assuming the form (1.6), now
decomposes into two equations—the Liouville equation
and a modified mass-shell condition. This provides the
basis for a kinetic theory of nonequilibrium quantum
fields. However, the weak dependence on X or quasilocal
condition dictates that it can only provide the next higher
order beyond the (infinite-wavelength, collision-
dominated) thermodynamic-hydrodynamic approxima-
tion but not the complete statistical theory where long-
range excitation and strong correlational behavior can be
important. To see how the Wigner-function formalism is
suitable for a kinetic theory description, consider the fol-
lowing situation: Suppose one separates the region of
spacetime of interest into cells whose characteristic size is
much greater than the quantum (Compton) scale of the
particles (or quasiparticles,' if radiative corrections are
included) but much smaller than the interaction scale be-

e *F(X,k), (1.6)
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tween particles, then only in the interior of a single cell
can quantum corrections be important and only between
cells will statistical effects be manifest. Within every cell
one can assume a locally flat background and uniform
distribution of particles. This would allow the use of
Riemann normal coordinates (RNC) for each cell and a
momentum-space representation (Fourier transform with
respect to x) for functions defined in the local patch.
This is the problem discussed by Bunch and Parker and
others before. The new aspect in our problem is the
change from one cell or local patch to another, where re-
laxational and correlational phenomena become ap-
parent. The Fourier transform now carries a cell-
dependent label, dependent on X. This is where the
Wigner transformation is relevant.

In curved spacetime the central task lies in finding the
transformation laws for functions defined at different
patches in a covariant manner. It is only through covari-
ant transformations that one can seek a description of the
dynamics independent of specific coordinate choices or
the labeling of cells. Wigner function and the Vlasov
equation for free quantum fields in curved spacetime have
recently been studied by Winter.® He sought a covariant
definition of midpoints and distance vectors by construct-
ing geodesics and geodesic deviations. He then intro-
duced Fourier transformation with respect to the
difference vector to momentum variables and finally de-
rived the kinetic equations with the curvature correction
terms. Calzetta and Hu'!® demonstrated that the same re-
sults can be derived with great economy by means of
Riemann normal coordinates and momentum representa-
tion of propagators. This earlier work then derived the
results in specific coordinate constructions. How the dis-
tribution function and the dynamical equations may
change under variations of the coordinates was not dis-
cussed. However, as alluded to above, in curved space-
time the transformation properties of these functions are
indeed more important than their specific appearance, be-
cause it is through the transformation properties that
their intrinsic characters are defined. It is also indispens-
able for a gauge-independent description of dynamics and
for possible development of a covariant formulation of
Hamiltonian quantum gravity.!! On this latter point, the
Wigner-function formalism is somewhat of a hybrid be-
tween the manifestly covariant formulation based on
two-point functions in configuration space'? which is for-
mally rigorous but less tractable, and that of the
momentum-space Feynman propagator approach,*!3
which is technically versatile but only approximate. We
will discuss the Wigner function and symplectic geometry
approach to more formal aspects of general relativity and
quantum gravity in another context later. In this work
we focus on the transformation properties of the Wigner
functions and on finding formal solutions to the Liouville
equation.

This paper is organized as follows: In Sec. II, as a
warm-up for the general curved-spacetime case, we con-
sider quantum fields in an external potential. We show
how, by the Wigner transformation and the Fourier rep-
resentation, one can obtain the mass-shell constraint con-
dition and the Liouville-Vlasov equations from the wave
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equation governing the propagators. We also discuss the
consistency of these iterative equations and their solu-
tions. In Sec. III we consider the Hadamard function
G,(x,x,) of a real free field in curved space. In Sec.
IIT A, we postulate a form for the Fourier transform
F'Q(X, k) of the propagator in a Riemann normal coordi-
nate (RNC) centered at Q and discuss the Q dependence
of F'Q. By using the transformation properties of
different geometric quantities such as the metric, its
determinant, and their derivatives in a RNC, we show
that F'Q is the result of applying a certain Q-dependent
operator on a covariantly defined distribution function F.
In Sec. III B we derive from the wave equation for G, a
covariant equation for the distribution function F. In
Sec. III C we show the consistency in the set of Liouville
equations and seek solutions to these equations for the
vacuum and nonvacuum cases up to the third adiabatic
order. In Sec. III D we apply our methods to calculate
the Hadamard function in the Einstein universe, showing
that they can indeed incorporate the relevant global
properties of the background spacetime. In Sec. IV we
do the same for free fermions. We end with a few closing
remarks on the methodology, viewpoint, generalization,
and application of the Wigner function approach in
curved-space quantum field theory. The Appendix con-
tains some useful formulas for Riemann normal-
coordinate expansions of geometric quantities.

II. RELATIVISTIC QUANTUM FIELD
IN AN EXTERNAL POTENTIAL

As a useful prelude to the general curved-spacetime
case, we will consider in this section how the Hadamard
function (1.1) of a real scalar field ¢ in flat space with a
varying external potential V(x) may be expressed in
terms of a distribution function obeying Vlasov’s equa-
tion.?

The object of interest is

G\ (x,x,)=({(x)),d(x,)}), 2.1

where { ) denotes a statistical average with density ma-
trix p. It obeys the wave equation

[Dx‘+m2+V(x,)]Gl(xl,x2)=O (l=1’2) (22)
and the symmetry condition (signature + ,—,—,—)
Gl(xl,xZ):Gl(xZ,xl) y
(2.3)

Gl(xl,x2)=Gf(xl,x2) .

For a constant potential V(x;)=V,, the theory is

equivalent to a free field theory with square mass

m?24V,. The most general solution of (2.2) is then

d*k  ik(x,
e

m)*

Gi(xpxy)= [ RSV

X8(k:—m?*—Vy), (2.4)

where again f (k) is a real, positive function even in k [cf.

(1.4) and (1.5)]. It is the occupation number of mode k.
The first nontrivial situation is when V' (x;) is a slowly

varying function of x; and x,, whence the dependence of
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G, on X will be much weaker than on x. We may then
Fourier analyze G, with respect to x as in (1.6):
d*k .
G,(x,x,)= | ——e**F(X,k) .
=[5
Expanding the wave operator and ¥V (x;) to first order in
0/0X, we may write

(2.5)

d*k s 2,.,. 0O
~ | ——e' —k*+ik-— |F(X,k),
0G,(x,x,) f(27r)4e +i oxX (X,k)
and
o
V(X()Gl(xl,X2)~ V(X)iTV’”(X) Gl(xl,xz)
d*k  u. i 3
=[S V(02 Y (X) = —
S e [y 0V )ak#]
XF(X,k) ,
where V', =03V /0X*. So Eq. (2.2) becomes
[—k*4+m?+V(X)]F(X,k)
oF 1 oF
| kH -V, ,— |=0. .
R S T2 e, 0. (2.6

Because F must be real, the real and imaginary parts of
(2.6) must vanish independently. We recognize that the
real part of (2.6) is just the mass-shell constraint on F;
thus F'is given by

F(X,k)=[1+4f(X,k)]18(k2—m?—V (X)) . 2.7)

The imaginary part will yield the Vlasov equation. Tak-
ing into account that the 6 function is itself a solution, it
reduces to an equation for f:

a1

axk T2

d
[ - = .
k V .(X) ok, f(X,k)=0. (2.8)

This allows one to interpret f as a distribution function.
If we include higher derivatives of the external potential
with respect to X, the result will be a relaxation of the
mass-shell constraint. The excitations of the field acquire
a finite lifetime because of absorption and emission pro-
cesses. Correspondingly, the spectrum of excitations will
have a finite extension around the mass shell, the width of
the spectrum being inversely proportional to the mean
lifetime. The simplest such “blurred” mass shell has a
line width I associated with the function

Im{[k2—m?—V(X)]+iT} ', 2.9)

which gives the state corresponding to a lifetime 7~ 1.
If the characteristic lifetime of these excitations is much
larger than other characteristic times, we may still search
for solutions of (2.2) in the form (2.5) with F concentrated
on the mass shell, but with a more general singularity
than a & function. That is, we can look for solutions of
the form
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F(X,k)= S F,(X,k8"(k*~m?— V(X)) ,
n=0

where 8"(x)=d"8(x)/dx". We may think of (2.10) as
an asymptotic development for a function of the general

type (2.9) in the limit ' —~0. For example, if we retain
second derivatives in X, we will find

(2.10)

> 1 ) 1
— —_ X___ —_—
k2 Ox+m+ V(X =V, (X 5% ok, F

3 1., 3
axr 2wk,

+i|k* F=0. (2.11)

Substituting (2.10) for F and treating all derivatives of the
8 function as linearly independent, we obtain

82
Fi+i0F,—V 5k, -0,
dF,
2F FO(DV) ‘ua—; lk#Vﬂvgl‘(‘—::O’
@1
3F;+ 13, V*V)Fy— LV , k*k*)Fy=0,
nF,=0 (n>4),
while from the imaginary parts of (2.11) we find
J
) 1 d ] 62F0 1
— V
ax o3k, || V“Vak ok,
d 1 d s F,
ax T2 o ak, | [TV et VuFo Hk Vg
i) 1 3 y
ax Y2 Vogi, |(Vwk! K =38,V ¥ VIF,—

while others are of higher order. It is easy to show that
all three Eqgs. (2.15) are in fact dependent on (2.14) up to
third-order terms. So there are no obstacles in the con-
struction of a solution to (2.2), given by Egs. (2.5), (2.10),
and (2.12), with the only independent function F obeymg
(2.14).

III. DISTRIBUTION FUNCTION FOR A FREE
SCALAR FIELD IN CURVED SPACETIME

We now consider a free scalar field defined in a curved
spacetime. Our goal is again to obtain an expression for
the Hadamard function in terms of a distribution func-
tion. The basic definitions carry over from the flat space-
time case: G, is a solution of

[Ox, +m?+ER (x)]G,(x},x,)=0, 3.1

where 0, =g#"V 3, is the Laplace-Beltrami operator
(sign 4+ ,—,—,—) and R is the scalar curvature. G| must

VP
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d 1 d
u —
k 3 #+ V“ak F,=0 (n>0). (2.13)

(2.12) constitutes a simple set of recursion relations which
allows one to express all the F,’s in terms of F to all or-
ders. In this way, (2.13) becomes an infinite set of equa-
tions which F, must satisfy. This may seem inconsistent
or at least difficult to achieve. However, the actual situa-
tion is not as bad. To begin with, at a given degree of ac-
curacy in derivatives of ¥V, only a finite number of Egs.
(2.13) will be nontrivial. In fact, in the above example,
only the n =0 equation is of second order. Furthermore,
not all the equations in (2.13) are independent. To make
a nontrivial test of this assertion, let us improve our for-
malism by including third derivatives of the potential.
The new term in (2.11) is purely imaginary, i.e.,
_iy, ¥ L
48 #* 9k 0k 0k,

So Egs. (2.12) are unchanged, but instead of (2.13) we
have a modified Vlasov equation

9 1 a1 3’
» - —V = |Fy=0.
Hoaxr T2 ek, a8 Ve ok 0k, [T0=0
(2.14)
The extra equations read
Lo 3%F, L) o
+7] v =V,
3k 3k, 3k,
,9F, )
p (KK g, K Fo | =0, 2.15)

V ok Pk "kPFy =0,

f

be real and even. We assume that the metric is “slowly
varying” (at least in the region of interest) as measured by
some ‘‘adiabatic or derivative order.” The adiabatic or-
der of a geometric expression is measured by the number
of derivatives of g,, which enter in its definition. For ex-

ample, R is of second order, R wvip of third, R #VPUR‘“”’”
of fourth, and so on. (Here we do not make the fine dis-
tinction between adiabatic and quasilocal or derivative
order.’) Slow variation of the metric to some order will
mean that terms of adiabatic order higher than this may
be neglected.

Following Sec. II, the first step is to define center-of-
mass and difference variables. To give meaning to ex-
pressions such as X =1(x, +x,), we must impart a vec-
tor space structure to the curved space. We achieve this
by using systems of Riemann normal coordinates (RNC)
with origins at point Q. Then x, and x, are the RNC of
the neighboring points P, and P,. It is customary* to
choose Q as one of the points, e.g., Q =P,. However,
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this choice destroys the symmetry of the Hadamard func-
tion G,(x,x,). We prefer to keep Q as an arbitrary
third point'3 (Fig. 1). A physically meaningful distribu-
tion function must be independent of the choice of Q. An
important restriction is that the representation of G| will
be reliable only if both P, and P, lie within a normal
neighborhood of Q. Therefore our formalism is valid
mainly in the ultraviolet domain of G,. Infrared modes
will be influenced by the global characteristics of space-
time in addition to the local curvature. Still, the in-
creased generality of our representation of G,, as com-
pared with previous formalisms, will allow us to incorpo-
rate global properties to some degree (see Sec. IIID
below).

One can make a tentative ansatz for G, in a RNC
around the point Q as

d4k eik

= - ___F9Xx,k),
Q2m)* vV —g(X)

G,(x,,xz)zA{,ﬁ(xl,xz)f

(3.2)

where x; (i =1,2) are the RNC of some spacetime points
P, x=x,—x, and X =1(x,;+x,) are the numerical
difference and average of these RNC, k is a local momen-
tum variable and Ay is the Van Vleck-Morette deter-
minant."* The factors Al42 and (—g)~!/? are included
for later convenience.

The Fourier transform F'? depends on the choice of
the origin of RNC and thus cannot be simply identified
with a distribution function. In the following (Sec. IIT A),
we will “factor out” this unwanted Q dependence in or-
der to obtain an admissible definition of the Wigner func-
tion F in curved space. In Sec. III B we will derive a
dynamical equation for F; in Sec. III C we discuss the
structure of the solutions of this equation. Finally, Sec.
III D applies this formalism to the Hadamard function in
a static Einstein universe.

FIG. 1. The x, are the Riemann normal coordinates (RNC)
of a point P; when the origin is at the point Q. When the origin
is at Q’, the RNC of P, are £(x,), analogously for the point P,
with coordinates x, and &(x,). The numerical average of x,
and x, defines the coordinates X of a new point P in the RNC
around Q. The numerical average of £(x,) and &(x,) defines the
coordinates = of the point P’ in the RNC around Q’. P and P’
(X and Z) are not in general the same spacetime point, rather
the RNC of P around Q' is £(X). They are also in general
different from the geodetic midpoint P, (Ref. 9). If Q were
chosen to be Py, then x, = —x,.

2905

A. Kinematics of covariant distribution functions

Suppose we introduce a second RNC with origin at
Q'#Q. The points P, , whose coordinates in the old sys-
tem were x,, will have in the new system coordinates
&1, (Fig. 1). We may regard the transition from the old
to the new system as a one-to-one mapping;:

g =8"(x}) . (3.3)

(We will use primed indices to denote quantities evalu-
ated in RNC around Q’, unprimed for those around Q.)
In this new system, the same ansatz (3.2) leads to

eiPE

s (Q')(E’ ),
(2 )‘ V_g'(2) P

G(£1,6) =AY (xl,xz)f

(3.4)

where §=§,— &, and E=1(§,+§,). Since Ayy, is a bisca-
lar, it is independent of the choice of coordinates.
Now, with x; , =X*(x /2), we can expand (3.3) into

1 § 1 d%
— g 7 7
&,=£ ()t o (X)xh g = (X)x x ¥
+— 1 ————é———— (X)xHxVxP+ -

48 3X“3X " 3XP 3:5)
And so
2
=g ()4 L O e
8 aX"ax"
1 a4§u By VePyO | ...
+ 216 axraxvaxraxe XX EXIA

(3.6)

#__L © L—é_ I3 P

13 (X)x*+ 24 IXFIXIXP (X)xtEx¥xP+ -
3.7)

From the usual relationship 3, In(
get

—g")'\2=T}., we

[—g'(E)]V?=[—g'(&X))]'/?

v’ 1
X |1+ (_EI(X)8 axPax° x4 -

(3.8)

Also
[—g'(£(X)] 2= .-aa% |<X)[—3<X’1”2 ’

where |9X/3&| is the Jacobian of the transformation
from the new system to the old. We can also expand
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the choice of coordinates, i.e., Eqgs. (3.2) and (3.4) are two

2
FO E&X)+ ; Kai% X+ ,p equivalent representations of the same function. We may

relate these two expressions by substituting Egs.
(3.6)—(3.9) into (3.4). Making the change of variables

) G
(3.9) g

and substituting x#=id/0k, into the integrand, we see
that the invariance of G, then implies the transformation

1 e I
x" -F'QUEX),p)
8 axHaxe  ogt §X.p

+... ,

=F'QUAEX),p)+~—

(X)k, , (3.10)

where the g derivative acts exclusively on the first argu-
ment of F'

Observe that G, is a biscalar and thus independent of  law for F'?:
J
FOxn k)= 14ty g2 LOXE 08y, O
’ g KV 3XP3x° = ' dk,3k, = 24 3g* T 3X*dXPaX° 9k ,dk,3k,
1 3% 9’ 9 0 X
-—= X -4 o0 |[FO —k 3.11
8 axrox~ ) ak,ok, ogr 5. 3¢ G.11)

where the dots stand for corrections of higher adiabatic order. An important particular case of Eq. (3.11) is when
Q'=P where P is the point whose RNC in the old system (with respect to Q) are exactly X* (remember that X is simply
the average of x| and x, in the old system and not necessarily the midpoint of the geodesic from P, to P,). In this case,

Eq. (3.11) simplifies to
83

FOX,k,)= (rﬂ;p AT X —— k=~

3k 3k 3k,

where we have introduced y? to denote RNC with origin
at P and a vierbein e/ =(3X*/3y?)(0) (Ref. 15). In Eq.
(3.12) the Christoffel symbols are evaluated in the old sys-
tem (with origin at Q).

Equation (3.12) suggests that we may succeed in factor-
ing the Q dependence out of F'? by introducing a “diag-
onal” kernel (Fig. 2)

F(X*,k,)=FX(0,el(X)k,) . (3.13)

For practical purposes, henceforth we will label F with
the coordinate X of P instead of P itself. The new func-
tion F is independent of Q; in fact, it is defined in any

coordinate system and not just in normal ones. More-
over, its transformation law
: X+
H V)=
F(X*,k,)=F |X*, Ax* k, (3.14)

is the appropriate one for a distribution function. Of
course, F depends on the choice of the vierbein. Even in
flat space a distribution function is not Lorentz invariant.
The relationship between F'@ and F is given by (3.12).
We must be careful to recognize that in general

)
) €

F(X,k);ea%F‘X’(y,k) (3.15)

y=0

To find an expression for the derivative of F (X, k) we
consider F(X*+4dX* k “ ), where dX is some infinitesimal
displacement. From (3.13),

F(X*+4dXFk,)=FX+(0,el (X +dX)k,) (3.16)

aZ

"
T X3k ok, L3k,

(P)(,,a
FP(p,ef 0k, )| ,_

(3.12)

[

(primed latin indices are for RNC around X +dX). Us-
ing (3.11) to relate F'X +4%(0) to FX(dX),

FX+4%(0,el(X +dX)k,)

~FX(dX,ed (X)e} (X +dX)k )+ -+, (3.17)

FIG. 2. With each spacetime point Q we associate a function
F'? in the following way: Set up a RNC with origin at Q and
make a partial Fourier transform of G,(x,,x,) with respect to
the numerical difference of the RNC of x;, and x, around Q.
F'9 is related to this Fourier transform by Eq. (3.2). If we re-
peat this construction with origin at a different point Q’, we ob-
tain in general a different Fourier transform F'¢”. The function
F(X) defined in Eq. (3.13) samples all the F'? functions accord-
ing to the prescription that, at the point Q, F(Q,k) is given by
F'9(0,k) when k is expressed with respect to RNC around Q,
and by Eq. (3.14) in a general coordinate system.
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we obtain
a a9
aX“F(X#’k“)ze” ay"F (0,es'k,,)
v d (X), e
+e""‘k"—a_k—a—F (O,e#k#)'l"

(3.18)

Equation (3.18) can be rewritten as
a 9 L
e#(X)—a—y—;F (0,ef'k,)

3 d
- |2 p g
X" +I “V(X)kp ok, F(X,k)

_eg’me‘f,kp%F(X,k)ql—terms of higher order ,

(3.19)

where we assumed that the vierbein is constructed such
that its covariant derivatives go to zero when the curva-
ture vanishes (thus ef,, is a quantity of second adiabatic
order). Finally, (3.12) and (3.19) allow us to formulate an
improved ansatz for G,

d4k eik-x
G\ (x1,x,)=A3(x,,x,) [ —7 ——=¢"F(X,k),
11X ,X, vMiX1,X, f(27)4 \/—g(X)
(3.20)
where ? is the differential operator
i

[0, +m>+£R (x)]AYS = AR, +2g#3, AL, +m 4 £R (x))+ A0, VDS

where

2

dxHox"

9 1/2
Py InAyjg

AV (O A =g InAViE+

——InA
v OVM

2907
P—L(I* n 3’
=Y +TE D W X)———F—k
%00 iEad ok, 3k 0k, *
3? () d
_ITH A _ LA La 9
s Xk ke, |axr T T eweo Koy
+terms of higher adiabatic order . (3.21)

It is easy to show from (3.14) that F'Q?'=¢?F satisfies
Eq. (3.11).

B. Covariant dynamical equation for the distribution function

To obtain a dynamical equation for the distribution
function F we can substitute the ansatz (3.20) into the
Klein-Gordon equation (3.1). Furthermore, it is possible
to write down a covariant equation for F. This is because
the only property of G, which we used to derive the rep-
resentation (3.20) was that G, is a biscalar. The Klein-
Gordon equation is also a biscalar identity, and so if we
can find a representation of the form

(O, +m?+£R (x,)]G (x},x;)
d*k ik(xy,x,)

P
2t Vg

=A%) [
(3.22)

With 7 given by (3.21), then DF will be independent of
the origin of RNC, and the equation DF =0 will be co-
variant.

In fact, it is straightforward to obtain a representation
of the form (3.22). First we observe that

(3.23)

O inal |-re, L inalgz

o (3.24)
X

Next we set up a RNC system with origin at some point Q and switch to the average and difference variables. We write

o _1
x,, 2

.xl’2=Xi%x, i%

o

and substitute x by id/3dk, and 3/9x by ik in the integrand. Also we make use of

9 f 1
= d,f—TI ,
Xt V—g(X) V—g(X) [8,f =Tyt XS]

3? f 1 3’
aXH3X¥ vV —g(X) VvV —g(X) |ax~ax”

Finally, multiplying by 1=e%e ~* we get

f-Thx)

(3.25)
(3.26)

d A a A A TP
aXVf _FVK(X)EC_;.[_(Fyk,v—r/,tkrvp)f (3.27)
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kokopik, 1 &
A ) SR ). &), &

| 3

l
X473

DF =e~F [g‘”

—(g"'T%,) X+; aak +2gHP

£9 || 8 [ a1
X+2ak]|a p AV

2 3xr

up L_a_ A

2

d i
2 R v uv X *
+m-+€ X+2 EYR +g +2 EY

lnAl/Z ol IAI/Z

Faxr WMy

4 L0
X2

(—=Thav+ Tal%)(X)

—(g"T%,) |X +

+ |(g*Th,) |X eF . (3.28)

The covariant equation for F is, of course,

DF =0 . (3.29)

C. The structure of F (X, k) and Liouville-Vlasov equations

Equation (3.28) for the distribution function F is rather complex, and therefore of limited practical interest. Never-
theless, we can achieve considerable simplification if we realize that admissible distribution functions have a particular
structure. For example, in Sec. II we have seen that the distribution function F for a scalar field in an external potential
obeys (2.11). If we propose that F has the form (2.10), we can express F as a functional of a “‘reduced” distribution func-
tion F, which obeys the much simpler Vlasov equation (2.14). Essentially the same strategy may be applied to the
curved-space situation.

The task of investigating the solutions of (3.29) can be greatly simplified by making the observation that the transfor-
mation law for the quantity (DF) has the same form as (3.14). Thus, if for some X, DF (X,k)=0 identically in k when
evaluated in a RNC around X itself, then DF (X,k)=0 in any coordinate system. If we can construct an F such that
DF (X,k)=0 when evaluated in RNC around X, for any X, then our F will automatically be a solution of (3.29). Now,
at the origin of the RNC, DF is given by

i 9 3 1 @
F(0,k)= {g" |+ | |~k k,+i -
PROL ‘g 2 ok Wtk s aX“aX"]
i 9 i 9 3 i d 1 3
e +t 9 pp | 29 172 Lt Y -
M A 2 e vl il Py axf;h‘AVM T2k || et 2 oxr ]
2 Li _ 1 nv L__a_.
+mPHER | o | =R, (0 | S
2 .
w| L8 || 0% Ao, 8 1A1/2 9 InAlZ Li9
TEUI 0k | | axraxy oW G MAVMG S T2 3k
wvpe i3 || 8 1/2 _1__8__ P
(8"Th) |53 k] . plnA TR G (3.30)

We will introduce the notation DF =De°F.
Let us consider approximations only up to the fourth adiabatic order. As derivatives of F or the vierbein are them-
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selves at least of the second order, the operator 7 in (3.21) is a fourth-order quantity, and one can approximate
eP~1+P. Moreover, as P(X =0)=0, we have

~ vlg O 19
DPF =" ik, A" +Z pprmpe PF . (3.31)

Rather than looking for the most general F, let us begin by considering the vacuum case. Our trial solution is

F,, (X, k)=8(Q)+06F,, , (3.32)
where
Q=g’”(X)k#kv—m2—(§—%)R (X) . (3.33)

Clearly F,,_ has the correct flat-space limit, and 8({2) by itself obeys the transformation law (3.14). The introduction of
a curvature-dependent effective mass leads to an improved asymptotic approximation for G, (Ref. 13). Observe that

d
axX*

8(Q)

X=0

(3.34)
aZ

—8(Q)
oXHaxv

X_OZ[—%RPMUV(O)kPkU—(g—%)R .uv(0)]8'(2) +terms of higher than fourth order .

Using the property that

3
“ 3k,

(Q)=2k,k"8'(Q) (3.35)

is symmetric in (u,v), we find

0

es etk —— ok 8(Q)=2e} eak,gPk,8'(Q)=(eye?), k; k,8(Q)=0 . (3.36)

All other terms in Egs. (3.30) and (3.31) can be computed by using the formulas in the Appendix. After a long but
straightforward calculation we arrive at

DE(X =0)= —5;—(E1R 8 +R.,nkPk8")+ ZORS + 5(OR 5 + 1R, kPk8”

v ’ vA 98") v ’ v "
— L(RMPIR & F2RMM R kPK8" )+ L[RPR 8 +4(R¥ R,y — LR, REIKPKOS"] . (337)

We observe that D6 is real and of fourth order. So we may assume that 8F,, . in (3.32) is also of fourth order itself. For
a fourth-order quantity, D8F reduces to

DOF o =[—k*+m>+(E—L)IR]8F .= —QOF,,, . (3.38)

If 8F ,,. is expanded in derivatives of the & function in analogy with (2.10), i.e.,

o

vae= 3 (8F ,),8"(Q) (3.39)

n=1

OF

then

—Q8F,, = z n(8F,,.),8" ~1(Q) . (3.40)

n=1
To obtain DF =0 we need

SFVac:[%( ——T70-)DR +%(R1“’P‘7R# pa_R#VR V)]SII(Q)

+[HE—LIR yy— SOR ,y + (R R i + R R* Yy —2R , R*,)TKPK8"(Q) . (3.41)

Pt uvAo

In principle, (3.41) would hold only in RNC around X. But as (3.41) satisfies (3.14), we may assert that it and (3.32) give
F .. in any coordinate system.

It is easy to show that we obtain a representation for the Feynman propagator if we replace the & function by
(Q+ie)~ . If we use e*?+i€ instead of 8({2) we will obtain a representation for the heat kernel.

In the general (nonvacuum) case, we will look again for a solution of the form
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F(X,k)= 3 F,5"™Q). (3.42)
n=0

In computing DF we will encounter X derivatives of the F,’s. Under the assumption that any position dependence of
the F,’s is induced solely by that of the metric, we will count these derivatives of the F,’s as contributing to the adiabat-
ic order. Keeping only terms of third adiabatic order we find

DF 1 x <0< | Ly STo_ Lpuy FFo 4y dpu |3 | |
° 4™ axrox® 12 P78k, ak, * e ook, |
o 1 pun oy OFo 1 Rok F,
T e T 24 p e e ok Bk ok, T 24 07 Y Bk ok,
2 9F oF oF,
ylpuv g & S0 1p, 8 %0 1, 1lp 0 s
6 7 "ak ok, ax¥ 12 ok, axH 4 | * 9k
1 3’F, 1 dF,
N . v kk______ —RH* . A
B R e T s T R A TS
1 dF, 1 oF, 1 oF,
A R oag Kk + —R“ Yok ko ———— +—RHM k* 8. (3.43)
3k, ak,ax¥ 6 M axw
We conclude that to this order only F; is nonzero, and its value at the origin is given by
1 FFy FFy 1 9F
—(—1) |=pgr——2 % puv 0 .2
F(0,k)=(—-1) e SXFax” 12R P”k“k”akpaka +6 Kok (3.44)
Our task is to find a function F,; obeying (3.14) and (3.44). From (3.14) we conclude that
9 : axY 9 .G
o X",k - Fo [XH, k|, .
k., Lo X =Ty i Fo | X5 g K (349
so expressions such as R¥ k 0F,/0k,, already are in covariant form. On the other hand, also from (3.14),
3 : axX* 3 3 |ax* 9F, DG
~Fo(X* k)= ; ; k; k, 4
axr oKk |E)X" axr 0% | axw axr ||k, | |1 axn (.40
From this we conclude that
F 9 o Fo+T,k *Q—F (3.47)
0;# aX” 0 up™v akp 0 .
transforms as a vector (modulo the shift in the momentum variable)
, . JXH L 90XV
it o4 oz
FO;‘u'(X 7ku')— aX“’ O;u ’ an kk’ (3.48)
Analogously, we find that
Fopy=—2—F, ro,k, —o—
Ouv — ax” Ou — ;AVFOA+ vo p ak (3.49)
transforms ““almost” like a tensor
X" axv ox
Fi =" ~Fy. . | Xy =k (3.50)
GV axm ax T MY |7 axr T
At the origin of RNC,
Fou(0,k) = —0— Fy+ HR, + R ey =0 F 3.51)
O uv ¥/ — AXHaxX" ots3 ypv+ puv Aakp 0 - .

From these we obtain the desired F,:
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o i PFo e g 3*F,
Fi(X,k)=(—1) | 1g"™(X)Fy,(X,k)+ LR pk,,gg—ﬁR Pokikv g e, | (3.52)

As in the flat spacetime case, it would seem that the condition of the imaginary part of DF being zero leads to two equa-
tions for Fy. One equation is the covariant generalization of (3.43) with the coefficient of & set to zero:

» oy 3?2 L ou 0 L op v a3Fo

8"k, Fo,, +3RY, akuml’ow—ﬁ’* @;Fo;,,—z—,,R L o;kk#kvak,,akaakx
R,k e R, 2o s3)
Farfoo g ar, TR R 70 ©

This equation was first obtained by Winter’ through a different method. Recall that there (see Fig. 1) the midpoint of
two spacetime points P, and P, is defined to be the point equidistant along the unique geodesic connecting them, and
the difference of P, and P, as proportional to the tangent vector to such a geodesic at P,. Here we introduce Riemann
normal coordinates at any point Q in the vicinity of P, and P, with coordinates x, and x,. Our Wigner function
F'9Q(X,k)=F%(0,k) is the Fourier transform of the Hadamard function with respect to x =x; —x,. The point P with
coordinate X =1(x, +x,) is in general not the same as P,. Our approach, therefore, is not a priori based on the choice
of the geodesic midpoint. This saves much work in solving the covariant geodesic and geodesic deviation equations as
is needed in Winter’s method. The generality of our method is retained by devising transformations of functions defined
in RNC’s at Q and a different nearby point Q. Winter’s result is regained when Q' is chosen at the geodesic midpoint
P, of P, and P,, in which case they have equal and opposite RNC'’s.

The second equation is the condition that k-0F, /80X cancels the coefficient of &' in Eq. (3.43). However, it can be
shown that this second condition is a consequence of Egs. (3.52) and (3.53). Thus, we conclude that to the third adia-
batic order inclusive, the general form of F is
dF, 3?2

R* k R* Y k

1 1
i — Hv — —_
FOGK) = FolX OB = |7 Foyu 3 | Rk 3 —RY "k, g F

&'(Q), (3.54)

where F satisfies the Liouville-Vlasov equation (3.53). Eventually we may write Fy=1+ f (X, k); the constant will drop
out of (3.53), and we may identify f as the curved-space distribution function. Unfortunately, the accuracy of Eq. (3.54)
is not satisfactory. For example, (3.54) will not predict the trace anomaly of the energy-momentum tensor, which is of
fourth adiabatic order. But we know that because DF is a linear equation, if F, were constant it would drop out of the
equation and reduce to the vacuum case, which we have already solved. So we can write

F(X,k)=Fy(X,k){8(Q)+[4(—%)OR + &(R#°R ., —R*R,,)18"(Q)

+[HE—5)R o — H0OR o + 5 (R¥Y Ry no + R RV, —2R \ R¥ ) TKPK T8 (Q)]

T PO SR L M PO
T |8 Powt g R TR RS e | [P
+ (fourth-order terms involving derivatives of F,)+(terms of fifth order or higher) . (3.55)

The missing fourth-order terms in Eq. (3.55) do not contribute to the ultraviolet divergences (at least for any physical
F,) and are numerically much smaller than the terms already included, at least in the ultraviolet region in which (3.55)
is reliable. So we may safely ignore them and take (3.55) together with (3.53) as our fundamental equations. Clearly,
Eq. (3.53) is a vast improvement over the original Eq. (3.29).

D. Covariant distribution function in the Einstein universe

In this section we will consider the application of the above formalism to the particular case in which spacetime is
given by the static Einstein universe R X S>. This is an interesting example in that while the conventional RNC expan-
sion of the vacuum solution works exceedingly well (it actually terminates, providing an exact solution of the Klein-
Gordon equation), it fails to give the true vacuum Hadamard function because it cannot incorporate the global bound-
ary conditions!*'® (the true vacuum propagator may be obtained from the local RNC expansion by a reasoning involv-
ing a sum over different images).

The line element of Einstein’s universe is given by
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ds?=dt*—a*[dX?+sin’X(d 0* +sin*0d ¢?)] ,
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(3.56)

where — o0 <t <o, 0<X, 0<7, O0<@<2m, and a =const is the radius of S3. The Christoffel symbols and the
Riemann tensor are zero whenever one of its indices is zero. When all indices are spatial we have

Ry =a (8785 —8885,)
from which R35=2a‘2g,31, and R =6a ~2=const (a,5, . . .
reduces to
oF,
F(X,k)=Fyd(Q)—— |Fp,00—8" F0aﬁ+ 3 2kaak"‘

If Fy=const, the expansion (3.58) has only the first term.
The transport equation (3.53) now reads

1 0?
k°F,0—g %k F0ﬁ+6 7k ok ak,gFo;a
B
1 ,, o 1 3
— k% F - ——>——Fy,=0. (3.59
6a*>  3kdky P 6a? 3k *°

It admits a variety of solutions. We are interested in
those which are commensurate with the symmetries of
the Einstein universe, in particular, the static solutions
satisfying

Fo(X,k)=F,(g®B(X)k ,kp) . (3.60)

Obviously Fj0=0; also Fj,,=0, and thus (3.59) is au-
tomatically satisfied. In fact, (3.58) simplifies to

F(X,k)=Fy(g®¥(X)k 1k )5(Q) (3.61)

The question is whether the class of solutions (3.60)
indeed contains the true complete Hadamard function.
Consider two points x, ,. Without loss of generality we
may assume that t,=t,, and we can always choose a
coordinate system in which x; and x, are symmetric
around the north pole of §3. Choosing this north pole as
the origin (P) of RNC we find

d3k e“‘""1—"2’

_Al2 - - -
Gl(xl,xZ)—AVM(xl,xZ)f (2‘”)3 2a)k

Fo(k?),

(3.62)

where we have used the fact that in this RNC, X =0,
0t =k*+m?4+(6£—1)a~2, and we have absorbed a fac-
tor of (2m) into F,. G, depends only on the angle X be-
tween x; and x,:

G,(X)= J7 aks
Equation (3.63) is valid in prmc1p1e for 0 <X <7 only, but
it can be used to extend G, to a function on the covering
space — o <X < . A physically acceptable propagator
must then be even in X and be invariant under a shift of X
by 27. Equation (3.63) satisfies the first condition, and
the second one leads to

k
20y

Fo(kz)e —ikX (3.63)

sz

——Fy(k}) (e~ 2™ _1)=0 (3.64)

run from 1 to 3).

(3.57)

Evaluating the geometric elements, (3.55)

2
—(g” g75—655 K okg—7—7— 3% ak5 8'(Q)+ (3.58)
-
In other words,
Fo(k*)= 3 a,8(k*—n?) . (3.65)
n=0
Substituting back in (3.63) this gives
1 - a, sinn X
G (X)= ;
: (27)? ,,§, 2[n+m2+(66—1)a~?] | sinX
(3.66)

The class of solutions Egs. (3.65) and (3.66) includes the
usual vacuum function, which corresponds to a, =2n. In
this way by using our local but covariant formalism (in
contrast to all previous local but noncovariant methods),
we are able to deduce the exact form of G, with the glo-
bal properties of the underlying space fully accounted for.
Generalization of this method to group manifolds and
homogeneous spaces will be discussed in later communi-
cations.

IV. THE FORMALISM FOR SPINOR FIELDS

The methods developed in the previous sections will
now be applied to a spin-J field. Since the formalism
does not differ much from that for scalar fields, we shall
be content in restricting our analysis to second adiabatic
order. The procedure may be extended to higher orders
in a straightforward, though somewhat tedious manner.

We start with the two-point function S,(x;,x,) that
satisfies

('}’#V‘u—m)x‘zsl(xl,xZ)—_—O (41)
The covariant derivative is that appropriate for spin-1

fields:

v#=aﬂ—r# 4.2)
where
I‘#=%2“beaveb"m (4.3)
and
=1i[r%7%]. (4.4)

The y* are the curved spacetime generalizations of the
Dirac matrices y°. They are linked by the defining equa-
tion



yh=et, v . (4.5)
Rather than work with §(x,,x,) directly we define

S1(x %)=y V4 m), Gi(xy,x,) (4.6)
Substitution of (4.6) into the original equation (4.1) pro-
duces,

Gl(xl,XZ)=0 ’ (4.7)

R
Dxl+m2—7(x1)

where we exploit the fact that the covariant derivative of
the Dirac matrices vanishes and that —y#y"y7y*R vk
=2R 1. The O operator includes spin connection terms.
Written explicitly in terms of coordinates, (4.7) takes the
form

g"13,9,— (%, +2r 8,9, —T, ,

R

G,(x,,x,)=0.
4 |, 11X, X,

+ (T}, +8,T,)]+m?—

4.8)

It is important to remember that all the equations being
considered are really matrix equations—the spinor in-
dices have been suppressed. G,(x,,x,) is a 4 X4 matrix
that transforms under coordinate transformations as a
biscalar whereas under Lorentz transformations of the
vierbeins at x, and x, it transforms as ¥(x,)¥(x,) (Ref.
4). We note that

d=9'y 4.9)

and

yyoy ==y (4.10)

Finally, we take the ¥ and y* matrices to be real. This
can always be accomplished.

In order to ensure the retention of the transformation
properties of G(x,,x,) we assume a representation of
the form

Gl(xl,x2)=A{;ﬁ(x1,x2)
f d4k eik~x
(2m)* vV —g(X)

A'9x,,X)

XF'Q(X,k)4'P(x,,X) , (4.11)

where the 4'?(y,,y,) are the parallel transport matrices.
They transport a spinor at y, to one at the point y, along
a specified path. In order that there be an unambiguous
notion of what 4'?(y,,y,)¥(y,) is to mean we have to
uniquely fix the curve connecting the points y, and y,.
Traditionally, this choice has been a geodesic.*'?> In or-
der to simplify computation we pick instead, in RNC
based at Q, the ‘“straight line,” y& +1t(y, —y,)* with
0<t<1. Of course if y, and Q are taken to coincide then
this curve will be a geodesic. The parallel transport equa-
tion is

(x;—X#A42(x,,X)=0 . 4.12)
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Successively differentiating the above with respect to x4,
treating X* as fixed, and then setting x4 =X* we arrive
at

A4'2(x,X)=0 (4.13)
and

A8 gy .. 5 XX)=0. (4.18)

Next we introduce a Taylor expansion for 4'?(x,,X)
around the point X*:

A%, X)=AQX,X) +(x; —X)*4'2(X,X)
o =X —XPA G+

4.15)
Noting that 4'9(X,X)=1 and

V' 4'Qx;,X)=(3,~T,), 4'%x,,X),
Eqgs. (4.13)-(4.15) enable us to write
xa
A'9x, 5, X)= 1+ =-To(X)

x%B

8

+ (Fa’ﬁ+ rzﬂr;\"i‘ FAFB)(X)+ e

(4.16)

which is a concrete expression for the parallel transport
matrices correct to second adiabatic order. The quanti-
ties,and T ﬁﬁ are evaluated in RNC with origin at Q.

In order to study the kinematics of the object
F'Q(X, k) we introduce a second RNC with origin at Q'
just as in the scalar case. The analog of Eq. (3.4) will be

Gl(xl,x2)=A{/ﬁ(xl,x2)

d'p et

——'—_——__—A(Q’)( ,E)
2m* VvV _g'(Z) &

XFOAE,p)A'PNELE), 417

where

.
4@ ’(g,,s)=1+§2—ra,(.=_>
a' B’ ,
+§—8L(1‘,,.;,,,+rﬁ.ﬁ,rk-+ra.r3.)(s)

+ (4.18)

Our task is to express the right-hand side of (4.17) in
terms of quantities evaluated in the original coordinate
system with origin at Q. We write

. u
T (E)=T, |& (X)+AX’§§;;(X)+ s

. ) o
=I“ar(§”(X))+AX”§§;—a§7[§(X)]+ .

(4.19)
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From (3.6) we recall that
v 2ep’
axv =L XL _OE_ ypeneh,
8 ag* 0X"AX
Under coordinate transformations I', transforms as a
vector:

(4.20)

ax?
Fa:(§(X))=FI‘A(X) . (4.21)

Now we make our special choice of origin by taking Q' to
P. Equations (4.19)-(4.21) enable us to write (4.18) as

A
, *x°
1 Af_Z24
+ D5y X)x "x 26" 97 ', (X)
ax® ax?P ol (X)
JEY JE*  3xP
4+ e (4.22)

The second term in (4.22) is higher order and may be
dropped. Recall from (3.7) that, to second order,

. '
& =§§;;(X)x“ )

Thus to this order,
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ders. In fact, at the very next order correction terms will
have to be introduced. All other origin dependences are
the same as for the scalar case. These have already been
calculated and found to be of fourth order.

In analogy with the approach of Sec. III we postulate
an improved ansatz for G,(x,x,):
d4 k ik-x

_aK e

————efPF(X,k) .
2nf V_gm

G (x,x,)=AW2(x,,x,)

(4.26)

To our order of approximation P is produced purely from
the transport term. Because of (4.25) P can be found
directly to be

82

i 3
PF= 3k 43k

2 ok,

[T (X),F]— (F,T ,.4(X)}

1
8

+ - (4.27)

’

by explicitly evaluating
AQ(x,X)F(X,k)4'9(x,,X) .

We observe that at higher orders P will include contribu-
tions such as those from (3.21) as well as terms compen-
sating for the change in the parallel transport matrix.

We are now in a position to obtain a dynamical equa-
tion for F. In the same way as (3.22) we seek a represen-
tation of the form

a’ =y _+A
E°T (E)=x"T"\(X) . (4.23) Dxl+m2—7(x1) G,(x,,%,)
In a similar fashion we can check that
4 ik-x
=) 90Xt axe AR xxy) [EE €7 orpp) . 429)
Fasp{2)="3¢a g Lo X0H 07 4.24) WML G Vg ()
Substituting (4.23) and (4.24) in (4.22) and keeping only = Writing
second-order terms we arrive at 1/2
Gy(xyyx) = S VHELED) L 4.29)
AP(E E)=4'D(x,,X) . 4.25) PXLXI=E T Sxxs ‘
This fortuitous circumstance does not hold at higher or-  and using the results (3.23)-(3.27) we obtain
_ ; d . d 1 3’ 1 . 1 4
DF=ePlow |x + L0 |]_ 2 2rrs a _ra _ra 1
e |8 +3 3% ! k,k,+ik, x4 aX#aXV+4[1“,,,‘()L’)1“¢,V(X) Py w X =ToX) ik, +— X"
d 12 A i d A 1 A i d a 1 a
—_— — e - X+—-— — ——T% (X
+2 ax'{lnAVM &,—-T, X+2 ok 5 zr“” +3 3% axt 2 a(X)
3’ d d
1 AI/Z —hlAl/z ___lnAl/Z
T laxraxy M| T s T axy OYM
i ida £ |sn| |8 jpat2| -8 p x4 L9
., [X+2 3% +2r, X+2 3k 8, ax?ln VM axh Y +3 3%
i d A i d A i 3 2 R P
- - _—— —— |e'F .
+T, [ X+ 2 3k Ly | X+ > 3K )+8ul“,, X+ > 3K +m 4 |¢ (4.30)
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Of course directly solving DF =0 in its present form would be a rather difficult task. However, we can write (4.30)
evaluated in RNC at X to get the much simpler equation

DF(O,k)=e—P|gm | L N gk, pik, 0 4L & _lpa (g
’ 2 3k BY O TEaxY 4 axraxv 4 T
i) i d 1 i d 1 3
2| -2 1nAlZ2 |s* —s* 29| 1|t o : 1 o
* axf,'I“A"M]BV Wl 7k |2 |20k } g ox J
d* 9 i 9 R
+ InAL2 | — = [ HHmi==-0) |ef. (4.31)
axkaxy M| ax# |29k 4
Introduce the operator D by
DF =e ~FDe’F (4.32)
and approximate e’ by 1+ P,
DF =DF + D (PF)—P(DF) . 4.33)
Substituting (4.27) in (4.33) and then using that to evaluate (4.32) we obtain
. G 1@ 3 1 3 1 o*
By — — =2 ————-T, — |+—=k*R ,,— — R# Y ———
[" Kukv ik gy 20 | T a agmaxy TRl aa gy | ek Rua gy -~ Rk RY oy o,
2R al; 1 9 9 d
—— (F+k JFl4——— . _ = |peB a g_9 -
+m T + i[T,Fl+ 2 3k, [F,Tg,] ek +k ak, +k ok, {CypF}=0, (4.34)
[
where we have used the RNC expansion formulas of the Since 8F ,_ is already a second-order term,
Appendix, as well as
DEF,, = ~1;"”k#kv+m2-— 5R)SF,,
i )
I,(x{)] xoo=T,0)+—=T,.(0) + . (435
pE =07 27 # ok, =—QO8F,,, . (4.39)

Note that everything in (4.34) is evaluated at the origin.
Our rationale for writing (4.34) is the same as that for the
scalar case—if DF =0 in RNC at X then this is automati-
cally true in any coordinate system because of the trans-

If 8F,,. is expanded in derivatives of & functions as in
Sec. 11,

o

formation properties of DF. Thus it is sufficient to look 8F = 3 (8F,),8"(Q) (4.40)
for solutions of DF =0 in RNC around X. n=1
We start with the vacuum case assuming a solution of

the form and

Fe=18(2)+6F, , (4.36) —Q8F = 3 n(8F,,),8"~1(Q) . (4.41)

n=1
where . .
Therefore in order to satisfy DF,,. =0 we must have
— kY 2

ﬂ—g“ (X)k#kv—m +T’5R . (437) (aFvac)I=nﬂv(2ik‘¢rv+%r;¢;v) . (442)

With the aid of (3.34) and (3.35) we have All other (8F,,.), with n > 1 vanish at this order.
In the general case we will assume a solution of the
D8(Q)=n*"(—2ik, T ,—3T,.,)8(Q) . (4.38)  form (3.42). Then,
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oF,
DF,8(QNX =0)=ik” —{T,,Fy} |8(Q)
oX
L. d’F, - P aF, k dF,
+ 277 aXHax” —n p;vF()+7’ m vaak += pa aka
FFy 1., 9 1
12 k;szR PP ak ak +3ka akB [FO)Fﬁ;a]—Znaﬁ{ Fa;B’FO}
1la® 480 (4.43)
4 ok, +k ok, {CapFol |8(Q) .
Again, to this order, only F,(0, k) is nonzero:
Fi(0,k) =9 T, o)tk r, o 1 ¥
=n* vFO+ { wv 0}-6 p Vaaka_4aX/,¢aXv
_OF, aFo aF0
r
The final step is to write all equations in covariant form. ’F, i pB P aF,
The covariant derivative constructed in the scalar case Fo,u,(0,k) = aX*ax” +3(R7,+ R, kg dk
may be extended to the spinorial case by adding on the P
spin connection,
—{CywFol - (4.47b)
F, aF" r g Ko — (T Fo) (4.45) |
Ge™ ax w T Tk ak 0 ) Setting the imaginary part of (4.43) to zero,
and . dF,
) 3 k¥l =g~ (TwFol
FO;uv ax (FO;; vaOA+Fvak1]ak (FO[J)
or
—{T,Fo,} - (4.46)
gk, Fo,=0, (4.48)
It follows that, at the origin,
which is the covariant Liouville-Vlasov equation to
Fy.,(0,k)= -0 _ (T, Fol , (4.47a)  second order. From (4.44) and (4.48) we obtain the gen-
H ax# # eral covariant form of F:
J
FOC=FoX s @ =L | |gmFo+ L [RE K, OO g i R _OFo_
= Fold T || ot | ey, T 0 ook ok,
wr k®|T OF, 19K r &'
T ko =k Mamgy =5 | 3k, T tem ), (4.49)

with F; being the solution of the Liouville-Vlasov equa-
tion (4.48).

Finally we would like to point out certain relationships
with previous work. For example, if one chooses P, or
P, as the origin itself and picks the tetrad as being paral-
lel transported along a geodesic joining P, and P,, then it

can be shown that 4 2(x,,x,)=1 (Ref. 4). Our formula
(4.18) is consistent with this result. By using the ap-
propriate RNC expansions for e* and I'}g it is possible to
show that the higher-order terms in (4.18) cancel.

Another result of not choosing P, as the origin is the ap-
pearance of extra terms involving I') and its derivatives.
A large number of such terms vanish when one makes the
special coordinate origin and tetrad field choice of Ref. 4,
and our results reduce to theirs.

V. REMARKS

As concluding remarks, we will just mention a few
parallel developments related to the present work which
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are perhaps worthy of further pursuit. In terms of (1)
methodology, the relationship of the Wigner function ap-
proach with the quasilocal functional approach,’ the
eikonal approach,!” and the point-splitting approach;!?
(2) viewpoint, its relationship with the sympletic
geometry view of general relativity!® and with the
geometric quantization'® approach to quantum gravity;
(3) generalization, construction of Wigner functions in
group manifolds and homogeneous spaces, and relation-
ship with the mathematics of pseudodifferential opera-
tors;’ and finally, (4) application, the description of trans-
port phenomena of nonequilibrium quantum fields in ex-
treme conditions such as occurring in the early Universe
and late stages of black-hole collapse.
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APPENDIX: CONVENTIONS
AND USEFUL IDENTITIES

We list below the main conventions and some useful
identities which have been used throughout [the signa-
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The rule for commuting covariant derivatives is
AP,,=AP  +R, P, A7 . (A5)
The following identities hold:
RPMR ., =LRPMR 00, (A6)
RE oiu=Rpn0 —Rpoa (A7)
RP;p=3R;o - (A8)

A Riemann normal coordinate (RNC) system is con-
structed as follows. Consider a point z to become the ori-
gin of coordinates. Now given a second point x, consider
the tangent vector t* at z to the (unique) geodesic joining
z and x. Then the RNC of x are y*=at", where a is
chosen so that 7,5y 8 equals the geodesic distance from
zto x.

An equivalent definition is that a RNC system is a
coordinate frame in which the following identities hold:

g,.(0)=7.,, T%(0)=0,
‘ ’ g (A9)
F{‘VP, o)< 0, I-\f‘vp, o) = 0, etc.,

where ( ) stands for symmetrization. In a RNC system
the Taylor expansion of the metric is given by the curva-

ture for the metric is (+ — — —)]: ture at the origin. Concretely,
Fuvpz%g#a(gva,p"'gpa,v—gvp,a) ) (A1) g#V(X)=77,,,,-+-%Rypw,xpx°+%R#pw;,\x”x"x}‘
R 'uvpa = vap,a - F#va,p + FMaAFLVp - I"upi‘urkva ’ (A2) +( %R#PW;AT +&R auoR gPVT bxPx OxPx
R,,=R%,,, (A3) + e (A10)
R =g"R,, . (A4) The following expansions also hold:
_J
g (x)=n!"—fRH# Y xPx 7 —LR* Y, xPx °x*—(LR B oar— s R R S xPxTxAx T4 o (A11)
z"2PD(x)=2"2P[3R¥ ,x 7+ 5(SR¥ oo + R¥, 0 )x x?
+ %[ %R 'upva;A‘r+ 2—30(R ‘uavk;pr+ R #av}»;‘rp)
+ &(21R* . RE,, +48R*, \RE  —3TR* 4RE DIxx*x7+ -}, (A12)

(8°°Th)(x)=—2R* x4+ L(R;,.*—6R¥,;)x “x*+ L(

In[ —g (x)]=%Rw,x"x"+%Rw;px“x "XP 4+ (%R o —

7"7z"2Pz T, 2,(0)=L(12R Hopo— LR P +TRER: . — SR

The Van Vleck—Morette determinant is defined as

Avm(xp,x0)=[~g (x )]~ [ —g(x;)]7!/2 det

u v
OxHox}

920 (x,x,)

R Ao; #‘r_ 6R #A;UT_ %R “é’pAR é-op‘r'+' ';‘R §1'R gk#a )x%x Ax 7 ’

where o is one-half of the geodesic distance from x, to x;. Equivalently, in RNC with the origin at x,,

30" 2
(A13)
wRAUPR g, )xFXxPx 7, (A14)
R 572722 . (A15)
(A16)
(A17)

Aymxy,xy)=[—g(x]7'%.

We have made use of the expansions (in RNC)
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9 . —X | _ 1) 2R Y3+ 1R vy p
™ InAyy ) =(—=3)3R,x"+¢R,,,x"x
1
+ (%R uvipo + 1R vp0p — TR vpiuo — wR auﬁvRapﬂa—T%Rzﬂlev)xvxpxa'i” A
(A18)
. 02 X X
7 ax#ax"lnA"M +?’_5 :(‘%)[%R+%R;pxp+(E%R:pa'*‘%DRpa*‘%R&vRgp_TlsRaapraBro
10X
— &R RETIXPX+ - ] (A19)

Finally, we give the RNC x“ around z of the point P in terms of the difference x* of the coordinates of P and Z in the

original frame. They are

x=e(2)[xH+1T% (2)x "xP+ L(Dh, + TH 5, ) 2)x " xPx 74 - ]

(A20)

Because of the conditions (A9) the e}, are the components of a vierbein, that is, they satisfy

g“”(z)eﬁe”v:n“b

and

ab v__ v
nelley =g .

(A21)

(A22)

A vierbein is any collection of four vector fields satisfying Egs. (A21) and (A22).
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