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The magnetic dipole moment of the X hyperon has been determined from X -atom x-ray transi-

tions in natural lead and tungsten. Negative kaons were stopped in a target which consisted of
sheets of W or Pb immersed in liquid hydrogen. The X resulting from the reaction K p~X m+

were tagged by observing the monoenergetic m. +. X rays from X atoms were detected by intrinsic
Ge detectors. The x-ray lines were analyzed for fine-structure splitting and the magnetic moment
was determined from the measured splitting. The value obtained for the magnetic moment is

p(X )=(—1.105+0.029+0.010)pz where the first error is statistical and the second systematic.
This value is in reasonable agreement with measurements that used precession techniques and with

the theoretical predictions of simple quark models.

I. INTRODUCTION

Anomalous magnetic moments have played an impor-
tant role in our understanding of subatomic structure.
Whereas measurements of the g factors of the electron
and muon have given no indication of lepton internal
structure, ' the large anomalous moments of the baryons
support the picture of their composite structure. Their
magnetic moments have served as important constraints
on models of hadron structure. The first modern calcula-
tion of the baryon moments was carried out by Coleman
and Glashow shortly after the introduction of unitary
symmetry by Gell-Mann and Ne'eman. The develop-
ment of SU(6) and constituent-quark models ' led to ad-
ditional predictions. In the MIT bag model light quarks
are confined to a bag with a radius on the order of their
Cornpton wavelength, so that the relativistic change of
the confined particle's Dirac moment is included.
Despite the development of QCD, calculations of the
static properties of baryons have continued to evolve
from a more phenomenological approach, since perturba-
tive QCD breaks down at low energies.

In recent years baryon magnetic moments have contin-
ued to be the subject of much theoretical and experimen-

tal work. The magnetic dipole moments of the hyperons
in the J = —,

'+ octet (except for the X ) have been remea-

sured, ' and the level of precision is now adequate to
test detailed corrections to the simple models. The calcu-
lational approaches range from applying model-
independent sum rules' to the inclusion of a pion field
outside the bag to preserve chiral symmetry. ' '

The experiment which is reported here was performed
in the C4 branch of the low-energy separated beam LESB
I at the Brookhaven National Laboratory A1ternating
Gradient Synchrotron (AGS). A portion of these data
was reported earlier, " and in this paper we present the
analysis of all the data. A K beam of momentum 680
MeV/c was brought to rest in a laminar target which
consisted of thin sheets of the target material immersed
in a liquid-hydrogen (LHz) bath (see Fig. 1). The reaction

K +p ~X +a+ [branching ratio (B)=460001] (1)

was used to produce X hyperons. The monoenergetic
tr+(T =82.6 MeV) which served to tag X production
were detected using range scintillation spectrometers
placed on both sides of the target. The X (T =12.4
MeV) were stopped in the target foils and formed exotic
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FIG. 2. A portion of the atomic cascade. The energy separa-
tions are not to scale.

FIG. 1. Plan view of the experimental arrangement. S& —S5
are beam-defining scintillation counters; V, is a veto counter
surrounding the Cu moderator; V&, a downstream veto counter;
H, a beam-defining hodoscope; m.L and ~R, pion spectrometers
including Al moderator; and C, a Cerenkov counter to detect
kaons. The laminar target assembly is shown with three Ge
detectors located below. Inset: a typical E p interaction in the
LH2 between the target sheets. (The inset is not to scale. )

where n, , l, and nf, lf are the quantum numbers of the
upper and lower atomic states, respectively. A measure-
ment of AE is used to determine the magnetic moment.

II. EXPERIMENTAL DETAILS

e
I (~ )=(go+gl)

2m'

m
Px ~=(go+gi)

m&
(3)

where pz is the nuclear magneton, and m and m& are
the proton and X masses, respectively (A=c =1).

Figure 2 shows a portion of the atomic cascade. In the
blow-up, adjacent fine-structure levels and the E1 transi-
tions between them are given. Of the three El transi-
tions, only a and c are of sufficient intensity to be ob-
served experimentally, since the contribution from the
spin-flip (bj =0) transition b is negligible for large prin-
cipal quantum numbers.

Experimentally one observes a doublet whose com-
ponents are separated in energy by

atoms. X rays from these atoms were detected by three
intrinsic reverse-electrode coaxial Ge detectors which
were housed in a single upward-oriented cryostat.

The measured fine-structure splitting in the x-ray lines
was used to determine the magnetic moment. The split-
ting 5E„i of an atomic level with principal quantum
number n and orbital angular momentum 1 is approxi-
mately given by'

m&
~En, i = (go+ 2g 1 )(Z~ )

2n t(1+1)
where go ———1 is the Dirac moment and g, is the anoma-
lous (Pauli) moment. The X magnetic moment is the
sum of these two components, i.e.,

At a transport momentum of 680 MeV/c, the C4 beam
at the AGS had a m:K ratio of -9:1 and an incident
K flux of -60000 with 4&(10' protons incident per
burst on a Pt production target. An incident beam parti-
cle was identified with scintillation counters (labeled
5, S, in Fig. 1). The particles were slowed down in a
Cu moderator, and their position as they entered the tar-
get was determined by a hodoscope (labeled H in Fig. 1).
Once the nominal degrader thickness was determined
from a range curve, it was adjusted to maximize the yield
of the kaonic (n =9~n =8) transition. The Cu de-
grader was surrounded by a plastic veto counter V,
which eliminated events in which a secondary particle
scattered out of the side of the degrader. This veto re-
duced the trigger rate by about 10%.

Beam pions were rejected by a velocity-selective
Cerenkov counter C and by measurements of dE/dx in
counter S5. The Cerenkov counter consisted of a Lucite
radiator viewed by six RCA8850 photomultiplier tubes.
At the transport momentum of 680 MeV/c, m. Cerenkov
light is totally internally reflected. The efficiency of the
Cerenkov counter was checked using time of flight.
When coincidences between four or more of the six tubes
were required, C was found to have an efficiency of 94%
for detecting kaons. The pion rejection factor was 49:1.

A diagnostic dE/dx spectrum from S5 is shown in Fig.
3 for which the trigger included the Cerenkov require-
ment. During data collection the discriminator threshold
on S5 was raised to further suppress pion related events.
The signature for a stopping kaon was K„,z ——

S )
.Sq.C -S3.S4 S5(hlgp) VJ Vp where V2 was a veto

counter placed downstream of the target.
The target consisted of 19 metal foils of the target ele-
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FIG. 3. dE/dx spectrum from S5. The Cerenkov counter is
in the trigger. The peak above the 300-mV threshold is from
slow K . The smaller peak to the left of the K peak is from
m which fire the Cerenkov counter.

ment placed parallel to the beam and immersed in liquid
hydrogen. The foils were spaced 0.46 cm apart, and were
15.0 cm in length. They were placed in a cylindrical
vessel such that the center sheet was 10.5 cm high and
the outermost sheet 6.5 cm. The Pb foils were 0.035 cm
thick and the W foils were 0.023 cm thick, which in both
cases gives a thickness of 0.4 g/cm . The optimal foil
thickness and spacing were determined from Monte Car-
lo calculations. Factors important in the design were (a)
the LH2-to-foil mass ratio to optimize kaon stops in the
hydrogen, (b) foil spacing so that loss of X from decay
was minimized, and (c) foil thickness adequate to stop X
but thin enough to minimize absorption of the subsequent
x rays in the plates.

The x-ray spectroscopy system was designed to detect
photons in the energy range of 100 to 700 keV with good
resolution and efficiency. Energy resolution was the most
important consideration since the separation of the dou-
blet components is less than 0.2%%uo of the transition ener-
gy. The detector assembly was placed so that the top
faces of the crystals were 12 cm below the beam center.
The resolution [full width at half maximum (FWHM)] of
these detectors under beam conditions was in the range of
900 to 1100 eV in the energy interval of the X x rays of
interest, with an absolute photopeak efficiency of -20%.
The detectors were equipped with special pulse proces-
sors which rejected events separated by less than 45 psec.
This feature reduced pile-up problems to a minimum, but
limited the beam rate at which data could be collected to
—14000 I( stops per AGS slow extracted beam spill.

The instrumental response to monoenergetic photons
from radioactive sources was studied before and after the
running period, and was monitored continuously during
the running period. The calibration sources were chosen
so that the y-ray energies spanned the region of interest,
but did not coincide with E or X x rays. In addition
to ' Cs and Co sources, which were always present,

Ba was used in conjunction with the Pb target, and
Ir was used with the W target. The energies of the

calibration lines were taken from the compilation by

Lorentz. '

The m. + range spectrometers used to tag X produc-
tion were essential components in this experiment. The
monoenergetic m. + from the reaction given in Eq. (1)
emerged from the target cryostat with an energy between
60 and 82 MeV, depending on the number of foils
traversed. With the target foils placed as described
above, Monte Carlo calculations showed that ~+ which
emerged within a cone of 30' from the sides of the target
were the optimal tag for X most likely to stop in the tar-
get foils. The counters in the range telescope labeled
3A —3C in Fig. 1 were 45.7)&45.7&2.54 cm Ne 102
plastic scintillators. These were sandwiched between
counters 0.635 cm thick, the front one serving as an en-
trance counter and the back serving as a veto. The thick-
ness of the aluminum degrader was adjusted to optimize
the number of m. + stopping in the spectrometer. The
erat'ective fractional solid angle of each range telescope was
-0.09 when counter 3A was positioned 36 cm from the
beam line center.

To discriminate against m from the reaction
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FIG. 4. Pion range spectrometer timing spectrum of delayed
e+ signatures following K stops. The data were fitted to the
function Ae ' '+B. The value obtained for v. from this sample
of data was 2.26+0. 10 psec, characteristic of the m. + ~p+ ~e+
decay chain.

+p~X++~ (B =20%),
it was necessary to observe the m+~p+~e+ decay
chain. ' Since the p+ has a mean life of 2.2 psec, an 8-psec
gate was chosen to observe the decay positron. If a
second beam particle was incident on the target during
this period, the gate was blanked off for 40 nsec so that
scattered or secondary particles did not mimic a decay
positron. A typical timing spectrum for the decay posi-
trons is shown in Fig. 4. A fit to these data for the muon
lifetime gave 2.26+0. 10 psec, in agreement with the ac-
cepted value.

The data-acquisition system consisted of a PDP 11/34
interfaced to CAMAC through a Bi-Ra micro-
programmable branch driver (MBD). Each event initiat-
ed by a E stop signature in coincidence with a count in
one of the x-ray detectors was sorted as either a tagged or
an untagged event. Tagged events were those accom-
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panied by a sr+ signature in one of the range telescopes,
and all others were sorted as untagged events. For each
event the following information was written to magnetic
tape: a header, the energy deposited in the Ge detector,
Ge detector time relative to a K stop, , the hodoscope
pattern, dE/dx information for S4 and S5, and kaon time
of flight. For tagged events the following additional in-
formation was written: which counters in the range spec-
trometer fired from the (delayed) e+, the e+ energy de-
posited in the range spectrometer and the time between a
E stop and the decay positron.

Events in which the Ge detectors fired in coinci-
dence with a 1.0-@sec gate opened by (AGS
on) S, S2 S3 S4 S5 V, were also recorded. These
events, which included random coincidences between the
gate initiated by a beam pion and a y ray from one of the
radioactive sources, were recorded as beam-on calibra-
tion events. During the beam-off portion of the AGS
spill cycle, ungated histograms covering the regions of
the Co 122.06-keV and the ' Cs 661.66-keV y rays
were accumulated in the MBD. Every 10 min these his-
tograms were written to tape and then cleared. These
histograms were fitted on-line to provide a monitor of the
gain of the x-ray spectrometer system and off-line they
provided a two-point stabilization correction for each
10-min interval of data. Additional calibration sources
were studied several times when the AGS was not run-
ning to check the relative efficiency and linearity of the
detector —amplifier —analog-to-digital-convertor (ADC)
systems.

Monte Carlo studies, carried out before this experi-
ment was performed, showed that if a background y ray
were to lie under an x-ray peak, it would present serious
problems for the magnetic moment determination if the
intensity of the y line were greater than 10% of the X
x-ray intensity. To search for such y rays in the energy
regions of interest, negative pions were stopped in targets
of Pb, W, and U. These background studies were carried
out in a preliminary run in the test channel of the Los
Alamos Meson Physics Facility. In addition, at the end
of the Brookhaven running period, a 220-MeV/c m

beam from LESB I was stopped in the Pb and U targets.
In a subsequent study, the W target was placed in a low-
energy pion beam from the muon channel at the AGS.
No evidence was found in the Pb or W data for contam-
inants in the regions of the X x rays used for the
magnetic-moment measurement. There was evidence
that a contaminant line fell under the X (12~11)transi-
tion in uranium.

III. ANALYSIS CONSIDERATIONS

and

first noncircular(l =n —2):

a:b:c =(2n —3n):1:(2n —Sn +2), (5b)
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where n is the principal quantum number of the lower
state.

The Dirac equation, with vacuum-polarization poten-
tials as given by Blomqvist, ' was integrated by the
method of Boric to obtain the energies of the X atomic
levels. Perturbation techniques use the expression for
fine-structure splitting given in Eq. (2) corrected for radi-
ative and relativistic effects, while in Boric s method, the
recoil effects discussed by Pilkuhn are automatically in-
cluded. Screening of the Coulomb field by the atomic
electrons was calculated using the parametrization of
Vogel. Nuclear polarization was included separately
following Ericson and Hufner. Boric estimates that
the vacuum-polarization and recoil corrections can be
calculated reliably to better than 0.5 eV. Since our result
depends on energy differences between levels rather than
on absolute energies, the sensitivity to systematic errors
in the calculated energy levels is reduced. The overa11 ac-
curacy of the calculated transition energies should be
better than +1 eV.

In Fig. 5 we show the fine structure for the n =10,
l =9, and n =10, l =8 X levels in Pb. First we show
the Dirac levels, then the Dirac levels corrected for vacu-
um polarization, recoil, finite nuclear size and nuclear po-
larization, and finally the inclusion of the anomalous mo-
ment term, where the value of g& was taken to be —0.42
[p(X ) = —1. 11@,~; see Eq. (3)]. For a negative magnetic
moment the atomic states of higher j lie higher in energy.
From Eq. (2) it is clear that for some positive value of g&,
one could also obtain the same fine-structure splitting,
but the higher-j state would then lie lower in energy.

A. Atomic physics
O.O— PaUli Moment

The relative intensities a:b:c of the transitions shown
in Fig. 2 can be calculated' for a statistical population of
the states. If one defines hn = —1 circular transitions as
those between levels with l =n —1 and noncircular tran-
sitions as those between levels with l & n —2, the intensi-
ties are given by

circular: a:b:c =(2n +n —1):1:(2n n —1)—
(b) (c)

FIG. 5. Relative positions of the energy levels of the Pb X
(n =10, I =9) and (n =10, l =8) states. The states are labeled
with the quantum numbers n, l, and + if j =l+

~
and —if

j =I—~. 5(a) shows the Dirac levels, 5(b) shows the inclusion
of all other corrections except the anomalous moment, and 5(c)
shows the fully corrected levels assuming p(X )= —1.11p&.
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In the analysis it was necessary to include the presence
of noncircular transitions in addition to the correspond-
ing circular transitions. In the case shown in Fig. 2, the
circular transition is labeled e and the first noncircular is
labeled y. From Fig. 5 one can see that for any value of
the magnetic moment, the relative separations between
all the levels are fixed, and therefore the energy
differences between the four observed lines (a and c)
shown in Fig. 2 are fixed. Thus the presence of noncircu-
lar transitions does not add additional free parameters to
the analysis. Once the value of the magnetic moment is
fixed for a particular fit, the energy separation between all
the transitions and the intensities within a doublet are
determined by the atomic physics. The resulting complex
line shape is thus well understood. The only uncertainty
is the intensity of the noncircular doublet relative to the
circular one. As discussed below, this intensity was
determined from a cascade calculation which was con-
strained to reproduce the measured yields of the X x

rays. The uncertainty in this contribution was included
in the systematic error.

It has been pointed out that the g factor of a bound
particle is decreased relative to its free value. This
effect has been demonstrated to be considerable for a

p bound in the 1s level of a high-Z muonic atom. In
our experiment, where the lowest principal quantum state
considered is the n = 10 state, this effect was estimated to
be smaller than 0.1% and was neglected in our analysis.

B. Cascade calculations and experimental x-ray yields

Since the transitions labeled n and y were not experi-
mentally resolved in energy, it was necessary to simulate
the atomic cascade in order to determine the relative in-
tensities of noncircular to circular transitions. To corn-
pare the experimental with the calculated x-ray yields, it
was necessary to determine the detector efficiency and the
absorption of x rays in the target foils as a function of en-
ergy. The dependence of the detector efficiency on ener-

gy was studied with y lines of well-known relative inten-
sity from radioactive sources. The absorption of x rays in
the target foils was studied both experimentally with
sources and by Monte Carlo calculations.

The relative efficiency for each detector was deter-
mined by comparing the observed intensities of y rays
from ' Ba, Se, ' Ir, and ' Eu with their tabulated in-
tensities. ' These calibration data were taken in the labo-
ratory with the same data acquisition hardware and
software used in the x-ray experiment. The area under
each photopeak was determined by integrating a large re-
gion containing the peak, and then subtracting an inter-
polated background which was determined by integrating
a region on either side of the peak. The results from the
different sources were normalized to the 356.0-keV line of

9a. The normalized data and a polynomial fit of the
form log(relative efficiency) versus energy are shown in
Fig. 6 for detector 8. The data for the other detectors
were similar.

A duplicate Pb target was used to measure x-ray ab-
sorption in the target sheets. With the outer shell and in-
sulation removed, the target assembly was placed above
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FIG. 6. Detector relative efficiency as a function of x-ray en-

ergy for one of the detectors. The solid curve represents a poly-
nomial fit to the data.
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FIG. 7. The transmission efficiency product for the Pb target
and one of the detectors as a function of x-ray energy. The
dashed curve is the result of a Monte Carlo calculation; the
solid curve represents a polynomial fit to the data.

the detector in the geometry of the experiment. Radioac-
tive sources sandwiched between Pb foils half the thick-
ness of the target foils were placed sequentially at each of
24 points on a three-dimensional lattice within the target.
Spectra were collected at each point for a time period
proportional to the kaon stopping density calculated with
a Monte Carlo program. The relative efficiency measure-
ments were done as before, and the measured
(transmission)&efficiency), e„b(E), is shown along with a
fifth-order polynomial fit in Fig. 7. Also shown in the
figure is the result of a Monte Carlo program which used
the distribution of stopping kaons to calculate the distri-
bution of X stops in the target sheets. From this distri-
bution, the transmission X efficiency function, eMc(E),
was calculated from the tabulated photon cross sections
and measured detector efficiency (Fig. 6).

Below 300 keV, the two methods diverge, presumably
because in this low-energy range more than half of the
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area = amplitude)& FWHM X 1.06 .

This area was then corrected for target absorption and
detector efficiency to determine the relative yield. The
kaonic x-ray intensities were compared with those of
Wiegand and Godfrey ' and found to be in good agree-
ment, with a X per degree of freedom of 8.6/9.

To determine the intensity of the noncircular transi-
tions, calculations simulating the X atomic cascade
were performed using a code developed by Leon and
Seki. This calculation was constrained to reproduce the
measured yields of the X x-ray transitions. The X
were distributed in an initial state of principal quantum
number n =25. Electric dipole radiative and Auger tran-
sitions as well as nuclear absorption of the hadrons from
the atomic levels were included in the calculation. Tran-
sitions with b n = —2, such as the one labeled P in Fig. 2,
were experimentally resolved in energy from the
An = —1 transitions. The yields of the hn = —2 transi-
tions are quite sensitive to the input parameters in the
cascade calculation as discussed below.

Nuclear absorption of the X was included in the cal-
culation using an optical potential of the form

2m. mr1+ ap(r),
m mn

where m is the X-nucleus system reduced mass and p(r) is
the nuclear matter distribution which was assumed to be

photons are absorbed and the transmission)(efficiency
product is more sensitive to the assumptions used in the
calculation.

The average of the measured and Monte Carlo
transmission & efficiency factor was used in the analysis of
the lead data. A systematic error of

I
&lab(E) ~MC«)

I

2

was included in the analysis for yields. Since a duplicate
target was not available for W, the Monte Carlo results
were used for it. The same systematic error as deter-
mined for Pb was included in the analysis of the W data.

The intensities of both the kaonic and X x-ray lines
were determined by fitting each transition to a single
Gaussian plus background with all parameters free. The
area was determined from

equal to the charge density determined from electron
scattering. Initially the value of the strong-interaction
scattering length a was taken to be that determined
from low-Z X atoms, a =(0.35+i0.20) fm. It was
found that the calculated yield of the x rays was not sen-
sitive to the real part of a; however, a value of 0.30 fm for
the imaginary part resulted in a better fit to the data.

An additional parameter which was varied to improve
the agreement between calculated and experimental
yields was the I distribution of hadrons in the initial
atomic level n,„. Rather than a statistical population of
(21+1) for each 1 state in the levels (n,„,l) a population
of (21+ 1)e~' was assumed. The best-fit value of the dis-
tribution parameter g was 0.28 for Pb and 0.097 for W.
The experimental and calculated yields for the X atomic
x rays are given in Table I. The uncertainty in the frac-
tion f„, of noncircular transition present was determined
by fitting the measured yields to the calculated ones, and
then changing the cascade calculation input parameters g
and a unitl 7 increased by one unit. The calculated in-
tensities of the noncircular transitions are given in Table
II.

IV. DATA ANALYSIS

A portion of the data was analyzed to study the
influence of various cuts on the x-ray signal-to-
background ratio. This ratio was improved in the un-
tagged spectra by using the information from the beam
hodoscope. No software cuts were found which im-
proved this ratio in the tagged data without a severe loss
in good events. Separate untagged and tagged histo-
grams for each detector were formed with a gain shifting
program which assumed two-point stabilization as men-
tioned above. The beam-on calibration spectra were sub-
jected to the same gain-shifting procedure as the x-ray
data. These calibration spectra were then used to deter-
mine the resolution and gain for each detector-amplifier-
ADC system.

Although it was expected that the approximation of a
Gaussian detector response should be adequate, extensive
studies of the sensitivity of the extracted value of the
magnetic moment to assumed detector line shapes were
carried out to test this hypothesis. A detector response
which included the effects of small-angle Compton
scattering in the target, charge trapping in the crystal

TABLE I. Relative intensities of X Pb and X W transitions.

Pb
transition

15~14
14~13
13~12
12~11
11~10
10 9+13 11
15~13
14~12

Experimental
relative

intensity

0.82+0.23
0.92+0. 17
0.95+0.08
1.00
1.101+0.03
0.58+0.05
0.091+0.018
0.079+0.017

Cascade
calculation

0.83
0.91
0.96
1.00
0.97
0.59
0.084
0.078

W
transition

14~ 13
13~12
12~11
11~10
10~9+13~11
14~12
12~ 10

Experimental
relative

intensity

0.94+0. 14
0.91+0.14
1.00
0.94+0.07
0.84+0.07
0.13+0.02
0.13+0.02

Cascade
calculation

0.85
0.94
1.00
1.02
1.00
0.13
0.10
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TABLE II. Calculated relative intensities of the noncircular

(nc) to circular transitions with the circular amplitude equal to
1.0. The uncertainties on the last two digits are given in

parentheses.

Target

Pb

Transition

X(12~11)
X(11~10)
X(11~10)

First nc

0.121{24)
0.022(05)
0.120(20)

and pulse pileup in the amplifier was used to analyze a
portion of the data. When the same set of data was ana-
lyzed for fine-structure splitting using a simple Gaussian
function, no statistically significant difference in the value
of the extracted moment was obtained.

The data were divided into subsets representing time
periods over which the resolutions of the three detectors
remained constant. Three blocks for Pb (Pb1, Pb2, Pb3),
and two for W (Wl, W2), were necessary. The resolu-
tions for each detector are listed for the different blocks
in Table III. The energies listed correspond to the X x-

ray transition energies of interest.
In Figs. 8 and 9 we show samples of the untagged and

tagged spectra from natural tungsten. As expected, the
untagged spectrum contains prominent kaonic x-ray lines
and rather low-intensity X x rays, while the reverse is
true in the tagged spectra. The signal-to-background ra-
tio for the X x rays in the untagged spectra is -60%
better than that observed in the earlier X atom experi-
rnents. ' This improvement is due both to better detec-

I

tor resolution and to enhanced X production from the
liquid hydrogen. The tagging technique resulted in an
improvement of 15 in the X x-ray signal-to-background
ratio over the earlier experiments ' in which I( were
stopped in a target sheet of natural Pb.

The X x-ray lines in both the untagged and tagged
spectra were analyzed for fine-structure splitting. It was
assumed that the complex, unresolved line in the spec-
trum consisted of two circular transitions and two less in-
tense noncircular transitions. Noncircular transitions
with I (n —2 were neglected since the cascade calcula-
tions predicted relative intensities of less than 1% for
these transitions. A function of the form

F(x;n, l,g, )=D, (x;n, l,g, )+f„,D„,(x;n, l, g, )+8 (x)

(6)

was used to describe the complex x-ray line shape. Both
functions labeled D (x;n, l,g i ) are doublets which de-
scribe the two transitions a, c shown in Fig. 2. The sub-
scripts c and nc refer to circular or noncircular transi-
tions, respectively, and f„, is the fraction of noncircular
transition present. The term 8(x) represents the back-
ground under the peak. A second-order polynomial ade-
quately represented the backgrounds encountered in both
the calibration and data spectra.

Each doublet function consisted of two Gaussian func-
tions of the form

D, (x;n, l,gi)=A exp
X —Xp

&2o

2

+R, A exp

2
x —[xo+h(gi)]

(7a)

and

D„,(x;n, l, g, )=A exp

'2' 2
X —[Xp+E(gi)] X —[Xp+E(gi )+Q'(gi )]

+R„,A exp
& 20. 20'

(7b)

where n, l are the principal and orbital angular momen-
tum quantum numbers of the lower atomic state and 6
(b, ') is the separation of the two circular (noncircular)
components labeled a and c in Fig. 2 [see Eq. (4)]. The

quantity e(g, ) is the separation between corresponding
spin-up (j =I + —,') to spin-up circular and noncircular
transitions and is determined if the value of the anoma-
lous moment g, is fixed. Furthermore, the energy

TABLE III. Detector resolution (in eV) at the energies of the X(12~11)and X(11~10)transitions in Pb and the X(11~10)
transition in W whose nominal energies are 283, 373, and 303 keV, respectively. The uncertainties on the last two digits are given in

parentheses. The three detectors are indicated by the suSxes A, B, and C and the numbers 1, 2, and 3 indicate different blocks of
running time. The doublet separations of these three transitions are 371, 655, and 431 eV, respectively, for p(X ) = —1.158p&.

Group

Pbl( A)
(B)
(C)

Pb2( A)
(B)
(C)

Pb3( A)
(B)
(C)

FWHM (at 283 keV)

910.4( 1.0)
934.9(3.5 )

969.6(3.6)
927.5( 5.4)
950.8(7.5)
979.9(6.4)
929.8(4. 1 )

965.7(2.5)
1002.3( 10.2)

FWHM (at 373 keV)

1011.4( 1.0)
1041.2( 2.3 )

1093.4(2.2)
1029.2( 3.2)
1058.2{4.5)
1102.1(3.6)
1043.1(2.5)
1065.1( 1.4)
1127.9(5.9)

Group

W1( A)
(B)
(C)

W2( A)
(B)
(C)

FWHM (at 303 keV)

979.2( 1.0)
989.0(5.8)

1058.8( 5.4)
979.2( 1.0)
989.0( 5.8)

1058.8( 5.4)
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differences 6, 6', and e are functions of n and l as well as
of g&. The intensity ratios R, and R„, were determined
from Eqs. (Sa) and (5b). The detector resolution o was
obtained from the calibration spectra. The only free pa-
rameters in the fit were the amplitude A, the centroid xo,
and the background parameters. All other quantities in

Eq. (6) except f„, could be calculated uniquely for a
given value of g&. The noncircular intensity f„, was ob-

tained from the cascade calculation described above.
To analyze each composite x-ray peak for fine-

structure splitting, a series of least-square fits to the func-
tional form given in Eq. (6) was performed. The value of
the anomalous moment g& was held fixed for each fit, but
was incremented in steps corresponding to 0.01p& be-
tween fits so that X could be mapped out as a function of
6 and thus of g, . In principle this procedure should be
sensitive to the sign of the moment since the two doublet
components have different intensities. However, for
small values of the anomalous moment the sensitivity of
this experiment to the sign vanishes. Monte Carlo stud-
ies showed that with the detector resolution available to
this experiment, there is little sensitivity to the sign for a
magnitude of p(X ) less than 1.2@~.

A X map from a sample of the X (11~10)transition
in W is shown in Fig. 10(a). Two equally probable values
corresponding to a negative or positive magnetic moment

10-

0

J A4
sgg(~0u ) (

El%rear (keV )

(b)

3Oe

FIG. 10. (a) A sample P map from the analysis of the
X(11~10)transition in W. There were 116 degrees of freedom.
The magnetic moment p(X ) is given in units of pz. (b) The
best fit to the subset of W data used to generate the g map in (a)
with the magnetic moment set to the value at the g' rninimurn.
The circular and noncircular doublet components are shown
separately.

are permitted. The value of p(X ) corresponding to
zero-energy separation between the fine-structure com-
ponents (the local maximum) is at least 3 standard devia-
tions away from the most probable value of the moment.
This sample represents about 7% of the data, and when
the 7 maps from the three detectors and all the transi-
tions and targets are added together this becomes greater
than a 10-standard-deviation effect. In Fig. 10(b) we
show the best fit to the X (11~10)transition in W. The
value obtained for p(X ) for this fit was —1.14p~. The
individual doublet components are shown in Fig. 10(b).

The validity of this method of extracting peak separa-
tions which are of the order of half a linewidth was
checked in several ways. Functions described by Eq. (6)
were generated with background amplitudes and signal
amplitudes comparable to those expected in the experi-
ment. The number of counts in each channel of the cal-
culated function was then distributed about the calculat-
ed value with Gaussian statistics. Several of these "data
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sets" were generated with different random number
seeds. It was found that for input negative magnetic mo-
ments as small in magnitude as 0.5pz it was still possible
to obtain the input value, within statistics, from the
analysis routines.

An additional check was made with y-ray lines from
radioactive sources with energy differences comparable to
the expected separations. Spectra from Hg, Se, and

Ta were collected separately. The 279.197-keV line
from Hg, the 264.651- and 279.528-keV lines from

Se, and the 264.075-keV line from ' Ta were fit to
Gaussian functions to determine the amplitudes and
FWHM for each peak. A background spectrum was col-
lected using Compton-scattered photons from Co. The
spectra from Hg and Se were summed with the back-
ground to form a doublet at -279 keV with components
separated by 331 eV. A second doublet was formed from
the Se and ' Ta spectra at -264 keV with a doublet
separation of 576 eV. In both cases the analysis routines
gave the correct separation to within the statistical er-
rors.

Lastly, the data sets were checked for self-consistency
by dividing them into smaller portions to look for sys-
tematic problems over the weeks of data collection. In all
cases the data were found to be self-consistent.

V. RESULTS

The systematic errors encountered in the analysis of
the tagged data were studied in detail. The influence of
uncertainties in the instrumental resolution and in the
fraction of the noncircular transition was studied by
changing these parameters over a range of values.

The values off„, used are given in Table II. The sensi-

tivity of the value of the magnetic moment to the amount
of noncircular transition was determined by changing the
noncircular contribution, f„, in Eq. (6), by +lo from the
cascade prediction described above. In only one case was
this an important effect. For the Pb X (12~11) transi-
tion this effect represented a +0.016p& uncertainty. For
the other two transitions included in this analysis this
contribution to the systematic error was less than
+0.01@~.

Since the n =10, I =9 levels of X Pb and W are ex-
pected to have strong-interaction widths of a few eV, it
was necessary to include this effect in the analysis for
fine-structure splitting. The (n =10,I =9) level widths
calculated with the optical potential discussed above are
23+7 and 4+2 eV for Pb and W, respectively. The
strong-interaction width of the W X (10,9) level was
negligible and was not included in the analysis. An extra
12 eV was added to the instrumental widths given in
Table III for the analysis of the Pb X (11~10) transi-
tion. With this additional width the value of p(X ) ob-
tained from the Pb X (11~10) transition changes by
0.01pz, well within the statistical precision of the mea-
surement. These lower levels will also have strong-
interaction shifts on the order 0.1 of the widths. We have
assumed that both fine-structure components of each
lower level are shifted by the same amount.

The sensitivity of the value obtained for the moment to
the region over which the data were fit was checked and
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FIG. 11. The final g map for all tagged data. The minimum
is at —1.105pN for which the g /v is 1.09.

only for the Pb X (12~11)transition was there any sta-
tistically significant change. This was attributed to the
close proximity of both the E (9~8) x ray and a nu-
clear y ray. For this transition the largest change in
)u(X ) that resulted from fitting over a wide range of re-

gions was included as an error.
To obtain the magnetic moment, the X maps from the

tagged data for each of the three detectors from the
several transitions were summed together. The
X (12~11) and X (11~10) transitions in Pb and the
X (11~10)transition in W were used to determine the
magnetic moment. The summed X map is shown in Fig.
11. The negative sign is preferred only at the la level.
However, only the negative value is consistent with the
recent precession experiments. ' ' ' The value obtained
from the summed X map for all the tagged data is

lu( X ) = ( —l. 105+0.029+0.010)tu~

where the first error is statistical and the second is sys-
tematic.

To demonstrate the self-consistency of the data
represented in Fig. 11 we plot in Fig. 12 the individual
magnetic moment values obtained from each summed set
of tagged data by detector and transition. The solid line
through the data is the value quoted above and the
dashed lines are 1cr (statistical only). The X /v is 0.97.
The result quoted above is derived from 24 independent
measurements obtained from two X atomic transitions
in Pb and one in W, and the use of three separate x-ray
detectors.

We have also analyzed the untagged data from the Pb
and W targets. Analysis of the Pb X (11~10)and W
X (11~10) transitions in the untagged data gave
lu(X )=( —1.090+0.031)lutv, consistent with the tagged
results. However, the Pb X (12~11) transition, gave a
value of lM(X )=(—1.394+0.051)pz which is 5o from

the result obtained in the analysis of the tagged data. To
search for nuclear y rays which might lie under the Pb
X (12~11)transition, we have examined the energy re-
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FIG. 12. Magnetic moment values obtained for each sub-
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not seen in the tagged or untagged U spectra obtained in
this experiment, the value extracted for the magnetic mo-
ment was substantially larger than that obtained from
any other tagged transition. To search for possible con-
taminant y rays, m were stopped in the uranium target.
Although no clear contaminant line appeared at 358 keV,
the U X (12~11)transition energy, a possible candidate
for producing such a y ray is ' Eu (a fission fragment).
Unambiguous identification of other fission fragments
was obtained in the y-ray spectra from stopping m, E
and X . Since a companion transition to the nuclear
ground state has the same energy as the EC& electronic x
ray in U, the positive identification of this line was not
straightforward. However, by examining ratios of the

E&&, K, and K&3 electronic x rays in the three spectra,
it was possible to construct a strong circumstantial case
for the presence of this companion transition in the un-

tagged and tagged spectra from stopping K in U.

gion around 283 keV in spectra produced by stopping m

in Pb, as well as in the beam-on calibration spectra (in-
flight m ). We found no significant contaminant y lines.
Although we do not understand the source of this
discrepancy, we must assume that a contaminant y-ray
line exists in the untagged data, but is sufficiently
suppressed by the tagging technique so that the tagged
result is not sensitive to this complication.

Since the result obtained from the untagged Pb
X (12~11) transition agrees with the first measure-
ments of the X magnetic moment ' determined from
data equivalent to the untagged Pb data of this experi-
ment, we disregarded these early measurements, which
were almost exclusively from the X (12~11) transition
in Pb, when taking a "world average. "

A depleted uranium target, in addition to the Pb and
W targets reported on above, was also used in the present
experiment. In the earlier experiment by this group and
also in the experiment by the Columbia-Yale Collabora-
tion a contaminant y ray appeared to coincide with the
U X (12~11)x ray. Although such a contaminant was

VI. DISCUSSION AND CONCLUSIONS

Several measurements of the X magnetic dipole mo-
ment have recently been made. Despite the small X de-
cay asymmetry parameter of —0.068+0.013, the polar-
izations and high energies available at Fermilab have per-
mitted precession measurements to be carried out. The
first precession result' for p(X ) was ( —0.89+0.14)p~,
in fair agreement with the result obtained in this experi-
ment.

Wah et al. ' obtained the result p(X )= ( —1.23
+0.03+0.03)pz, which does not agree well with the
current measurement. Recently that collaboration has
reported a value of p(X )=(—1.166+ 0.014+0.010)pz
from a new measurement' using precession data from
both X P decay (where the decay asymmetry is almost
1009o) and the n n. hadronic weak decay.

Precision measurements of the magnetic dipole mo-
ments of all the baryons in the —,

'+ octet, except for the
X, are now available. In Table IV we show the current
experimental values of the moments, along with several

TABLE IV. Experimental and theoretical magnetic moments of the baryons in the J = z+ octet in units of pz. Experimental
values are from Ref. 20 except where indicated otherwise.

Baryon Experiment

2.793
—1.913
—0.613+0.004

2.379+0.020
—1.158+0.022b
—1.250+0.014
—0.69 +0.04

De Rujula
et al.

(Ref. 5)

2.79
—1.86
—0.60

2.67
—1.05
—1.39
—0.46

SU(6)'

2.69
—1.99
—0.64

2.44
—1.05
—1.32
—0.52

MIT bag
(Ref. 7)

input
—1.862
—0.712

2.71
—1.01
—1.56
—0.64

Cloudy bag
(Ref. 17)

2.60
—2.01
—0.58

2.34
—1.08
—1.27
—0.51

Isgur-Karl
(Ref. 6)

2.85
—1.85
—0.61

2.54
—1.00
—1.20
—0.43

Relativistic
quarks

(Ref. 43)

2.60
—1.55
—0.61

2.42
—0.99
—1.25
—0.60

'Broken SU(6) with pionic corrections (Ref. 42).
Average of this work, Refs. 10, 13, and 14. The magnetic moment values reported in Ref. 14 from X P decay and from the nor ha-

dronic weak decay were treated as independent measurements. The combined error was scaled up by a factor of 1.496 as suggested
by the Particle Data Group (Ref. 20).
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calculations. The value of the X moment represents the
average of this experiment and those of Refs. 10, 13, and
14. Earlier exotic atom measurements are omitted for
the reasons discussed above.

Fair agreement exists between the calculations and
measurements, but only at the 10—20% level. A number
of attempts have been made recently to improve the sim-

ple constituent-quark model. The model-independent
analyses of Franklin' and Lipkin ' show that nonstatic
contributions may be important, a point also emphasized
by Isgur and Karl. Pionic contributions have been stud-
ied in the context of the bag model' ' and as a correc-
tion to the usual static model. Relativistic wave func-
tions have also been considered and the predictions for
values of the hyperon moments are in agreement with the
measured values, although the neutron and proton mo-
ments obtained in this calculation are not very satisfacto-
ry. The experimental precision now available is sufficient
to provide detailed tests of the models of baryon struc-
ture, but the present theoretical attempts to describe
these data fall short of a complete understanding.
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