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The deep-inelastic scattering reaction v,N —u~X has been studied using the deuterium-filled 15-
foot bubble chamber at Fermilab. The data have been analyzed under the assumption of isospin in-
variance to extract x (u, —dy) for the proton, where xu,(x) and xd,(x) are the valence up- and
down-quark momentum distributions, respectively. The results are compared with other data and
with different theoretical fits. The ratio vn /vp as a function of x is also presented.

I. INTRODUCTION

Lepton-nucleon deep-inelastic scattering experiments
are the source of many important insights into the quark
structure of matter that now form the basis for the
current theory of strong interactions, quantum chromo-
dynamics (QCD). QCD cannot, however, predict struc-
ture functions or quark momentum distributions in even
the simplest hadronic systems because of the importance
of nonperturbative effects. Further progress in under-
standing the behavior of quarks in the nucleon and in the
nucleus depends therefore, on accurate experimental
data. Questions also remain about the range on which
perturbative QCD calculations are valid.

Perhaps the simplest quark momentum distribution is
that of the difference between the fractional momentum
distributions of the valence u and d quarks in the proton,
xuy(x)—xdy(x), where x is the fraction of the proton’s
momentum carried by the quark. This quantity, often
called the non(iso)singlet momentum distribution, is a
useful object to study because it is independent of the
quark singlet and gluon distributions in the Altarelli-
Parisi equations for Q? evolution! and depends only
weakly on R =(F,—2xF,)/2xF|, which measures the
violation of the Callan-Gross relation. The extraction of
a singlet quark distribution always involves some assump-
tion about R, the value of which is still not well under-
stood.

To extract the nonsinglet quark distribution we studied
the inclusive reaction v,N—pu~X in the 15-foot
deuterium-filled bubble chamber at Fermilab. The cross
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section is dominated by the process v,d —u ™ u, but oth-
ers such as v, ——»,u‘c'f also contribute. If, however, the
valence-quark distributions in the neutron and the proton
obey isospin invariance and if their ocean-quark distribu-
tions are nearly the same, x(u, —d,) can be extracted
from the difference between the neutron and proton cross
sections. Of course the deuteron is more than the sum of
its nucleons, but it is only weakly bound, so that any
corrections which might arise from pion exchange or
six-quark structure effects can be neglected. We do, how-
ever, correct the event distributions for the effects of nu-
cleon motion on the cross sections.

We distinguish vn and vp events by counting the total
charge of the visible tracks in the final state. Since the
neutrino flux is the same on both the neutrons and the
protons, the extraction contains no relative uncertainty
between different neutrino fluxes as in other kinds of ex-
periments, but there is a systematic uncertainty due to
“rescattering”, in which a fraction of the vn events are
misidentified as vp events. We determined the neutrino
flux from the quasielastic reaction rate, v n—lL P, in the
same experimental run® and used it to determine a total
vD cross section that is very close to the current world
average.’

In Sec. III we outline the analysis by which number
distributions are obtained for vn and vp events in bins of
x from the bubble-chamber data. In Sec. IV x(u,—d})
is extracted from these distributions and from the neutri-
no flux and in Sec. V the results are compared with other
experimental data and with various theoretical
parametri- zations. We also discuss the ratio of the num-
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ber of vn to vp events, which is relevant both to the deter-
mination of uy, /d, and to the number of neutrino gen-
erations from the Z°/W¥ cross-section ratio. We begin
with a brief review of the parton model.

II. THE PARTON MODEL

Figure 1 defines the kinematics in the parton-model
description of the dominant process in the vN charged-
current interaction. An incoming neutrino with momen-
tum k=(E, k) emits a W™ boson of momentum
g =k —k’ which converts a d quark carrying a fraction x
of the nucleon’s momentum p into a u quark. The final
state consists of an outgoing negative muon with momen-
tum k':(EM,k') plus hadrons.

Experimentally one needs to determine only k and k'
to compute any of the other variables of interest. In
terms of Q*= —g?and y=(E,—E u)/E,, x is determined
from Q*=2MxyE ,, where M is the nucleon mass, and
the muon mass is neglected.

The neutrino-nucleon charged-current cross sections
can be written*>

do 2xGEME,
dxody =T (d )+ (1—y @ +7)
L 1—y)g] (1)
2, 2xGZMEV -
‘;x = Y Hu45)+(1—p Xd +2)

+3(1—-y)g;"]1, )

where each quark symbol stands for a function of x and
Q2 Under the assumption of isospin invariance
"=dP=d,d"=u’=u,s"=sP=s, c"=c?=c. The longi-
tudinal quark distribution g¢; is defined by F,=
F,—2xF,=xq; . Subtracting (1) from (2) we obtain

d2on—v 2xG}IME,
dxdy 5 Lwv—dy)
+3(1—y)q;"—q;")], (3)
where  d*0*"~*P/dx dy = d*c*"/dx dy — d*c*P/dx dy.

We assume that u;, =d, =% =d. The subscripts ¥ and S
denote the valence and ocean components of the quark
distribution, respectively. See Ref. 6 for further discus-
sion of this assumption.

As violations of the Callan-Gross relation affect the
nonsinglet cross section (3) only through the difference
term q;” —q;?, they are expected to nearly cancel except
at low x, where soft-gluon emission is significant.

FIG. 1. Charged-current neutrino-nucleon scattering.

To first order in QCD (g}" —g;?) is given by”
) f 1dz 16

@0 =% J 55

where it is assumed that ocean distributions cancel in the
integrand. Evaluating the integral with reasonable values
for (uy, —dy) and for ag, we find that (g;”—gq;7) makes
its maximum contribution in the first x bin, where
(‘IL —q[f’)<0 12(uy, —dy). In this bin (y>=0.606, SO

T(1—y)g;"—q;?) <0.024(u, —d}). As x increases the
relatlve size of the longitudinal contribution decreases

rapidly.
We are thus left with the simple result
d%g"-"  GHIME,
~ 2 —dy) . 5
dx dy = X ( uy Vv ) ( )

This is the starting point for our extraction of x(u, —d )
from the experimental data in Sec. IV.

III. EXPERIMENTAL PROCEDURE

The 15-foot bubble chamber at Fermilab was exposed
to the wide-band neutrino beam produced by a total of
4.76 X 10'® 350-GeV protons incident on a beryllium ox-
ide target. A 30-kG magnetic field was applied to the
bubble chamber. We analyze the interactions in a 16.7-
m® fiducial volume recorded on 320000 sets of (three)
photographic frames.

References 2 and 8-11 contain details of the experi-
ment and of the primary analysis so we recount them
only briefly.

A. Primary analysis

The photographs were examined for neutral-induced
interactions. The particle tracks were measured and
reconstructed using a computer fitting program which
gave the momentum associated with each track. The first
step was to identify the muon track using a kinematic
method,'? which incorporates the fact that the muon
track tends to have a large-momentum component trans-
verse (P4, ) to the total hadronic momentum. Events for
which P4 < 1.0 GeV are rejected. The energies of the
particles associated with the remaining tracks were calcu-
lated under the assumption that they had the pion mass,
except when there were indications to the contrary. This
source of error in the determination of E, was studied
with a Monte Carlo program and is incorporated into the
corrections described in Sec. IIIC. E, was determined
using the method of Heilmann'® in which momentum
conservation in the directions longitudinal and transverse
to the neutrino direction is applied, together with the as-
sumption that the ratio of total longitudinal to total
transverse momentum is the same for both charged and
neutral hadrons. At best, this assumption is true only in
a statistical sense, so it should be applied only to “reason-
ably” large event samples that have sufficient energy to
produce many hadrons. For this reason we impose the
acceptance cut E, > 10 GeV, and require that the total
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TABLE I. The corrected number distributions.

Neutron distribution

bin X range N¢ N7 F¢ N" 2
1 0.05-0.10 455 502 1.041 523 +27+3
2 0.10-0.20 1280 1412 1.085 1532 +47+%
3 0.20-0.30 1322 1460 1.102 1609 +49+%
4 0.30-0.40 1089 1202 1.143 1374 +46+3;
5 0.40-0.50 778 858 1.206 1035 +41+42
6 0.50-0.60 448 494 1.168 577 +30*%
7 0.60-0.70 214 236 1.131 267 +20+1)
8 0.70-0.80 91 101 0.902 91 +10+3

Proton distribution

bin Xx range N° N?, Fc N
1 0.05-0.10 426 379 1.089 405 +2773
2 0.10-0.20 962 830 1.074 874 +365 %
3 0.20-0.30 894 757 1.050 779 +327%
4 0.30-0.40 600 487 1.113 532 +2473
5 0.40-0.50 375 294 1.034 298 +1653
6 0.50-0.60 209 163 0.980 156 +11713
7 0.60-0.70 86 64 0.844 53 +6358
8 0.70-0.80 28 19 0.571 10 +273

N"—N? distribution

bin X range N"P
1 0.05-0.10 118 +38+43
2 0.10-0.20 659 +59+12)
3 0.20-0.30 830 +58+1%2
4 0.30-0.40 843 +52+198
5 0.40-0.50 737 +44+7
6 0.50-0.60 421 +32+42
7 0.60-0.70 214 +21*15
8 0.70-0.80 80 +11+$

“First error is statistical, second is systematic corresponding to f,, =0.094+0.035.

"N? F /1.02 (corrected for nonisoscalarity).

visible longitudinal momentum be >5 GeV. We also in-
troduce the acceptance condition E, <200 GeV to elimi-
nate spurious events.

Monte Carlo calculations indicate that 95.4% of the
selected events are v, charged-current events, the

m
remainder being mostly neutral-current v, events.

B. Selecting deep-inelastic events

Further conditions are now imposed to select deep-
inelastic scattering events. The total hadronic mass W
given by

Wi=(p+q)P=M>+Q? %—1

is required to satisfy W >2 GeV in order to eliminate
quasielastic reactions. Events with low-momentum
transfer are excluded by the condition Q?>2 GeV?.
Low-momentum muons that are difficult to resolve from
the hadrons are eliminated by requiring y <0.9.

From this event sample we obtain the number distribu-
tions for even- and odd-pronged events in x bins
0.05-0.1, 0.1-0.2,...,0.7-0.8. Events with x <0.05
events are excluded.

C. Correcting the distributions

To extract the true event distributions we must consid-
er the following.

(1) Processing efficiency. The bubble-chamber photo-
graphs were visually scanned twice and the particle
tracks were digitized. To correct for events that were not
measurable or missed in the scanning, each event was
given a prong-dependent weight which averaged 1.20.
With this correction, the set of events which survive the
acceptance cuts corresponds to 9794 vD events, of which
6002 are even-pronged (apparent vn events) and 3792 are
odd-pronged (apparent vp events). The binned x distribu-
tions are displayed in Table I.

(2) Rescattering. From charge conservation, a va (vp)
event must produce an even (odd) number of charged
tracks. For target neutrons bound in a deuteron, the pro-
ton that does not take part in the interaction (a ‘“‘specta-
tor” proton) follows the Hulthen momentum distribution
which extends to values above 200 MeV thus some of the
spectator protons have tracks long enough to be visible in
the bubble chamber, and change the topology of a vn
event (even prong) into that of an apparent vp event (odd
prong). In addition it may happen that the struck neu-
tron or one of its fragments strikes the spectator proton
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to produce an extra charged track, thus decreasing the
number of even-pronged events. In this study, we count-
ed as a spectator proton any identifiable proton with
momentum <340 MeV. This definition was motivated
by studies of the momentum distribution of protons in
our data sample, and agrees well with our previous
analysis of Ref. 8. To obtain the true number of neutron-
and proton-target events we introduce the rescattering
coefficient f, as the fraction of neutron-target events
that are odd-pronged. The number of (neutron-target)
even-pronged events N°is thus N°=N"—f N", whence

=N¢/(1—f,). The number of proton events N? is
found by subtracting N" from the total number of events.
Table I shows N"” and N” in each x bin. The value of f
is estimated® to be 0.094+0.035 by extrapolating studies
of the rescattering rates in proton-deuterium and pion
deuterium interactions.

Proton rescattering onto a spectator neutron is also
possible, but this does not affect the evenness or oddness
of the track count.

(3) Monte Carlo corrections. Some of the data cuts
that were introduced to select charged-current events
may distort the ““true” event distributions. Additional er-
rors arise from the Fermi motion of the nucleons in the
deuterium, from track measurement and reconstruction,
and from contamination of the v, charged-current-event
sample by both v, neutral-current events and v, events.
We correct the distributions for these effects with a
Monte Carlo program that computes bin-by-bin correc-
tion factors.

The Monte Carlo (MC) program incorporates the fol-
lowing ingredients: (i) the measured energy distribution
of beam neutrinos, and the antineutrino energy distribu-
tion in the beam from the Monte Carlo calculation of
Ref. 14; (ii) input quark distributions that are used to
generate both charged- and neutral-current vg and vg
events; (iii) quark fragmentation using the Lund MC; (iv)
Fermi motion of the target nucleon; (v) MARYB, a pro-
gram that simulates the measurement process, including
measurement errors and particle misidentification.

For a given number of MC events the ratio (F¢) of the
bin contents of the input and output distributions from
MARYB defines the MC correction factors. As column 5
of Table I shows, the corrections are typically about
10%. The Monte Carlo-corrected distributions are
given in column 6 of the same table. The input quark
momentum distributions'® to the MC turned out to agree
quite closely with our data so it was not necessary to
refine the calculation of the MC correct factors by fur-
ther iterations. The small differences that appear in the
MC correction for neutron and proton events reflect the
different shapes of the valence-quark distributions be-
tween the proton and neutron. In the kinematic region
under study, 0.05 <x <0.8, the MC correction contrib-
utes only a small fraction of the observed neutron-proton
difference. Moreover, the MC also successfully repro-
duces all the gross features of the hadrons observed in
our v, charged-current events.

(4) Nonisoscalarity. H, and HD contaminate the
liquid deuterium in the bubble chamber giving it a 2%
excess of protons over neutrons. This is corrected for by
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dividing the proton number distribution by 1.02. The
numbers N? in the sixth column of Table I incorporate
this correction.

In summary, the results of this event selection and
analysis procedure are the number distributions of events
(see Table I) {N/"}, {NF}, and {N/ ~P}, where i denotes
the ith x bin on the range 0.05 <x <0.8, subject to the
acceptance conditions (i) Q2 >2 GeV, (ii) W >2 GeV, (iii)
10<E, <200 GeV, and (iv) y <0.9. We note that the x-
bin averages of all kinematical variables (x,y,E , Q?, etc.)
are very nearly the same for even-prong (neutron-target)
and odd-prong (mostly proton-target) events. We have
neglected radiative corrections which have been shown to
be small.'®

IV. EXTRACTION OF x(u, —d,)

Using Eq. (5) the difference of the numbers between n-
and p-target interactions in the ith x bin is

GFM f dxde fdyE

sz(uV—dV) ,

E,)

N P=(pV)

(6)

where d¢(E,)/dE, (v’s/GeV cm?) is the measured neu-
trino flux, ¥ is the bubble-chamber fiducial volume, p is
the number density of nucleons, and x;* and x;” are the
bin boundaries. The y and E, integration limits are
determined by the conditions listed at the end of the last
section.

The unknown function of x and Q2, x(u, —d) ), is ex-
tracted by assuming (following QCD) only slow depen-
dence on Q2 and sufficiently small x dependence within
the x bins so that it can be removed from the integral in
(6). We obtain

N/ P=KJ;x(u,—dy )I_ IR @)
where
Xt d¢(E,) GiM
Ji=[" dx devfdyEv%E——, K=2pV ’:T ,

and X; and Q ? are the ith x bin averages of x and Q2 re-
spectively, as determined from the data. The X; are close,
but not necessarily equal to, the bin midpoints, x;

Using a functional fit to the neutrino flux, the integrals
J; are evaluated analytically, with care taken to respect
all the constraints on the region of integration. The
values of x(u, —dy ) at (X;,0 ?) obtained in this way are
displayed in Table II.

Integrals of the form

d¢(E,)

K[f]_f dxde [ayE, 7

—f(xy,E,),
with the same constraints as in (6) and (7), where f is an
arbitrary function of x,y,E,, can be used to predict the
bin average of f knowing only the shape of the neutrino
flux (normalization factors divide out). For example, tak-
ing f =x, we have
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TABLE II. Unadjusted values of x(u, —d} ).

X range Xoin 0L, (GeV?) x(uy—dy) a

0.05-0.10 0.077 5.9 0.168 +0.055+5:9%
0.10-0.20 0.151 8.5 0.297 +0.027+3:93
0.20-0.30 0.246 11.7 0.316 +0.022+5-938
0.30-0.40 0.347 14.5 0.302 +0.019+3:93
0.40-0.50 0.444 18.3 0.263 +0.016+9:328
0.50-0.60 0.545 20.8 0.155 +0.012+3918
0.60-0.70 0.642 27.7 0.084 +0.008+5-%7
0.70-0.80 0.746 31.1 0.035 +0.005* 3392

*First error is statistical, second is systematic corresponding to f,, =0.094+0.035.

_ K;[x]
X; = 7

1

Setting f =x, y, and E, we calculated the bin averages of
these quantities and compared them with those found
directly from the data on an event-by-event basis. Excel-
lent agreement is obtained'' suggesting that we have the
correct flux shape and that our method of event recon-
struction is reliable.

We studied the size of the term (4) in (3) using the
Gluck, Hoffmann, and Reya15 (GHR) parametrizations
for quark distributions, which turned out to be in good
agreement with our data. These same parametrizations
were also used in the Monte Carlo program to compute
the corrections discussed in Sec. IIIC. The resultant
(downward) correction to x (u#, —d ) is found to be about
2% in the first x bin and declines steadily with increasing
x. It is not incorporated into our quoted results.

Finally we adjust our results to the bin centers and to a
common Q2 value, Q2, by multiplying the x(u,
—dy) | z.p2 by the factors

x(uy—dV)ﬁtlxi‘ng
a. =
! x(uV—dy)mlf”é‘g ’

where x(u, —dy )5 is a theoretical or phenomenological
parametrization. We used the GHR parametrization.
For comparison with other published data we quote our
results at Q2=11.0 and 15.0 GeV? (Table III). The ad-
justments average 3% or less for the first five bins and are
always less than the statistical uncertainty. Overall, the
Q? average of our data is about 12.0 GeV>2.

TABLE IIl. x(u, —d}) at bin centers and common Q2. Er-
rors approximately the same as in Table II.

Q=11 GeV? Q=15 GeV?
X x(uy—dy) x(uy,—dy)
0.075 0.170 0.171
0.150 0.296 0.296
0.250 0.317 0.313
0.350 0.308 0.300
0.450 0.276 0.265
0.550 0.170 0.160
0.650 0.098 0.091
0.750 0.045 0.041

We report both our adjusted and unadjusted results, as
well as the number distributions before rescattering
corrections.

V. RESULTS AND CONCLUSIONS

Tables II and IIT and Fig. 2 display the results of our
analysis. The figure plots x(u, —d} ) for both our stan-
dard value of the scattering fraction (f ), and its upper
and lower limits. Since the uncertainty in f dominates
the statistical uncertainty in most of the x range, much
could be gained by reducing the uncertainty in f,. There
is also a systematic error in the neutrino flux determina-
tion, but since the total vD cross section that we deter-
mine from this flux is very close to the world average, we
do not include it with the much larget systematic error in
fr

We compare our results with data from the CERN-
Dortmund-Heidelberg-Saclay’ (CDHS), WA25!” (BEBC),
European Muon Collaboration!® (EMC), and SLAC' ex-
periments and with the parametrizations due to Glick,
Hoffmann, and Reya'’ (GHR), Duke and Owens?® (DO),
and Abbott, Atwood, and Barnett?! (AAB) in Figs. 3 and
4. Since AAB is an excellent description of most SLAC
data we use it instead of the actual SLAC data in our
comparisons.

When comparing our data with other results, it should
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FIG. 2. x(uy—dy) vszat Q*=11 GeV?, for the central value
of the rescattering coefficient, f,,=0.094 (+ ), and for its ex-
treme values, f(=0.129, (A) and f,,=0.059 (V). The error
bars represent the statistical errors.
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FIG. 3. (a) x(uy—dy) vs x at Q2=15 GeV2. 4+, this experi-
ment; O CDHS (Ref. 5). (b) x(uy —d}) vs x at variable Q2. 4,
this experiment (see Table II); O, WA25 (Ref. 17). (c)
x(uy—dy) vs x. +, this experiment at Q2=15.0 GeV?; O,
EMC (Ref. 18) at variable Q2.

be kept in mind that none of the above experiments deter-
mines x(uy —d} ) in the same manner as we do. They all
derive the nonsinglet structure function by subtracting
two singlet structure functions, obtained in different ex-
perimental runs. The CDHS Collaboration compares vp
with Vp interactions, while EMC studies the u*p and
utD reactions, and SLAC the eD and ep reactions.
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FIG. 4. x(uy—dy) vs x at Q=11 GeV2 The solid lines
represent parametrizations of GHR (Ref. 15), AAB (Ref. 21),
and DO (Ref. 20) set 2. AAB represents the best fit to SLAC
data.

WA25 analyze the vD and vD interactions in a bubble
chamber and determine the structure functions F, and F;
separately for vn and vp events, whence they deduce
x(uy—dy). As Fig. 3(b) shows, our results agree well
with WAZ2S5 but, it should be noted that the two experi-
mental analyses used somewhat different input parame-
ters. WA25 takes f,, to be 0.12, whereas we use 0.094,
but the WA25 average vN cross section is 8% lower than
ours so the differences happen to approximately cancel in
the final result. The WA25 value for f, applied to our
data would yield an estimate for the integral in (8) that is
larger than the quark-parton model prediction. In the
low-x region our results are higher than SLAC (AAB)
and EMC.

Our results are reasonably well described by the GHR
parametrization. Another due to Eichten, Hinchliffe,
Lane, and Quigg?? (EHLQ) also agrees fairly well. DO fit
EMC and SLAC data, while maintaining the sum rule (8).
This causes an ‘“oscillation” (Fig. 4), because of the
different rates at which x(u, +d} ) and xd vanish.

DO, EHLQ, and GHR all assume Altarelli-Parisi! Q2
evolution and consistency with the Adler sum rule?

1
szo dx(uy—d,)=1 (8)

in accord with the quark-parton model. AAB, on the
other hand, drop these assumptions in their fit to SLAC
data and incorporate “higher-twist” (1/Q?) terms to ac-
count for all of the Q2 evolution, with no fixed normaliza-

TABLE IV. Values of fdx(u v—dy). All integrals at Q?=11.0 GeV? except where noted.

Fit/data set 0-0.05°

Integration range
0.05-1.0 0-1

This Expt.® 0.34+3-% 0.64+0.03+3:12 0.98+0.03+318
WA25 1.01£0.08+0.18
EMC (Q%=15 GeV?) 0.72+0.06+0.39
GHR 0.337 0.663 1

AAB 0.074 0.535 0.610

DO 0.621 0.379 1

?Calculated from a fit to data.
bSystematic errors refer to f =0.09410.035.
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FIG. 5. uy—dy vs x at Q=11 GeV>. Solid line is GHR pa-
rametrization.

tion. The EMC (Ref. 24) also finds evidence for higher-
twist terms in proton structure functions extracted from
muon-proton scattering data that are resolvable up to
Q?=20 GeV2. Such terms are thought to arise from non-
perturbative QCD effects. How fast nonperturbative
effects vanish as Q? increases is an important question
that has yet to be answered definitively. Recent high-
energy polarized scattering data indicate that nonpertur-
bative effects may play a role at higher Q2 than previous-
ly thought.?

To test the Adler sum rule we tried to estimate the
value I. From our data in the range 0.05 <x < 1.0 we es-
timated the integral of u, —d, with respect to x to be
0.64+0.037512 (integral negligible for 0.8 <x <1.0). A
one-parameter least-squares fit to the form [I(u,
—dy) | gur yielded I=0.98+0.03%318. The first uncer-
tainty is statistical, while the second reflects the rescatter-
ing uncertainty. This fit to the GHR form, shown in Fig.
5, has a confidence level of 5%. Table IV compares
determinations of I from different experiments and pa-
rametrizations.

It has been pointed out by Halzen and Scott?® that the
ratio of the Z° and W= production cross sections in PP
collisions can be used to set a limit on the number of neu-
trino generations if the ratio #(x)/d(x) is known in the x
and Q? region pertinent to the experiment in which W*
and Z° cross sections are measured. The UA1 (Ref. 27)
and UA2 (Ref. 28) collaborations have carried out such
analyses using the structure functions given by GHR
(Ref. 15) and DO (Ref. 20) and the QCD production cross
sections for W* and Z° given by Altarelli ez al.?® As has
been recently emphasized by Martin, Roberts, and Stir-
ling, the DO and GHR structure functions differ
sufficiently to change the limit on the number of neutrino
generations by about two. It is therefore of interest to
compare their predictions for the N"/NP? ratio with our
data.

From Egs. (1) and (2) it follows that

N" uy+3ia+s uy )
N? dy+im+4sxz02dy ’

Figure 6 displays the comparison at Q2=11 GeV? be-
tween GHR and DO (set 2 barely distinguishable from
set 1). Our data clearly favor GHR over DO at x ~0.15,
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FIG. 6. Ratio of charged current vn to vp events as a func-
tion of x. Vertical bars indicate statistical errors and triangles
depict upper and lower systematic error limits due to rescatter-
ing. Curves give the predictions of GHR (Ref. 15) and DO (ref.
20).

which is the region most relevant to W and Z° produc-
tion at the CERN collider, thus implying a higher limit
on the number of neutrino families. >

Since our largest experimental uncertainty is in the re-
scattering fraction we attempted to form another esti-
mate of its size. Recent data due to Aderholtz et al.*! on
the ratio 0*"/0’=° implies that ¢*"/c*?=2.05+0.08 in
excellent agreement with our earlier determination of
2.03£0.08+0.27 (Ref. 8). Turning the argument around
and combining the ratio of Aderholtz et al. for *" /o "
with our value of N¢/N? (total number of even- and odd-
prong events, respectively) gives f  =0.098+0.019 as
compared with f . =0.09410.035 which we use in this
paper. One must be cautious, however, because neon and
deuterium data are combined in this line of reasoning. It
nevertheless does suggest that the systematic errors de-
picted in Figs. 3 and 6 are overestimated.

To summarize, we have extracted the nonsinglet nu-
cleon quark momentum distribution from vD bubble-
chamber data with an average Q? of 12 GeV?. Our re-
sults are free of the relative systematic errors that are im-
plicit in subtracting cross sections from different experi-
mental runs, but they contain a systematic uncertainty
due to rescattering. Our results are in good agreement
with the Adler sum rule. Our data also provide informa-
tion on the ratio u(x)/d(x), which is relevant to the
determination of a limit on the number of neutrino gen-
erations from the Z° to W™ production ratio in pp col-
lisions.
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