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Exclusive production of proton-antiproton pairs in two-photon collisions
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We report cross sections for the process yy —pp at center-of-mass energies W from 2.0 to 2.8
GeV. These results have been extracted from measurements of e e ~—e "e “pp at an overall
center-of-mass energy of 29 GeV, using the TPC/Two-Gamma facility at the SLAC storage ring
PEP. Cross sections for the untagged mode [both photons nearly real] are shown to lie well above
QCD predictions. Results are also presented for the single-tagged mode [one photon in the range

0.16 < Q%< 1.6 (GeV/c)Y].

Quantum chromodynamics has been used to predict
cross sections for the exclusive production of high-
transverse-momentum hadron pairs in two-photon col-
lisions. The main ingredients of existing models are non-
perturbative hadron wave functions and perturbatively
computed amplitudes for the hard scattering of the con-
stituent quarks. Predictions for meson pairs' have been
approximately borne out by measurements’™* of
vy —mtm~ and yy—K tK ~ at center-of-mass energies
W >1.5 GeV. For the case of baryon pairs, calcula-
tions®>~7 are more difficult and less certain. The calcula-
tions of Refs. 5 and 6 differ by more than an order of
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magnitude in their predicted cross sections when using
identical wave functions. A recent calculation® for off-
shell photons agrees with Ref. 6 in the limit of real pho-
tons. Previous measurements™!® of yy—pp, in the
range 2.0< W <3.1 GeV, yielded cross sections well
above the predictions of Refs. 6 and 7.

We report here a new measurement of yy —pp for
quasireal (untagged) photons with 2.0<W <2.8 GeV
and |cosf* | <0.8, where 0* is the scattering angle of
the proton or antiproton with respect to the direction of
the incoming photons in the Yy center of mass. The ob-
served reaction is ete ™ —e e “pp, where both final-
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state leptons go undetected. We also report the first
measurement of this process with one of the photons
highly virtual, having a spacelike invariant mass squared
—Q?, where 0.16 <Q?< 1.6 (GeV/c)*. These photons
are tagged by detecting one of the final-state leptons.
The measurement was carried out using the TPC/Two-
Gamma facility'"!* at the SLAC e *e~ storage ring
PEP, with incident e ¥ and e ~ energies of 14.5 GeV.

The tagged data were collected in two running
periods, characterized by differences in the TPC magnet-
ic field and single-tag trigger. The older sample of
tagged data corresponds to an integrated luminosity of
54 pb~' and the newer sample to 38 pb~—'. The un-
tagged data are from the earlier period, with an integrat-
ed luminosity of 75 pb~!. The Time Projection
Chamber (TPC) tracked charged particles in a solenoidal
magnetic field. For the old (new) sample, the field
strength was 4 (13) kG, with momentum resolution at
large angles given given by &p/p=~6% (1.5%). The
TPC also sampled ionization loss (dE /dx) along particle
trajectories, with a typical resolution of 3.5%. Tracks
from charged particles were recorded in a four-layer
inner drift-chamber (IDC) within the TPC pressure
vessel and in a three-layer outer drift chamber (ODC) lo-
cated outside the coil of the solenoid. The IDC and
ODC provide azimuthal (¢) information only. Two
proportional-mode pole-tip calorimeters (PTC) and a
hexagonal Geiger-mode calorimeter (HEX) covered po-
lar angles above 260 mrad. Tagging electrons and posi-
trons were detected in two arrays of Nal crystals in the
polar-angle range 25-90 mrad and in lead/scintillator
shower counters from 100 to 180 mrad. Charge infor-
mation was provided by fifteen drift-chamber planes in
front of these detectors. The Nal and shower-counter
energy resolutions at 14.5 GeV were, respectively, 1.5%
and 5% rms.

The trigger for the untagged data required at least two
charged tracks in the TPC in different 60° azimuthal
sectors, each with polar angle 6 >30° and projecting to
the interaction point within 20 cm along the beam axis.
Tracks with 6>45° were required to be in coincidence
with hits in the ODC within a ¢-dependent window
which was always at least £30°. The ODC requirement
limited the trigger efficiency for events with low-
momentum tracks because of the presence of the magnet
coil and associated material (a total of 1.3 radiation
lengths) in front of the ODC. Antiprotons which
stopped in the coil annihilated and had a good chance to
cause ODC hits, thus contributing to the trigger. This is
in contrast with low-momentum protons, which simply
stopped. Accordingly, in the most frequent event topol-
ogy the proton had 6 <45°.

The single-tag trigger for the older sample required a
substantial energy deposition in the Nal or shower
counter coincident with hits in the IDC, and for low an-
gle tags at least one ODC hit. For the newer sample,
the trigger required one clear TPC track with 6> 30° in
coincidence with an energy deposition in either tagging
calorimeter, regardless of tag angle. This improved the
trigger efficiency at low values of Q2.

In the analysis, we selected events with two oppositely
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charged tracks coming from the vertex. Both tracks
were required to have 6>30° (20°) for the untagged
(tagged) data and momentum uncertainty less than 50%.
Additional nonvertex tracks were allowed. Tags were
required to have E > 6 GeV and reconstructed tracks in
the forward drift chambers. For particle identification,
we used an algorithm which compares the measured
dE /dx (defined as the average of the lowest 65% of the
samples) and momentum to empirically determined
curves for the various particle types (e,u,7,K,p) and
determines a X? for each. We required that the proton
X? be less than 4 for each track, and smaller than any
other X2. We also used the sum of the X*’s to reject lep-
ton and meson pairs by requiring I X,*+12<3 X;?
where i =e,u,m and 3 X,°+6 <3 X, The final results
are not sensitive to the details of these cuts. No back-
ground from beam-gas events remained after these cuts.

We find 75 untagged and 26 tagged events which pass
the above cuts and also an initial cut of |3 p;| <0.8
GeV /c (including the tag, when present). To ensure the
exclusivity of these events, we visually scanned them.
Events were removed if they had either charged tracks
coming from the vertex but not found by the reconstruc-
tion algorithms (typically at small angles), or energy
depositions in the HEX or pole-tip calorimeters not as-
sociated with the tracks. Antiproton annihilation in the
coil frequently results in the presence of significant ener-
gy depositions far from the track. We avoided rejecting
such ambiguous events since any remaining nonexclusive
background is later subtracted, as described below.
After the scan, 50 untagged and 12 tagged events
remained. In Figs. 1(a) and 1(b) we plot dE /dx versus
momentum for these event samples. Expected curves for
the various particle species are drawn as solid lines. The
X? cuts are reflected in this plot; note that the overlap
regions do not show any excess, indicating clean sam-
ples.

In Figs. 2(a) and 2(b) we show the |3 pr |? distribu-
tions of the untagged and tagged samples. Also shown
as curves are the distributions from a Monte Carlo simu-
lation of ete ™ —e e "pp. Events rejected in the scan
as nonexclusive show a flat distribution in | 3 py |2 up
to 0.3 (GeV/c)? consistent with the expectation for
events with missing particles. A sample of untagged
vy —ppmtm~ data was also consistent with a flat distri-

Untagged Tagged

T T

(keV/cm)

dE /dx

MOMENTUM  (GeV/c)

FIG. 1. Truncated mean energy loss vs momentum for parti-
cles in the untagged (a) and tagged (b) samples after scanning.
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FIG. 2. |3 ps|? distributions for events passing the scan

(histograms) and for Monte Carlo events (solid curves): (a) un-
tagged (5 events off scale), (b) tagged. The shaded region in (a)
is the distribution for events in the range 2.0 < W <2.2 GeV.

bution when just the pp system was considered. We
therefore fit the data in Fig. 2(a) [i.e., below 0.1
(GeV /c)?] to the sum of the Monte Carlo distribution
and a flat background. With a cut at 0.04 (GeV /c)?, we
find 41 untagged events, with a W-independent back-
ground of about 8% (Ref. 13). We used a cut of
| 3 pr|*<0.05 (GeV/c)? (including the tag) for the
tagged sample, yielding 11 events, with an estimated
background of 10% (based on the fit to the untagged
data).

To determine the detector acceptance, Monte Carlo
events were generated according to the luminosity func-
tion for transversely polarized photons.'* The generated
cross section do /d | cos6* | was taken to be indepen-
dent of W, QZ, and cosf*. Generated events were run
through a detector simulation (which included resolution
effects, energy loss, multiple scattering, and nuclear in-
teractions in the detector materials) and then through
the same cuts as the data. The events were also subject-
ed to detailed simulations of the untagged and single-tag
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FIG. 3. Untagged cross section for | cos6* | <0.6, with sta-
tistical errors only. (a) compares this measurement with those
of Refs. 9 and 10, (b) compares to a curve based on Ref. 7, as
described in the text.
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FIG. 4. Q? dependence of the cross section for

20<W <2.4 GeV and |cos6* | <0.6 The curve is a p-pole
form factor, normalized to the untagged point. Errors are sta-
tistical only.

triggers, including the probabilities (as functions of p;)
for ODC hits associated with the tracks. The probabili-
ty for a proton to have an ODC hit was empirically
determined using a sample of inclusive single-tagged
events (triggered independently of the ODC) with a £7°
matching window in ¢. For antiprotons, a Monte Carlo
calculation which included annihilation was used to
determine the ODC hit probability within +30° in ¢, the
larger window approximating the trigger requirement.
The calculation agrees well with the inclusive antiproton
data when a =7° ¢ cut is applied. >

The same detector simulation was also used for events
of the type e e " —e Te "I 11~ (I =e,u,7), generated ac-
cording to lowest-order QED (Ref. 16). The total back-
ground from these processes is less than 1 event, except
for the untagged e Te “e e ~ final state at W above 3.0
GeV (with the particles assigned proton masses). In the
range 3.0< W <3.5 GeV, the Monte Carlo simulation
predicts 2t 1 such events in the final sample. There is a
single (untagged) event in our final sample in this region;
we therefore present the pp cross section in the limited
range 2.0< W < 2.8 GeV.

The cross sections were extracted by comparing the
number of background-subtracted data events with the
number expected from Monte Carlo simulation (for a
given yy cross section) in two-dimensional bins of W
and |cos6* |. For the tagged data, this procedure was
carried out in two bins of Q2. Figure 3(a) shows the un-
tagged cross section as a function of W, integrated over
| cos6* | <0.6. (For W between 2.0 and 2.1 GeV, we

doyy —pp/dlcosé™l (nb)

FIG. 5. Angular distributions of the untagged sample for (a)
2.1<W <2.4 GeV, and (b) 2.4 < W < 2.8 GeV. The curves are
QCD predictions. Errors are statistical only.
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have acceptance only for |cos6* | <0.3 and extrapolate
to 0.6 assuming an isotropic distribution.) The estimated
systematic uncertainty is 20%, with the largest contribu-
tions coming from the detector and trigger simulations
(in particular the simulation of ODC hits); smaller con-
tributions come from the scan, background subtraction,
and luminosity estimate. We also show the cross sec-
tions from the TASSO (Ref. 9) and JADE (Ref. 10) mea-
surements. There is some disagreement in the two
lowest W bins; over the rest of the spectrum, all the
measurements are in good agreement. Figure 3(b) shows
our cross section compared to a QCD prediction’ which
we discuss below. In Fig. 4 we present the Q2 depen-
dence of the cross section for 2.0< W <2.4 GeV and
| cosf* | <0.6. Eight of the tagged events are in this re-
gion. None of these events had tags with 1.6 <Q%?<7
(GeV /c)?, leading to a 90%-confidence-level upper limit
of 4.1 nb in this Q2 range. The untagged point in Fig. 4
has been adjusted to the same mean W (2.20 GeV) as the
tagged points. We estimate the systematic uncertainty
for the tagged data to be 20%. The cross section does
not fall as steeply as a p-pole form factor, but the statis-
tics are too limited to make a definitive statement.

The curve in Fig. 3(b) is based on QCD (Ref. 7), where
the proton wave function used in the calculation is de-
rived from QCD sum rules.!” The coupling-constant pa-
rameters'® are estimated from calculations of
B(y—pp)/B(ip—e Te ), and proton and neutron form
factors. Dimensional counting implies do /dt < w12,
where ¢ is the square of the four-momentum transferred
from photon to hadron; after integration over cos6* this
yields o(W)« WP1—4m,>/WH'%,  with b=—10.
Even at W above 2.3 GeV (where most |¢ | values are
above 1 GeV/c?), the prediction lies well below the
data. However, the shapes are similar: the best fit of
the data to the above o(W) with the normalization and
power-law dependence as free parameters yields a value
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of b=—13.242.3. While this is consistent with the
value of —10 predicted, the larger magnitude and
steeper fall of the data may indicate that additional pro-
cesses (such as resonance production) contribute at low
w.

In Figs. 5(a) and 5(b) we compare the untagged angu-
lar distribution do /d | cos6* | in two bins of W to the
shapes expected from the same QCD calculation. The
curves have been normalized to the number of data
events in each bin. In the higher W bin we have accep-
tance to 0.8 in |cos6* | . In both bins, the data are con-
sistent with flat distributions, but the predicted shapes
are not ruled out. The higher W bin appears more con-
sistent with the prediction.

Even with our limited statistics, it is clear that there is
considerable disagreement between theory and experi-
ment. However, the steep drop with W and the angular
distribution in the higher W bin are at least compatible
with the prediction as described above. Among the pos-
sible explanations for the discrepancies between theory
and measurement are (1) the incomplete understanding
of the proton wavefunction, (2) inapplicability of the
theory at relatively low-t values, and (3) resonance pro-
duction. Resolution of these questions requires im-
proved statistics and an increase in the measured W
range.
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