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We measured inclusive y-ray spectra from pp annihilation at rest to search for narrow y lines
associated with the production of baryonia. The measurement was done with statistics several
times as high as those of earlier experiments by using modularized NaI(T1) detectors. We have not
observed any narrow states, i.e., baryonium candidates, with statistical significance higher than 4~.
The 40 upper limits for the yield of pp~yB times the decay branching ratio of B into N, h-prong
states is (1.2 —0.2))&10 ' at y-ray energy of 80—938 MeV for the sum over N, h, (0.3 —0. 1) &(10
for each of N, &

——0 and )6, and (0.8 —0. 1)&10 ' for each of N, h
——2 and 4. At 2 to 3o. levels,

however, we have seen nine narrow y-ray peaks with individual yields between 10 and 10 for
various charge multiplicities.

I. INTRODUCTION

It is believed that all hadrons are made of quarks (q),
antiquarks (q), and gluons (g). All the well-established
mesons and baryons can be simply assigned to colorless
states of (qq) and (qqq), respectively. As there is no
clear reason why exotic states such as (q qqq), (qqqqq),
(gg), etc. , should not exist, the search for them has long
been one of the most interesting subjects in hadron phys-
ics. The existence or nonexistence of these objects could
shed light on the limits of quantum chromodynamics
(QCD).

Historically, the existence of exotic states consisting of
diquark (qq) and an antidiquark (q q ), now called
baryonia, was first predicted in the dual-model descrip-
tion of hadron interactions. ' Their existence has also
been expected in many quark models. The quark
configuration in baryonia indicates that they must be
closely coupled to baryon-antibaryon states. Baryonia
above twice the nucleon rest mass have been extensively
searched in formation experiments, such as
pp~baryonia (B)~Pp, nn, mesons, etc. , and in produc-
tion experiments, such as ~p ~B + hadrons with B de-
caying into pp. The most well-known candidate, a nar-
row resonance S(1932), has been examined in many ex-
periments. As a result, the signal has become weak and
the S has not yet been confirmed. Also, none of the oth-
er wider resonances have as yet been established.

For the baryonia below twice the nucleon rest mass,
the situation is a little different. Even if (q qqq) baryonia
should not exist, atomic nucleon-antinucleon bound
states may exist owing to a strong attractive force aris-

ing from co meson exchange. One of the best places to
look for baryonia below the two-nucleon threshold, in-
cluding atomic XX bound states, is pp annihilation at
rest. A baryonium B may be produced in the reaction of
pp~y'B (or trB) with an accompanying monochromatic
y ray (or tt meson). As the B has insufficient energy to
decay into XX in this reaction, the B should have a very
narrow width. In an experiment at the CERN Proton
Synchrotron, six monochromatic lines were observed in
the inclusive y-ray spectrum with an individual yield of
(1 —3)X 10 per annihilation at 2 to 3cr levels. Four of
them at Ms (=mass of B in MeV/c ) =1771, 1694,
1638, and 1210 were observed at the same energies as in
the previous measurements which had been carried out
by the same group, though the yields observed in the ex-
periment of Ref. 5 were smaller than those in the previ-
ous measurements. The m~ =1771 peak was also ob-
served in another experiment at Brookhaven National
Laboratory (BNL) with a yield of 6)&10 at a statistical
significance level of 3o.. A calculation based on a quark
potential model for (q qqq) baryonium production ac-
companied by the emission of an energetic photon, how-
ever, predicts yields —10, which are smaller than the
above observed values by an order of magnitude. Ac-
cording to Ref. 7, the observed bumps should be then
more naturally explainable as NN bound states rather
than as diquonium signals. The evidence for the mono-
chromatic y lines is, however, controversial ' and
confirmation of the result of Ref. 5 is needed.

As for strong-interaction transitions from (pp) atoms
to baryonia, two experiments were carried out at CERN
Low Energy Antiproton Ring (LEAR) in search for
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monochromatic charged pions. A Greece-USA group
did not observe any baryonium candidates, giving an
upper limit of 0.2)&10 (90% C.L.) for the yields of
narrow states in a limited mass range of m~ =1510—
1660. The ASTERIX Collaboration studied pp annihi-
lation from the initial atomic angular-momentum L=1
state by using a hydrogen gas target. Selection of the
L=1 state was different from all the other experiments
discussed thus far, in which the initial state was largely
the I =0 state. ' Ahmad et ah. did not observe any
narrow lines, giving a So. upper limit of 2&(10 in a
mass range of Mz ——1100—1670.

The measurement of y (and also vr ) transitions has an
advantage that it is sensitive to both isoscalar and iso-
vector baryonia, while the measurement of charged-pion
transitions is sensitive only to isovector baryonia. The
measurement of y transitions has, in comparison with
that of m transitions, another advantage in that it is sen-
sitive to baryonia with masses close to the two-nucleon
mass threshold. Inclusive y-ray spectra, however, suffer
from a huge background from m decay. In order to
detect tiny monochromatic y-ray peaks whose individual
yields are of order 10 per annihilation, high statistics
and good energy resolution for y-ray measurement are
of vital importance. In addition, removal of fake peaks
is also essential. In order to remove fake or spurious
events, which come from erroneous registration of
minimum-ionizing particles as y rays, annihilation of an-
tiprotons outside the liquid-hydrogen cell, coincidence of
cosmic rays and antiproton annihilation, etc. , it is im-
portant to track all charged particles and to reconstruct
the vertex point for each event. Putting the main em-
phasis on the above points, we have measured" inclusive
y-ray spectra in pp annihilation at rest in experiment
E68 at the KEK 12-GeV Proton Synchrotron.
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FIG. 1. Experimental setup. S1—56 are plastic scintillators,
8'1 —W9 fiat MWPC's, and C1—C4 cylindrical MWPC's. The
barrel hodoscope S6 consists of 36 scintillator slabs, each slab
subtending 10 degrees azimuthally.

B. Setup

MWPCs (%his, W9)

Incoming antiprotons at 580 MeV/c were selected by
the time of flight (TOF) between two scintillation
counters Sl (2 mm thick) and S2 (10 mm thick) separat-
ed by 6.34 m, and tracked with four small MWPC's,
W1 —W4, each consisting of two wire planes x and y.
Here x and y denote position measurement along the
horizontal and vertical axes, respectively. The antipro-
tons were then slowed down in a 66-mrn-thick graphite
degrader (13.2 g/cm ). Immediately downstream of the
degrader, dE/dx of the slow antiprotons was measured
with a 10-mm-thick plastic scintillator S4 for fast elec-
tronics and with a 3-mm-thick Si SSD of 90 mm in di-
ameter for off-line analysis (see Fig. 2). The S4 was ap-

II. EXPERIMENTAL SETUP

A. General

With the requirements described above as a guideline,
we have constructed a detector consisting of the follow-
ing major components (see Figs. 1 and 2).

(1) A segmented NaI(T1) calorimeter' ' for y rays.
An array of 6 (along the beam) X 16 (azimuthally)
NaI(T1) modules were assembled in a half-barrel
configuration with the barrel axis along the beam and
shielded with a wall of scintillating glass. ' '

(2) Cylindrical multiwire proportional chambers'
(MWPC's) as the main tracking device. Both ends of the
cylinder were closed with flat MWPC's.

(3) Counter hodoscopes made of plastic scintillators.
They were used to trigger events, to help track charged
particles, and to help identification of y rays in the NaI.

(4) Small round-shaped MWPC's and a Si solid-state
detector (SSD) mounted inside the cylindrical MWPC's.
They were used to determine the trajectories and mo-
menta, respectively, of slow projectile antiprotons.

The above detector elements surrounded a 3.3-liter
liquid-hydrogen cell, ' in which almost all incident an-
tiprotons stopped.

EIea

FIG. 2. A conceptual sketch of the heart of the detector.
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proximately round shaped and viewed by six photomulti-
pliers (Hamamatsu R1232) through light guides on the
circumference in order to obtain good uniformity with
respect to position (see Figs. 3 and 4). The trajectories
of slow antiprotons were measured with the round-
shaped MWPC's 8% and W7 (the sensitive area being
150 mm in diameter, see Fig. 3), which consisted of six
planes in total x, y, v, x, y, u. Here the direction of u

(v) was inclined by 45' ( —45') with respect to y. The
antiprotons finally stopped in the liquid-hydrogen cell.

The liquid-hydrogen cell' was 140 mm in diameter
and 230 mm in length corresponding to the range of
330-MeV/c antiprotons. It was constructed of a 0.2-
mm-thick welded stainless-steel sheet. The cell sat on
the beam line in a vacuum envelope of aluminium, which
was 2 mm thick at the beam entrance and 3 mm thick at
the cylindrical walls.

Secondary charged particles were measured by scintil-
lator hodoscopes and MWPC's. The barrel scintillator
hodoscope consisted of 36 plastic scintillator (NE110)
slabs of 10 mm thickness, each slab subtending 10' az-
imuthally around the beam axis (see Fig. 5). The barrel
was closed with two planar round-shaped hodoscopes S3
and S5, each consisting of five scintillator slabs of 10
mm thickness and 100 mm width (see Fig. 5). The hodo-
scopes served to count the charged-particle multiplicity
for fast trigger logic.

Inside the barrel hodoscope were mounted four layers
of coaxial cylindrical MWPC's, Cl —C4 (Ref. 16), with a
sensitive area of 684 mm along the axis and with an
anode wire spacing of 4 mm. In addition to the conven-
tional anode readout, the cathode readout was also in-
corporated in the innermost ( C1) and the outermost
(C4) MWPC's to obtain longitudinal track positions.
To improve the position resolution, the cathode strips
were wound helically in the inverse direction for the
inner and the outer cathode planes. The cathode pulse
height was read out for every 12-mm spacing, i.e., a sum
of two cathode strips, by LeCroy 2285 analog-to-digita1
converters (ADC's) to obtain longitudinal track posi-
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FIG. 4. A conceptual sketch of the dE/dx contour S4 (see
the text).
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tions. Three sets of flat MWPC's in total were mounted
on both ends of cylindrical MWPC's; each set read out
x, y, and u (or v). The anode wire spacing was again 4
mm. The total geometrical acceptance of the cylindrical
plus the flat MWPC's for tracking secondary charged
particles was about 93% of 4' sr. All the MWPC's, ex-
cept the beam MWPC's 8'1 —8'4, were operated in a gas
mixture of argon (62%), isobutane (30%), and methylal
(8%) at a liow rate of 100 cm /min. For Wl —A@4, a
small amount of freon (0.6%) was added to make the
MWPC's stable against high-intensity beams.

y rays were measured with a NaI(T1) calorimeter'2
shielded with a scintillating glass wall. The 96 NaI and
48 scintillating glass modules were assembled into a
half-barrel with an inner radius of 25 cm. The NaI
covered a solid angle of 22% of 4' sr. Each NaI
module had a shape of a truncated trapezoidal pyramid
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FIG. 3. A sketch of the setup immediately upstream of the
hydrogen target, including the dE/dh counter S4, the Si SSD
and the round-shaped MWPC's 8'6 —8 7.

FIG. 5. A conceptual sketch of the scintillator hodoscopes
(see the text).
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of (43.74 X 94) X (109.71 X 94) X 377 mm (15XO long).
Each scintillating glass module had the same shape as
the NaI, except for its depth of 400 mm (9.3XO). Each
y module was read out with a 3-in. photomultiplier
(Hamamatsu, R594), whose output was clipped with a
100-m-long cable (50 0) terminated by a 20-II resistor.
The scintillating glass' ' was used to measure the
shower leakage from the NaI. If the leakage exceeded a
certain fraction (typically 10%) of the y energy, the y
ray was rejected in of-line analysis. Otherwise, the ener-
gy deposits in the scintillating glass were added to those
in the NaI.

Throughout the experiment, the temperature of the
detector room (or the surface of the calorimeter) was
kept constant (20'C) within +2 C (or +1'C).

C. Antiproton beam
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The K4 beam' has been newly constructed with its
upstream half shared with the existing K3 beam. Owing
to its characteristic features of a large length (28.5 m)
and double-stage mass separation, the ep, ~/p ratio was
roughly 8 at 580 MeV/c, i.e., an order of magnitude
smaller than in ordinary p beam lines equipped with
single-stage mass separation.

The stopping rate of antiprotons in the liquid-
hydrogen cell was maximum at the beam-line momen-
turn of 580 MeV/c+3%, where 510 antiprotons were ob-
tained per 10' protons on the production target. The
antiprotons were slowed down in a graphite degrader,
and more than 45% of the 580-Me V/c antiprotons
stopped or annihilated in Right in the liquid-hydrogen
target. The average stopping rate during the experiment
was 270 per 1.2& 10' protons per pulse. The beam spill
was 300 ms at the repetition of 0.4 Hz.
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FIG. 6. Energy resolution of the NaI(Tl) calorimeter.
Crosses show the resolution obtained in a 5 )& 5 array of
modules for a pencil beam of electrons injected along the cen-
tral axis of the array. The chained line is a fit by rc[E
(CreV)] ' with a constant re=0.036. Open and solid points
show the resolution of the whole calorimeter for 129-MeV y
rays illuminating the front face uniformly (see the text). The
statistical as well as systematic errors of these points are small
(within the points). The broken and the solid lines show Eqs.
(1) and (2), respectively. The solid line was adopted as the
overall instrumental resolution.

D. Gamma detector

The energy resolution of a 5&&5 modular array of
NaI(T1) was measured for an electron beam injected
along the central axis of the array. The full width at
half maximum (FWHM) resolution was 3.6%/(E, in
GeV)'~, where E, is the electron energy (see Fig. 6).
The resolution of the whole calorimeter in the final setup
was measured for 129-MeV y rays (Panofsky y) pro-
duced by a ~ beam stopping in the liquid-hydrogen
cell. In this measurement, the incident y rays uniformly
illuminated the front face of the calorimeter in the same
way as in the experiment. The obtained resolution of
8.9% (see Fig. 7) is plotted in Fig. 6 with an open circle.
This gives

bE/E =5.3%/(E in GeV)'

6000

4000—

2000—

~ ~

~ + ~ ~ ~ ~ yy ~

I

I

I ~ I

Hp at Rest

Hp gn

J
.9

0/

when we assume a law of the inverse fourth root of y en-
ergy, E. In the above measurement, the y energy was
obtained by summing all Nal modules because the final
state had only a few particles (~ p ~sr n, yn). In the
actual pp experiment, however, summation over the NaI
modules has to be local because many particles other
than the y ray may fall on the NaI. Consequently, a
cluster logic, to be described later in Sec. V, was applied
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FIG. 7. A typical energy spectrum of y rays produced by a
beam stopping in the liquid-hydrogen target. The beam

line was tuned for 167 MeV/c ~ . Neutral events were trig-
gered when one or two y rays fell on the NaI.
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to the off-line analysis to isolate each y ray from neigh-
boring particles. When the cluster logic was applied to
the m beam data, the FWHM energy resolution for
129MeV y rays was degraded to 104%, which is
presented in Fig. 6 as a solid circle. From this number,
allowing for error, we took the overall instrumental
FWHM as

bE/E =6.2%/(E in GeV)' (2)

The beam MWPC's (Wl —W4) were of a standard
type with metal flanges. The anode was a gold-plated
tungsten wire 25 pm in diameter, stretched at a 2-mm
spacing. The cathode was a 25-pm-thick polyester film
plated with 10-pm-thick aluminum on both side (for Wl
and W2) or a Be-Cu wire of 100 pm diameter (for W3
and W'4). The anode to cathode gap was 6 mm.

W6 —W7 were constructed in a configuration as
sketched in Fig. 3. In order to have as large a sensitive
area as possible in a limited space, both the outer con-
tour and the sensitive area were round shaped. All six
wire planes were stacked together between two narrow
aluminum end flanges. The anode was similar to that
for W1 —W4, and the cathode was similar to that for W1
and 8'2. The anode to cathode gap was again 6 mm.
The efficiency of each wire plane was higher than 99%
during the experiment.

It is desirable to construct the cylindrical MWPC's
(Cl —C4) without using any massive supporting rods
over the sensitive volume because massive material, espe-
cially when distributed locally in space, may damage the
reliability of a search for tiny narrow structures in y-ray
spectra. Each MWPC was self-supported by the inner
and outer cathode cylinders of light mass. ' Each
cylinder was made of approximately 6-mm-thick aramid
fiber/phenolic resin honeycomb sandwiched between 50-
pm-thick Kapton sheets, to which cathode electrodes
(35-pm-thick copper) were laminated. The chamber
mass was about 160 rng/cm for each of Cl —C4. The
anode to cathode gap was 6.5 mm and gold-plated
tungsten wires of 25 pm diameter were stretched for the
anode.

In an electron-beam test, the anode efficiency was
higher than 99% over the whole sensitive area in each of
C1 —C4 with the high voltage set at the plateau, whose
width was more than 300 V. The anode efficiency versus
high-voltage characteristics was independent of the posi-

for energies above 80 MeV, though this must be an
overestimation at high energies. The actual resolution at
higher energies will fall between Eq. (1) and Eq. (2) be-
cause the eff'ect of the cluster logic (energy cut at 0.7
MeV) should be smaller at higher energies than at 129
MeV and also because the energy resolution in the NaI
improves faster' than the inverse fourth-root law as the
energy is increased from 100 to 1000 MeV.

The energy resolution of scintillating glass modules
was measured with the same electron beam as for the
NaI modules. The FWHM resolution in a typical
module varied from 22% at 200 MeV/c to 11% to 1000
MeV/c (Ref. 12).

K. Mnltiwire proportional chambers (MWPC's)

tion within a shift of 100 V. The cathode efficiency was
higher than 99% in the anode plateau region. During
the experiment, however, the anode efficiency averaged
over C1 —C4 was degraded to 95%, and the cathode
efficiency to 91%, because of larger electronic noises
than during the test. The position resolution ( lo ) along
the anode wire (i.e. , along the longitudinal direction) was
found to be 0.6 mm when the hit position perpendicular
to the cathode strips was given by the center of gravity
of the pulse-height distribution over the neighboring
strips.

The large flat MWPC's, W5, W8, and W9 were also
constructed by employing a similar honeycomb structure
for the mechanical support without any metal flanges.
This method was adopted in order to minimize the ac-
ceptance gap for tracking by making the MWPC's small-
er and thinner in the outer size and by mounting them
as close to the cylindrical MWPC's as possible. The
three MWPC's had a similar structure: each consisted
of three anode planes with the wire directions along x, y,
and u (or v). Each MWPC had a configuration of
HG A GHG A GHG A GH along the thickness, where H
denotes a 6-mm-thick aramid fiber/phenolic resin honey-
comb sandwiched between 50-pm-thick Kapton sheets
laminated with 35-pm-thick copper electrodes for the
cathode, G a 6.0-mm-thick and 15-mm-wide G10 frame
creating the anode to cathode gap, and A the anode wire
plane. The same wires as in cylindrical MWPC's were
used at a wire spacing of 4 mm. The mass of each
chamber was about 320 mg/crn . The anode efficiency
was higher than 99% during the electron beam test,
while during the experiment it was 96%, on the average
of the three planes, in W5, 91% in W8, and 95% in W9.

III. GAIN CALIBRATION AND MONITORING
OF CALORIMETER

Since we searched tiny narrow peaks sitting on a huge
background, precise calibration as well as gain monitor-
ing of y detectors was vitally important. The widths of
the peaks have been estimated to be of order 10 MeV or
less, ' which is smaller than the instrumental width of
the present calorimeter. As the instrumental width (1cr )

was 2.6% (4.0%) for isolated y rays of 500 (100) MeV
without any software cuts, we required better than 1%
accuracy in both the calibration and the monitoring. To
achieve this goal, we not only took care of the accuracy
in each task, but also prepared a redundancy.

A. Excitation curves

The excitation curve of each y module was measured
for electrons at the T1 test beam at four energies of 200,
400, 650, and 900 MeV. A pencil beam of electrons,
identified with a gas Cherenkov counter, was injected
along the axis of each y module. The pulse-height spec-
trum showed a small left-right asymmetry owing to
shower leakage. As the asymmetry was nearly indepen-
dent of energy, we took its mean over different energies
and over many modules. We employed this mean asym-
metry in fitting the pulse-height spectrum. Saturation of
the pulse height of the NaI modules, which amounted to
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5'Fo at 650 MeV on the average of all the modules, was
corrected for in the off-line analysis. For this purpose,
the excitation curve of each module was fitted with a
straight line at low energies smoothly connected to the
sum of the straight line plus a hyperbolic tangent term
at high energies. After the correction for the saturation,
the energy deposit in a single module was still smaller
than the beam energy owing to shower leakage. We
corrected for the energy containment by using a Monte
Carlo calculation based on the EGS program the ener-

gy deposit in a single module is about 89%, which is
constant within +1%, independent of the energy be-
tween 10 and 1000 MeV. A small ambiguity in the abso-
lute energy scale of the test beam was not important be-
cause the absolute energy calibration was carried out
during the experiment as described in the following
paragraph. The scintillating glass modules were simpler
than the NaI ones because saturation was absent (less
than 1%) over the whole energy range tested.

B. Gain calibration

Intercalibration of the gains of the NaI modules was
carried out in two different methods. In the one
method, 200-MeV/c electrons, to which the K4 beam
was tuned, were injected along the axis of each y module
one by one. For each y module, electronic circuits such
as an ADC, a signal divider, a variable attenuator, coaxi-
al cables, a high-voltage source, etc. , were the same as in
the experiment. All the gain monitors as described later
were recorded during the calibration.

In the other method, the calibration was done during
the experiment by measuring the 129-MeV y rays
(Panofsky ) ) from n p at rest into yn This .was done
about once a month by switching the beam to 167-
Me V/c negative pions, which stopped in the liquid-
hydrogen target. As the y rays illuminated all the y
modules uniformly, we summed signals from many
neighboring modules to obtain the y energies. The cali-
bration coefficients of all the y modules were determined
by solving a set of linear equations, so that the rms devi-
ation of the measured energies from 129 MeV should be
minimum.

The module gains obtained by the both methods
agreed with each other within 2% for most of the NaI
modules sitting in the longitudinally central layers. For
the NaI modules in the longitudinally peripheral layers,
their calibration coefficients (in MeV per ADC channel)
were systematically larger by about 4% with the Panof-
sky y rays than with the electron beam. This difference
can be qualitatively interpreted in terms of energy ab-
sorption in the module walls, which will be larger when

y rays enter peripheral modules with large angles. How-
ever, the difference is expected to be unimportant, be-
cause the longitudinally peripheral modules are less im-
portant than the central ones. If y rays should dom-
inantly deposit energies in the peripheral NaI modules,
most of such y rays will deposit a sizable fraction of the
energy in the surrounding scintillating glass, and will
then be rejected. As the calibration condition with the
Panofsky y rays is similar to the experimental condition,
the calibration coefficients obtained with this method

C. Gain monitoring

The photomultiplier gains were periodically monitored
with an accuracy better than +1% (Ref. 20) by using
two independent systems of xenon flash lamps as
sketched in Fig. 9. The monitoring system was based on
(i) use of xenon lamps as a light source with a continu-
ous spectrum and (ii) use of photodiodes as stable moni-
toring devices for the light intensity. Pulse-to-pulse fluc-
tuations in each xenon lamp (EGB.G, FX124) were
directly monitored with three photodiodes (Hamamatsu,
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FIG. 8. Reproducibility of calibration coefficients for the
NaI modules in two measurements carried out before and after
an interval of about one month. The calibration coefficients
were determined each time with the 129-MeV y rays from m p
at rest and corrected for the drifts in the module gains, which
were monitored by the xenon lamp systems.

were used. There are additional reasons why we pre-
ferred the calibration with the Panofsky y rays: the
definite energy of the Panofsky y rays enables not only
relative but also absolute energy calibration, and the
calibration can be easily repeated during the experiment
in order to examine the stability of the calibration
coefficients.

Reliability of the calibration coefficients was estimated
by comparing them at different times. When drifts in
module gains (to be described later in more detail) were
corrected for, the calibration coefficients measured at
different times remained the same within +1% for most
of the central 4X14 NaI modules (see Fig. 8). The
larger scattering of +5% observed for the peripheral
modules (see Fig. 8) is not important because it may be
partly due to poor statistics in the measurement and be-
cause the peripheral modules are again less important
than the central ones as described in the previous para-
graph.

The absolute energy scale was determined to within
2% from the 129-MeV y rays produced in ~ p ~y n,
and from 780-MeV ~ mesons in pp ~~ p /~. The
780-MeV ~ peak arose in the y-ray spectra because
some of the 2y rays from ~ decay were registered as
single y rays, as described in more detail in Sec. VI.
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area and of several positions of important detector ele-
ments were continuously recorded.
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FIG. 9. Gain monitoring system for the NaI and the scintil-
lating glass modules.

S1227) mounted in the lamp house and also by five refer-
ences 3-in. photomultipliers (Hamamatsu, R594) via op-
tical fibers. The reference photomultipliers were again
monitored with radioactive NaI(T1)-Am light pulsers. '

Some of the reference photomultipliers were placed in-
side a constant-temperature box stabilized to within
+1'C. The light was distributed to all the y modules
one by one via quartz glass fibers. Each fiber was 4 m
long and 400 pm (or 133 p,m) in diameter for the NaI
modules (or the scintillating glass modules as well as the
reference photomultipliers).

While the xenon lamps were Hashed constantly at 10
Hz, a shutter was closed in the lamp house except in xe-
non lamp monitoring runs. The pulse height and width
were made similar to those of NaI signals by adjusting
the operating condition for the xenon lamps (high volt-
age of 850 V and triggering voltage of 140 V). The de-
cay of the light intensity, as measured by photodiodes,
was less than 1% per month (2.6X 10 pulses).

The gain monitoring was done once to twice a day
throughout the experiment. Photodiodes were found to
be mutually stable within 0.3% (Refs. 12 and 20) with
respect to the pulse height. Gain drifts in the y modules
were then determined with the photodiodes as the refer-
ence. The gain drift averaged over the 96 NaI modules
was 2%%uo per month, while that over the 48 scintillating
glass ones was 1.1% per month. The gain drifts derived
from the two xenon lamp systems were in reasonable
agreement with each other.

Stability of ADC pedestals, high voltages, and temper-
ature are all important. During the data-taking period,
all the ADC pedestals were monitored every 12 h. All
high voltages for photomultipliers were recorded for
every beam spill throughout physics runs and checked in
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FIG. 10. A schematic electronics diagram.

IV. DATA TAKING

We took data under the following triggering condi-
tions: (i) a slow antiproton was incident on the liquid-
hydrogen cell, and (ii) one or two y rays fell on the NaI.
As shown in the electronics diagram, Fig. 10, an antipro-
ton in the beam was first selected by the time of Right
between Sl and S2. A large dE/dx signal in S4 was
then required to verify that a slow antiproton was in-
cident on the liquid-hydrogen cell. When this require-
ment was met, ADC, time-to-digital converter (TDC),
and MWPC memory modules were immediately activat-
ed. In the subsequent 140 ns, a fast cluster-counting-
logic (CCL) circuit counted the multiplicities of
charged and neutral clusters separately and, if they
satisfied the preselected criteria (one or two y rays), gen-
erated a "yes" signal. A master trigger signal was then
generated immediately to continue the data taking and
to transfer the data into an on-line PDP-11/34A corn-
puter. Otherwise, the event was canceled by the fast
clearing of the ADC, TDC, and MWPC memory
modules.

In the CCL, charged particles in the barrel as well as
the end-cap hodoscopes were counted to give the charge
multiplicity. The multiplicity of neutral clusters in the
NaI was given by subtracting the number of charged
particles from the tota1 number of clusters in the NaI.
The former was simply obtained by counting hits in the
barrel hodoscope in front of the NaI. To count the
latter, the pulse height of each NaI module was first
discriminated at 20 MeV to give "hit" or "no hit" pat-
terns on the NaI. Then, for economy of time, the count-
ing of hits was done one dimensionally after having tak-
en an oR condition of six NaI modules on the same az-
imuthal positions (see Fig. 11). More complete and so-
phisticated two-dimensional reconstruction was done
later in off-line analysis. In the CCL, for simplicity, odd
charge multiplicities were translated into even ones by
adding one. Various choices of the neutral- and
charged-particle multiplicities were possible by the use
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FIG. 13. A TOF spectrum between S1 and S2 obtained with
a TDC. S2 was actually used for the start. The arrow shows
the full width at half maximum (FWHM) (8 ns) of the coin-
cidence. The dE/dx spectrum in S4 for the TOF-selected an-
tiprotons is plotted in the inset. The arrow shows the discrimi-
nator cut for selecting slow antiprotons.

bution of appropriately weighted rms distance from the
vertex point to the tracks, calculated for events whose
vertex could be reconstructed three dimensionally. As
seen in this figure, the vertex was determined with the
standard deviation ( lcr ) of 9 mm. In the radial and lon-
gitudinal distributions of the vertex points [see Figs.
14(b) and 14(c), respectively], the walls of the target and
of the vacuum chamber are clearly seen. When none of
the secondary tracks could be successfully reconstructed
three dimensionally owing to small inefficiencies in the
cathodes of MWPC's, or when the final state was entire-
ly neutral, the SSD pulse height was employed to deter-
mine the longitudinal vertex position. The antiproton
range versus SSD pulse height was calibrated for those

cut (see Fig. 13) gave an additional reduction factor of
—,', contamination of m. in the slow antiprotons (DP)
was estimated to be less than 2&(10 per DP. It was
further reduced in the off-line analysis by requiring only
one beam particle and by requiring y rays in the NaI.
The m. contamination can be, therefore, completely ig-
nored in the search for discrete energy y lines even with
yields down to 10

In order to speed up the data acquisition, event data
were compressed before transfer to JY411. When the y
modules and the cathode strips of the cylindrical
MWPC's were read out by the LeCroy 2285A ADC's
(with a 400-ns gate), only meaningful data were selected
after pedestal subtraction by the control circuit (LeCroy
2280). The anode wire data of all the MWPC's were,
after strobing in the KEK-type memory modules, en-
coded and stored in the CAMAC memory buffer cir-
cuits.
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From 3.6&(10 triggered events in total, we first re-
moved events (about 5.0%) which had hardware errors
in the readout (too many words). We then removed
spurious incident-beam events: (i) a beam-bunch flag
was raised (1.7%), (ii) too many wires fired in the beam
MWPC s [2.3% after rejection of (i)], or (iii) tracking
failed. The total reduction factor for (i)—(iii) was 0.85.
We then removed events in which tracking of the de-
graded antiprotons through W6 —8 7 was unsuccessful:
(i) no reconstructed track downstream of the degrader or
(ii) multiple tracks with their crossing point ambiguous
or far from the liquid-hydrogen cell. An additional
reduction factor of 0.93 was mostly due to (i). From the
above selections, about 75% of the events had a track of
a slow antiproton directed toward the target.

For the accepted events, the vertex point was deter-
mined from the incoming slow antiproton and all the
secondary charged particles. Figure 14(a) gives a distri-

Z:

500

0
-300 -200 -100 0 100

LONGITUDINAL VERTEX POSITION (mm)

200

FIG. 14. Vertex distribution in a typical stopping antipro-
ton run. Arrows show the cut positions for data reduction. (a)
Distribution of the rms distance from the vertex to the tracks
in events whose vertex could be determined three dimensional-
ly. (b) [or (c)] Distribution of radial [or longitudinal] vertex
position for the events whose longitudinal [or radial] position
fell in the liquid-hydrogen cell by more than 1 cm deep from
the walls with the cr (vertex) less than 3 cm [or 1 cm]. The ori-
gin of the longitudinal coordinate (z=0) is set at the center of
the NaI calorimeter.
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events whose vertex points could be determined from
charged tracks (see Fig. 15). Reconstruction of the ver-
tex point was successful for 67% of the above accepted
events after the following vertex cuts: (i) the rms deriva-
tion between the vertex and the charged tracks should
be less than 3 cm and (ii) the vertex should not lie out-
side the target cell more than 2 cm longitudinally and
1.5 cm radially. We obtained finally 1.78)&10 events
after the above vertex cuts.

Events with odd charge multiplicities occurred due to
two reasons: (i) track-reconstruction efficiency was less
than unity because of acceptance gaps and of small
inefficiencies of wire planes and (ii) y rays from vr decay
were conserved into e+e pairs (about 6% per y ray) in
the target cell as well as in the vacuum chamber walls.
Abundance of various prong events after reconstruction
was as follows: 4.1% for 0, 6.0% for 1, 31.9%%uo for 2,
21.8% for 3, 25.8% for 4, 7.2% for 5, and 2.6% for 6
prong events. As all neutral events are small, singly
charged events must dominantly come from doubly
charged ones. The effective efficiency of track recon-
struction for secondary charged particles was then es-
timated to be about 90% from the abundance ratio of
singly to doubly charged events. This value seems
reasonable when it is compared with the purely geome-
trical one of 93% based on the acceptance gaps.

B. y rays

y rays were identified by energy deposits in the NaI
and lack of signals in the scintillator hodoscope and in
the MWPC in front of the hit NaI modules. Usually,
each y ray or, less frequently, each charged particle de-
posits energies in a cluster of modules. Sometimes, two
clusters partially overlap each other because the average
multiplicity of charged particles and y rays is as large as
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FIG. 15. Antiproton range vs SSD pulse height obtained in

a typical stopping antiproton run for events whose vertices
were successfully determined three dimensionally from charged
tracks with an ambiguity (1o.) less than 3 cm. Bars on the data
points show the measurement error (1o.).

several per pp annihilation. Consequently, a cluster logic
was applied in the data analysis to isolate each y ray
from neighboring charged particles or y rays. Clusters
were found by searching for peaks in the two-
dimensional energy distribution on the NaI. Each
module was first assigned to be either "hit" or "not hit, "
depending on whether or not the energy deposit exceed-
ed a threshold of 0.7 MeV, which corresponded roughly
to twice the fluctuation (1 —2 channels) of ADC pede-
stals. By the above classification, the hit modules were
grouped into connected regions. Peaks were then
searched for in the energy deposit distribution within
each connected region. When only one peak existed in
the region, this region was taken as a cluster itself. Two
peaks were taken as two clusters if the peaks were
separated from each other by at least one module whose
pulse height was less than the peaks by more than 5%.
More than two peaks can be treated in a similar way.
When a connected region was divided into two clusters,
some of the modules should be shared by both the clus-
ters. Instead of being shared, each module was simply
connected to one of the neighboring modules having the
largest energy deposit, and was cut oA' from the other
modules. Neutral clusters consisting of only one hit
module were rejected as they were most probably neu-
trons or very low-energy y rays. For the obtained y
rays, we further required that the shower leakage into
the scintillating glass be less than 10% of the y-ray ener-

gy and finally obtained 1.64& 10 y rays above 10 MeV.

VI. ANALYSIS AND RESULT

A. Narrow peaks in y-ray spectra

Inclusive y-ray spectra are presented in Fig. 16 for the
sum over the charge multiplicity, N, h, as well as for
each charge multiplicity separately. The number of y
rays in each spectrum is 0.85 && 10 for N, h

——0, 7.14&(10
for N, h

——2 (actually the sum of multiplicities 1 and 2),
7.15X10 for N, h

——4 (3 and 4) and 1.17X10 for N, h ) 6
(larger than 4).

Each spectrum was fitted with a polynomial back-
ground plus narrow peaks by using the minimization
program MINUET (Ref. 26). In order to reduce the num-
ber of variables and thereby to improve stability in
fitting, we have divided the whole energy range (80—980
MeV) into four parts with ample overlaps between adja-
cent regions. The order of polynomial between 2 and 4,
mostly 3, was sufficient for obtaining good fits. Narrow
peaks were expressed by asymmetric Gaussians: the ra-
tio of the left to right side widths of the Gaussians,
~L /o. ~, was varied from 2. 1 at 100 MeV to 1.1 at 1000
MeV according to the result of an electron beam test
with the 5X5 array of NaI modules. In order to search
for peaks with intrinsic widths much smaller than the in-
strumental one, the widths of the peaks were fixed
within +20% above the instrumental one. The fitted re-
sults, after subtraction of the polynomial background,
are presented in Fig. 17 for the sum over the charge
multiplicity, and in Fig. 18 for each charge multiplicity
separately. In Fig. 17, the peaks observed by Richter
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Here N is the number of annihilations and gz(E) is the
detection efficiency of y rays with energy E including
hardware and software cuts. As N is proportional to
Ã~, the total number of y rays in the inclusive y-ray
spectrum (1.64X 10 ), we obtain another relation:

N p E' g E' dE'=N (4)

where p(E')dE' is the number of y rays (mostly coming
from m decay) with energies between E' and E'+dE'
per annihilation. The detection efficiency of y rays, g,
may be different from gz because the final state of yB is
different from that of pp annihilation. Substitution of
Eq. (4) into Eq. (3) gives

j~,. j
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GAMMA ENERGY ( MeV )

Y =K(E)2 /Ny,

where

K (E)= fp(E')rj(E')dE'/gz(E)

(5)
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FIG. 16. Inclusive y-ray spectra for various charge multipli-
cities as well as for their sum. Events with odd multiplicities
of 1, 3, and 5 were added to those with even multiplicities of 2,
4, and 6, respectively. Bars on the data points show statistical
errors (1o.). Number of events per 4.16-MeV bin is given at
the peak of each spectrum.

et al. are also plotted with dashed curves with the in-
strumental resolution of the present detector folded in.

B. Yields of peaks

Yields of pp~yB can be calculated from the area of
the narrow peak in the inclusive y-ray spectra. The
yield per pp annihilation Y is, by definition, given by the
number of monochromatic y rays (peak area 2 ) divided

is the effective multiplicity of y rays per annihilation.
Equation (5) with IC (E) given by Eq. (6) is simpler than
Eq. (3) because some factors, such as the geometrical ac-
ceptance of the NaI, the shower leakage into the scintil-
lating glass, etc. , are canceled in the numerator and
denominator of E(E). We have calculated yields ac-
cording to Eqs. (5) and (6) with IF=4.45 (see Appendix
A [Eq. (A I)]). The obtained yields are presented in
Table I for peaks with statistical significance higher than
1.9o..

The most prominent peak was due to the Panofsky y
rays at 129 MeV. Its yield of (4.52+0. 36) X 10 per an-
nihilation is consistent with an estimation (5.25X10 )

derived from the following numbers: the n multiplicity
per pp annihilation =1.53 (Refs. 27 and 28), and Panof-
sky ratio =1.546+0.009 (Ref. 29), and the average prob-
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FICx 17. A fit to the inclusive y-ray spectrum from pp annihilation at rest with a polynomial background plus narrow asym-
metric Gaussians. The residue after subtraction of the background is presented. The bin width is 2.08 MeV for the figure on the
left and twice that width on the right. For the dashed curves, see the text.
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ability that a m meson stops in the liquid hydrogen
=0.87%%uo corresponding to the pion range of 7 cm. The
last number was deduced from the m momentum distri-
bution, which was calculated in a Monte Carlo simula-
tion for pp annihilation by including the channels and
branching ratios listed in Table II (see Appendix B).

Except for the Panofsky y-ray peak, we have seen
nine narrow peaks at Ey =140, 156, 227, 275, 320, 356,
423, 468, and 560 MeV with a statistical significance at 2
to 3o. levels. The yields of these peaks are also plotted,
in Fig. 19, in comparison with the result of Richter
et al. The solid curves in Fig. 19 give the yields which
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TABLE I. Experimental result on narrow states. Position, yield per annihilation, statistical significance, and width are given for
each peak in y-ray spectra. The width was made variable within the instrumental width +20%: ( U) and (L) denote the upper and
lower limits, respectively. For the case of U (or L), the error of width is meaningful only with the minus (or plus) sign, and is given
in parentheses. The column of notes gives the weight-averaged position of the y-ray peak. The mass of B for the reaction of
pp ~yB is also given in parentheses.

Charge multiplicity (N.h ) Notes

Position (MeV)
Yield (10 )

Statistical significance
Width o. (MeV)

N„.„=all

129.2+0.7
4.52+0.36

12.4a
6.8(0.2, U)

129.8+ 1.0
1.45+0.33

4.4a.
6.0+ 1.8

128.1+0.9
2.48+0.25

9.8a
6.8(0.2, U)

)6
128.8+1.1

0.37+0.08
4.7o.

4. 5(2. 1,L)

129.0+0.8
Panofsky y

Position (MeV)
Yield (10 )

Statistical significance
Width o. (MeV)

139.9+ 1.4
0.18+0.06

2.9o.
4. 8(1.7,L)

139.9+ 1.4
(mass M~ in MeV/c

= 1731.0+ 1.5)

Position (MeV)
Yield (10 )

Statistical significance
Width o. (MeV)

Position (MeV)
Yield (10 ')
Statistical significance
Width o. (MeV)

156.1+2.6
0.56+0.29

1.9o.
5.2(2.4,L)

159.3+2.0
0.13+0.06

2.0o.
5.3(2. I,L)

212.9+4.0
0.16+0.08

2.0o.
9.4(3. 1, U)

232.9+3.4
0.40+0. 19

2.1o.

7 ~ 0(2.8,L)

155.8+2.2
0.42+0.20

2.1a
5.2(2.4,L )

156.4+2.4
(1713.0+2. 6)

227.2+3.6
(1633.6+4. 1 )

Position (MeV)
Yield (10 )

Statistical significance
Width o. (MeV)

274.2+3.0
0.66+0.29

2.3o
7.9(2.7,L)

273.4+2. 3
0.56+0.21

2.6o.
7.8(2.7,L)

279.2+ 3.5
0.36+0.19

1.9o.
8.0(3.9,L )

275.0+2.9
(1577.8+3.4)

Position (MeV)
Yield (10 )

Statistical significance
Width o. (MeV)

319.6+2.9
0.44+0. 13

3.3o
8. 8(4.0,L)

319.6+2.9
(1523.8+3.6)

Position (MeV)
Yield (10 )

Statistical significance
Width o (MeV)

353.9+7.9
0.69+0.31

2.2a
14.2(3.9, U)

342.5+3.9
0.13+0.06

2.0a
9.3(3.9,L)

355.6+6.9
0.48+0.24

2.0o
14.3 ( 3.5, U)

366.4+6.6
0.31+0.14

2.3o
13.6+3.4

355.9+7.0
(1478.4+ 8.9)

Position (MeV)
Yield (10 ')
Statistical significance
Width o. (MeV)

422.8+4.7
0.09+0.04

2.6o.
10.8(5.0,L)

422.8+4.7
(1390.9+6.3 )

Position (MeV)
Yield (10 )

Statistical significance
Width o. (MeV)

468.7+5.4
0.42+0. 19

2.20
11.7(5.3,L )

467.9+5.8
0.17+0.08

2.1o.

11.7(5.6,L)

458.3+3.9
0.06+0.03

2.0o.
11.5(3.9,L)

467.5+5.4
(1329.2+7.6)

Position (MeV)
Yield ( 10 ')
Statistical significance
Width o. (MeV)

559.0+7.3

0.71+0.28
2.5a.

20.0(5 ~ 1, U)

548.8+3.7
0.16+0.06

2.8o.
13.1(4.4,L)

575.4+5.0
0.26+0. 13

2.1o.

13.6(6.2,L)

553.6+5.9
0.17+0.06

3.1o.

14.9+5.8

560.3+6.3
(1191.0+9.9)
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correspond to four times the statistical fluctuation of the
background y rays, which fall into an energy span of +
instrumental FWHM.

Though a few more peaks have been observed above
600 MeV in the inclusive y-ray spectra, they could be
assigned to monochromatic ~ peaks coming from
pp ~~ M with M =~ /y, g, p /co, etc. , and they are re-
moved from both Fig. 19 and Table I. Misidentification
of ~ as a single y ray occurred at higher energies be-
cause spatial separation between the two decay y rays
was incomplete within the granularity of the present
calorimeter. The probability of such misidentification
increased with the y energy but remained negligibly
small (less than a few percent) at ~ (total) energies
below 500 MeV (see Appendix A). The 560-MeV peak,
the highest-energy one below 600 MeV, must not be due
to monochromatic vr . Should this peak be due to mono-
chromatic ~, its yield should be much larger than 1%
according to a Monte Carlo calculation (see Appendix
A). Actually, the fact that no such large peak was ob-
served in the inclusive ~ spectrum excludes the possi-
bility that the above peak might be due to vr mesons.

None of the observed peaks could be assigned to
minimum-ionizing particles, which deposited about 185
MeV in the NaI (see Appendix C), because contamina-
tion of charged particles was negligibly small (see Ap-
pendix C).

We have not observed any statistically significant p-
ray peaks around 103 MeV, where a 3 to 4o. peak with
yields larger than 10 was reported in previous experi-
ments. ' As the 103-MeV peak should sit in the valley
between the "box spectrum" between 55 and 83 MeV
(7r p~~ n ~yyn) and the monochromatic y-ray peak
at 129 MeV (vr p~yn), the conclusion about this peak
may depend on the shape of the ~ p~yn, yyn spec-
trum. To check this point, we have reanalyzed the
range of 50—200 MeV by employing a high-statistics ex-
perimental spectrum instead of a Gaussian approxima-
tion for the Panofsky y rays. The y-ray spectrum was
fitted with the sum of a polynomial background of order
3—4, the experimental y -ray spectrum from

p ~y n, y y n (only its intensity being variable) and
narrow asymmetric Gaussians. The fitted result is
presented in Figs. 20 and 21 after subtraction of the
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FIG. 19. Yields of the narrow peaks, seen in the inclusive
y-ray spectra from pp annihilation at rest, are plotted with
solid circles (for peaks with statistical significance higher than
2a. ) and solid triangles (1.9a. ). The CERN data (Ref. 5) are
also shown for comparison with open circles (higher than 2a. )

and open triangles (1.5a. ). The Panofsky y rays at 129 MeV
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FICx. 20. A fit to the inclusive y-ray spectrum summed over
the charge multiplicity in the energy range of 50—200 MeV:
original spectrum on the bottom and the residue after subtrac-
tion of the polynomial background on the top. An experimen-
tal spectrum for vr p~yn, yyn was used. For the dashed
curves, see the text.
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background. In the spectrum summed over the charge
multiplicity (see Fig. 20), the dashed curve shows Gauss-
ian peaks which should arise if the narrow states in Ref.
5 should really exist. These peaks are plotted with the
instrumental resolution of the present detector folded in.

No statistically significant peak was observed around 103
MeV: the 4' upper limit is 1.2)&10 . Among the
spectra with various charge multiplicities (see Fig. 21),
the spectrum for zero prong events gave the largest peak
around 103 MeV with a yield of 0.14' 10 at a statisti-
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20.



3336 M. CHIBA et al. 36

cal significance of 1.4o. . This result was the same as in
the analysis with the Panofsky peak approximated by an
asymmetric Gaussian.

When the size of the energy range, the order of poly-
nomial for the background, the number of narrow peaks,
etc. , were varied, the fitted result for the background
varied slightly. As the background was very large, a
slight change in the background sometimes caused a siz-
able change in the peak areas. The overall systematic er-
ror for the yields of individual narrow states was es-
timated to be less than 50%%uo from comparison between
different fitting conditions as described above. Other
items such as different binnings, different vertex cuts,
slightly different sets of calibration coefficients for y
modules, etc. , did not much affect the result.

Owing to the triggering condition of one or two y
rays on the NaI, the detection efficiency for pp ~yB de-
creases as the y-ray multiplicity in the decay of B in-
creases. Comparing K(E) of Eq. (6) for various simple
decay channels of B in a Monte Carlo calculation (see
Appendix A), we find that the obtained yield may vary
within +20% depending on which specific channels
should be preferred in the decay of B. K=4.45, which
falls on the higher side within the possible range, has
been used for safety in estimating the upper limits for
baryonium production.

VII. DISCUSSION ON THE OBSERVED
NARROW STATES

Here we list a few facts which may help determine
whether or not the observed peaks are real. The follow-
ing indicate that the observed peaks may be real.

(i) Six peaks at 156, 227, 275, 356, 468, and 560 MeV
have been simultaneously seen in the spectra with more
than one different charge multiplicity.

(ii) The energy range of 80—600 MeV includes 22 in-
dependent bins in units of the instrumental FWHM.
The probability that N peaks of 2o. significance are
created by statistical fluctuation is as small as 19% for
N=2, 6% for 3, and 1.4% for 4.

(iii) When we divided the entire data into the earlier
and later halves with respect to the data-taking period,
the two spectra gave essentially the same result, as
shown in Fig. 22.

(iv) Yields of the Panofsky peak at 129 MeV for
different charge multiplicities are consistent with qualita-
tive expectation: zero for 0 prong, large for both 2 and
4 prongs, and small for )6 prongs. Again their sum is
compatible with the rate obtained from the inclusive p-
ray spectrum for the sum of all prongs.

The following indicates that the observed peaks may
not be real.
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FICx. 22. Comparison between two inclusive y-ray spectra, after subtraction of the polynomial background, obtained in the ear-
lier (the top: 50%%uo of all data)-and later (bottom: 43%) halves of the data-taking period.
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(i) The yield of each peak is as small as the sensitivity
of the experiment for 2 to 3o. peaks. Experience ' tells
that controversial results may sometimes appear for
peaks with a statistical significance as small as 2o.

VIII. SUMMARY AND DISCUSSION

The above results are summarized as follows.
(1) By fitting the inclusive y-ray spectra from pp an-

nihilation at rest with a polynomial background plus
narrow Gaussians, we have not observed, besides the
Panofsky y rays at 129 MeV, any narrow peaks with sta-
tistical significance higher than 4o. . The 4o. upper limit
for the yield of pp~yB per annihilation times B (N, h),
where B (N, h ) is the decay branching ratio of B into
N, „-prong states, is (1.2 —0.2)X 10 at the y energy
E =80—938 MeV for the sum over N, h, (0.3 —0. 1)X 10
for each of N, h

——0 and &6, and (0.8 —0. 1)X 10 for
each of N,„=2and 4.

(2) At 2 to 3cr levels, we have seen nine narrow peaks
at E (in MeV) = 140 (Ms ——mass of B in

MeV/c =1731), 156 (M& ——1713), 227 (Mz ——1634), 275

(Ply ——1578), 320 (Ms ——1524), 356 (Ms ——1478), 423
(Ma ——1391), 468 (Ms ——1329), and 560 (Ms ——1191).
These peaks have yields between 10 and 10 per an-
nihilation.

(3) The arguments for the notion that the observed
peaks are real are the simultaneous occurrence of the
same peaks in the spectra with different charge multipli-
cities, consistency between the two data sets in the ear-
lier and later halves of the data-taking period with
respect to the existence of the narrow peaks, and the
successful and consistent fitting result for the Panofsky y
rays. The arguments against are their small yields close
to the sensitivity of the experiment for the statistical
significance of only the 2 to 3o. level.

Recently, the results of two new experiments at
LEAR have been reported. Adiels et al. ' have not
confirmed their previous result and have given the 4o.

upper limit for baryonium production of
(0.2 —1.0) X 10 for Ms between 1040 and 1770 MeV/c
from 2.4&10 y rays measured with bismuth germanate
(BGO) detectors. A characteristic feature of their
analysis is the subtraction of a continuous background
spectrum that was obtained by approximating a Monte
Carlo simulation of the spectrum with a smooth func-
tion. Angelopoulos et al. have given the 4o. upper
limit of (0.5 —1.3)X 10 for Ms between 940 and 1700
MeV/c [(1.3 —2. 5)X 10 for Mz between 1700 and
1800 MeV/c ]. They used a magnetic e+e pair spec-
trometer to measure y rays and obtained 4.8& 10 y rays
with the energy resolution better than that in the present
experiment by a factor of 1.5 —3 depending on the y en-
ergy. Both results are similar to ours with respect to the
upper limit of baryonium production, which is summed
over the decay charge multiplicity.

The yields of narrow states seen in the present experi-
ment have just reached the order of magnitude that is
expected for baryonia consisting of a diquark-
antidiquark pair in a quark potential model. Higher-
statistics measurements in the future are important. The

rejection of y rays from m decay by exclusive measure-
ment of all y rays can considerably reduce the back-
ground, and will be a good direction for future pursuits.

A final remark goes to g (1480) (mass= 1477 MeV/c,
I =116 MeV/c ) (Ref. 33), which have been observed in

pn —+3m. +2m. and assigned to I (J ) =0+(2++ ). The
356-MeV y-ray peak observed in the present experiment
satisfies the kinematics for pp~) g(1480) (see Table I),
but the statistical significance of this peak is insuScient
to make further definite statements.
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APPENDIX A: YIELD CALCULATION

The yield of a narrow peak in the inclusive y-ray spec-
trum is given by Eq. (5) with K(E) of Eq. (6). When the
hardware event selection as well as software cuts are in-
dependent of y-ray energy E, and there are no triggering
biases, we can set gs(E) =g(E) =const. In this approxi-
mation, K becomes equal to 3.93 (Ref. 34), the mean
multiplicity of y rays per annihilation.

As shown later, a Monte Carlo calculation for the
present experiment shows that r)(E) is approximately in-
dependent of energy in the range (below 600 MeV)
where p(E) is large. As there is no reliable information
about the decay scheme of B, we have assumed that the
decay branching ratios of B into various channels are the
same as in pp annihilation. As gs(E) is also approxi-
mately independent of energy in the above energy re-
gion, we obtain

K =3.93' /g~ . (A 1)

The difference between g and gz comes mainly from the
trigger selection condition of one or two y rays on the
NaI. Estimating the ratio g/gz in a simple approxima-
tion where y rays are emitted independently and uni-
formly, we have

E = 3 y(gi+2g2)/(g0+ili) =4.45, (A2)

where q is the probability that m y's among the aver-
age 3.93 y's fall on the NaI.

Besides the above simplified estimation, we have also
estimated K(E) by a Monte Carlo calculation for both
ri(E) and re(E). The energy dependence of rI(E) was
calculated by generating events according to the annihi-
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lation channels and branching ratios listed in Table II,
by selecting events according to the actual triggering
condition, and by applying to them the cluster logic and
other software cuts. More details are described in Ap-
pendix B. The detection efficiency was found to be con-
stant within +8% below 600 MeV (see the solid curve in
Fig. 23). Above 600 MeV, the detection efficiency in-
creases with the energy, reaching a 40% increase at 900
MeV. This increase is due to a reduction in the amount
of y rays that are removed owing to their overlap with
other particles; qualitatively, high-energy y rays are as-
sociated with the low multiplicity of secondary particles.
As the fraction of y rays above 600 MeV is small, the
above energy dependence causes only a small change in
the integral Jp(E')g(E')dE'. The energy dependence of
gz(E) was calculated in a similar Monte Carlo simula-
tion for pp —+@B and is shown with the chained curve in
Fig. 23. It was found that r)~(E) is nearly independent
of energy below 400 MeV and increases as the energy in-
creases beyond 400 MeV. The energy dependence of
gs(E) is of a similar shape to and a little larger than
that of r)(E). At low energies, r)s(E) is smaller than
g(E). This is because the loss of y rays, due to their
overlap with other particles, is larger in pp ~y8 than in

pp annihilation under the assumption that the particle
multiplicity in the former is larger, by one, than in the
latter. At high energies, on the contrary, r)z(E) is larger
than rj(E). This may be interpreted as follows: in ordi-
nary pp annihilation, a high-energy y ray mostly origi-
nates from a high-energy ~ and tends to be lost by an
overlap with its partner y ray from the same ~ owing to
small opening angle between the two y rays. The resul-
tant K(E), plotted in Fig. 24, is constant within 15%
below 600 MeV. Baryonia may, however, decay into
final states having smaller particle multiplicities than in

pp annihilation. Consequently, IC(E) for a few simple
decay channels of 8 are also compared in Fig. 24. As
the particle multiplicity decreases, gz generally increases
and E decreases. K has a value roughly between 3 and
5. As both the precise values and the energy dependence
of K depend on the decay scheme of baryonia, which is
not well known, we have adopted, for simplicity, the
energy-independent value of K given by Eq. (A2).

When we calculate the yields according to Eq. (5), it is
important that X should not include particles other
than y rays. Contamination of charged particles was
negligibly small as described in Appendix C. Employing
a Monte Carlo simulation similar to that mentioned
above, we have also estimated the probability of register-
ing two y rays from m decay as single y rays, owing to
incomplete separation between the two y rays. Such
probability is negligibly small (less than a few percent) at

total energies below 500 MeV; this probability slowly
increases with the increasing energy and reaches 40%%uo at
900 MeV. Considering a small yield of ~ above 500
MeV (as small as 30% of the total vr ), the limited
geometrical acceptance of the NaI for ~ above 500
MeV (10—15 %), and the above misidentification proba-
bility, we have concluded that contamination of ~ in-
creases the total number of y rays (Nz) by only less
than 3%%uo.
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The detection efficiencies rl(E) and gz(E) were calcu-
lated in a Monte Carlo method with the GEANT pro-
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FICx. 24. The coefficient K(E) in Eqs. (5) and (6), calculated
by a Monte Carlo simulation. B~all shows that B is assumed
to decay in the same channels and branching ratios as in pp an-
nihilation at rest. The K(E) for a few simple channels are also
given.

FIG. 23. Energy dependence of the y-ray detection
efficiency g(E), which was obtained in a Monte Carlo calcula-
tion {see the text) for a few typical pp annihilation channels.
The g for pp~~+m 2~ is similar to that for 2~+2m m . The
q for both ~+m. 3n and 2vr+2~ 2n are similar to pp~all,
which denotes summation over the annihilation channels listed
in Table II. Typical statistical errors of Monte Carlo simula-
tion are also given. The g& gives the detection efficiency of y
rays produced in pp~yB. B~all means that decay channels
and branching ratios of B are taken the same as for pp ~all.
Isolated y rays show a hypothetical case where only a y ray
should be generated in the target without any accompanying
particles.
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TABLE II. Branching ratios of pp annihilation at rest. The decay channels used for Monte Carlo
simulation are indicated by asterisks.

Channel

7Tm m'

p*~*
2 '
3 '

m. +m 4m

2m+2m m. (con. +w )

2m+2m m-'(p'm+~ vr')
2~+2~ m (p —

m *m.+~ )

2~+ 2~- 2m'
2~+2~-3~'
3~+3~-~'

2~+2~ n
7T p
'gp

mm (m )2)
7T 7T

27T+2~
37T+ 3'
KKm m (m ) 1)

Branching ratio

0.037
0.027
0.093
0.233
0.028
0.038
0.073
0.064
0.166
0.042
0.013
0.012
0.006
0.014
0.002
0.032
0.004
0.069
0.021
0.024

Reference

35
35
34
34
35
35
35
35
34
34
35
35
35
35
35
35
34
34
34
35

gram. To generate ordinary pp annihilations, we as-
sumed the branching ratios given in Table II. Baryoni-
um production through pp~yB was generated by as-
suming the same decay channels and branching ratios of
Table II for B as for pp annihilation. The secondary
particles were generated according to a Lorentz-
invariant phase-space distribution. The three-
dimensional production point was simulated according
to the experimental vertex distributions (see Fig. 14) ap-
proximated in Gaussian forms. The outgoing particles
were traced through the detector including the
MWPC's, the scintillator hodoscopes, the y detector,
etc. In the y-ray detector, charged hadrons were treated
as minimum-ionizing particles. Electromagnetic showers
of y rays were simulated by using the EGs (Ref. 19) in
the following way: we prepared 400 y-ray samples at
each of various energies, taken at increments of 50 MeV
between 10 and 1000 MeV. The shower development of
each y ray was stored in a data bank as energy deposits
in fine meshes in three-dimensional space within a
cylinder of 22 cm in radius and 50 cm in length, in-
dependently of actual segmentation of the NaI modules.
When a y ray with a certain energy E was incident on
the NaI, a shower was taken randomly from the sample
events having an energy closest to E and the energy was
scaled to E. The shower axis was put on the incident y-
ray vector after randomly rotating the shower azimu-
thally. The energy deposit in each NaI module was ob-
tained by summing the fine meshes which belonged to
the module.

After the event generation, we simulated the trigger
selection condition just as in the actual experiment. We
obtained the charge multiplicity by counting hodoscope
hits, and the y-ray multiplicity by counting neutral clus-

ters in the NaI above a threshold of 20 MeV. Then the
Monte Carlo event was analyzed with the same recon-
struction program as for the real event. For the charged
particles, the generated tracks were used for simplicity
without reconstruction. This means that the efficiencies
of MWPC's were all assumed to be 100% instead of the
experimental values of about 95% and that small posi-
tional errors in tracking were neglected. This
simplification, which is the only difT'erence between real-
event and Monte Carlo —event analyses, is expected to
give no problem because small errors in tracking are not
essential to the y-ray spectra.

APPENDIX C: REJECTION OF CHARGED PARTICLES
FROM y-RAY SPECTRA

When charged particles, mostly pions, produced in pp
annihilation hit the NaI, some of them may penetrate it
after depositing the minimum-ionization energies there.
Figure 25 gives a typical energy-deposit spectrum of
charged particles in the NaI constructed from only
charged particles that were successfully tracked in the
MWPC's. As this spectrum was taken for the whole
NaI calorimeter, the injection angles to the NaI were
varied. The minimum-ionizing peak is seen at 185 MeV
with a FWHM of 22%%uo. If charged particles contam-
inate y rays, the minimum-ionizing peak may show up
as a fake peak in the y-ray spectra. We estimate the
tolerable upper limit of charged-particle contamination
and compare it with the actual performance.

Figure 25 shows that the amount of the minimum-
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ionizing peak was 3% of the total charged particles.
When a di6'erence between the multiplicities of charged
particles [3.05 (Ref. 27)] and of y rays [3.93 (Ref. 34)]
per annihilation is neglected for simplicity, the charged
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FIG. 25. An energy-deposit spectrum of charged particles in
the NaI. Only successfully reconstructed charged particles
entering the NaI are included.

particles may fake a y-ray peak which contains
0.03R,N y rays, where R, denotes the rejection factor
against charged particles. When the above number
(0.03R,N ) is substituted into the peak area A of Eq.
(5), the nominal yield of this fake peak is 0.13R, . In or-
der to keep the nominal yield below 10, the tolerable
upper limit for R, is 8)&10

In the actual experiment, an energy deposit in the NaI
was taken as a y ray, only when the following three re-
quirements were satisfied at the same time: (i) absence of
a hodoscope hit in front of the hit NaI modules, (ii) ab-
sence of a hit wire in C4 in the vicinity of the hit NaI
modules, and (iii) absence of any corresponding tracks in
cylindrical MWPC s. In (iii), at least two hit planes
among four in total were required to indicate a possibili-
ty for a track. The rejection factor from (i) is 0.05 from
acceptance gaps between neighboring scintillators, that
from (ii) is again 0.05 from the inefficiency of wire
planes, and that from (iii) is, by taking a contribution in-
dependent of (ii), 0.008 from again inefficiencies of wire
planes (C 1 —C3). Multiplying these three numbers, we
obtain R, =2&10, which is much smaller than the
tolerable upper limit.
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