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Casimir effect around a cone
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The vacuum average of the energy density of a free, massless scalar field around a conical flux-
tube singularity in d +1 space-time dimensions is calculated. A complex contour method is em-

ployed and the results involve higher-order Bernoulli polynomials. The formulas might have ap-
plications to cosmic strings.

I. INTRODUCTION III. THE CALCULATION

The explicit calculation of the vacuum polarization
caused by particular external fields has played an impor-
tant part in the development of quantum field theory. '

In gravitational situations, one aspect of this polariza-
tion is a nonvanishing vacuum expectation value ( T„)
of the energy-momentum tensor. This Casimir effect
has been analyzed over a period of years (some refer-
ences are given in Birrell and Davies ) and this paper is
a small but specific calculation in this general area. The
calculation concerns space-times that possess conical
singularities, in fact, just one. Some aspects of this have
been considered before ' and I now wish to enlarge on
previous work.

II. THE GEOMETRY

We assume that space-time has n =d+1 dimensions
and is static. Its metric, in cylindrical coordinates, is

The formula ' ' for (T„,) that we use involves the
coincidence limit of a differential operator acting on the
real part 6' of the Feynman Green's function GF. The
essence of the calculation will be exhibited if we restrict
our attention to ( Too) which, for massless scalar fields,
is given by

where g = ( d —1 ) /4d for conformally invariant fields.
is the polarized Laplacian on the spatial section and

the curly brackets stand for the coincidence limit x'~x,
where x =(t, r, P, z) and x'=(t', r', P', z').

We now note that, in order to allow for the conical
structure, the Green's functions, etc. , are obtained sim-
ply by inserting the flat-space forms into contour in-
tegrals. Thus, ( Too) will also be given by such an in-
tegral.

The standard expression for the massless Green's
function in (1+d )-dimensional fiat space-time is

d o =dt dr rd P d—z— —
G t )

( ~) —(d+ ) )/21
( 2) —(d —i )/2F l 4 7T (3)

where the spatial points (r, t(z)) and (r, P+P, z) are to be
identified. dz is the metric on a fiat (d —2)-
dimensional space and we can assume z to be Cartesian
coordinates. If d =3, (1) might be thought of as the
metric exterior to a cosmic string. '

In addition to the conical singularity, we assume that
there is a magnetic Aux running through the singularity
axis. This can be accommodated by inserting phase fac-
tors, as described elsewhere. '

considered as a distribution. o is the space-time inter-
val between x' and x:

cr =(t —t') —r' —r +2rr' cos((f)' —P) —
~

z' —z
~

= —2rr '[cosha, —cos((f)' —P ) ] .

Following Sommerfeld' and Carslaw'' (see also Rubi-
nowicz'2) the Green's function with period P is

Gtis (x',x)= . da GF($' —P —a)1 exp[tria(26' —1)/P) (0&5'( I) .
2Pi sin( era/p)

(4)

A phase factor 6' has been included to allow for the
effect of the flux. Perhaps I should remark now that
the field is a complex scalar one and that the Green's
function in (2) is really Gt) s +Gt3 s . (To effect this
sign reversal, the range of 6' has to be extended by
periodicity from that indicated. ) Ultimately this pro-
duces a factor of 2 in the coincidence-limit quantities.

As described in the references, the contour 2 consists
of two parts. The section in the upper-half plane runs
from t ao to i co in the range —sr+(I)' —(t) & Rea & n
+(t)' —(t) and passes below the singularity at
a =ia, +(t)' —(I). The lower section is obtained by
reflection in the point a =P' —()I).

If d is odd, the singularity is a pole and G&& can be
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obtained in closed form. If d is even, or if the field is
massive, there is a branch point and we are usually re-
duced to numerical evaluation.

The obvious procedure is to substitute these forms
into (2), perform the differentiations, and then take the
coincidence limit. Since the latter diverges, the Min-
kowski value has to be subtracted. This is not difficult
and was the method employed earlier, but it is actually
more convenient to remove the Minkowski Green's func-
tion at an earlier stage. To this end, the contour A is
deformed [in fact, by reversing the process by which
Sommerfeld and Carslaw motivated their forms corre-
sponding to (4)]. Replace A by an anticlockwise loop
around the pole at a=0, and the two vertical lines, I,
a=c+iy and a= —c+iy ( —ao &y & oo ) with c a con-
stant. The loop is easily seen to give the standard Min-
kowski expression (3), 62„,, which can be forthwith dis-

carded as part of the renormalization recipe. It is the
remainder that we put into (2). The constant c is chosen
so that I" never crosses any of the other poles occurring
at a=sP (s =+1,%2, . . . ), i.e., c &P.

It is easy to carry through the operations in (2) onto
the integrand and, after some simplification, we find

( T ) p
—1( 4~r 2) —(d+ 1)/22(d —) )/21 + 1

2

where

&([Wd+, +(2g —
—,')(1 —d)W~ (],

W„=f ( 1+-..)- --""P'd
r i sin(ma/p)

(6)

Slnz
cos(25zT )

ZT
slnz T

(5=5' ( ). The symmetry of the contour has been used

to replace the exponential by a cosine.
At this point we distinguish between odd and even d.

For odd d the integrand in (6) has only poles. In partic-
ular, it has a multiple pole at the origin. Furthermore,
the two vertical lines making up I can be recombined
into a clockwise loop around a=0, so that

cos(2ma5/P)
[sin(a /2) ] sin(m a /P)

Hence, WN is real and equals —2m. ( —2) / times the
coefficient of 1/a in the power-series expansion of the
integr and.

We will now determine this coefficient. Consider the
quantity

Also, we have the expansion
N

00 2v

1 )vD (N)

v=Os1nz
(9)

The coefficient CN of z in the expansion of I will be a
polynomial in T whose coefficients are polynomials in 5.
Write

CN= g CN2~D2~(5)(T/2) ~,
p=0

where D2 (5)=2 t'82 (5') is an even polynomial.
Using (8) and (9), we find

( 1 )N/222@[(2p )((~ 2p )(]
—)D (N)

0&p &E/2

=0, p)X/2 .

For convenience we list several of the D„(x ):

D, (x ) =4»' —
—,',

Ds(x )=x(2x ——,
' ),

D ~ (x ) = 16x —8x + —,', ,

Ds(x ) =4x(2x —12)(4x —
—,
' ),

D6 (x ) =64x —80x +28x

Ds(x ) =256x —1793/3x + 1568/3»"

—4963x +—„
Di()(x ) = 1024x ' —3840x +6272x

—4960x + 1524x

D,2(x ) =4096x ' —22 528x ' +59 136x

—87 296x +67 056x —20440x

+ 1414477
1365

The numbers D'"' can be evaluated using symbolic
manipulation from the basic equations (Norlund, Ref.
13, p. 147)

where the coefficients D are given in terms of the
higher-order Bernoulli polynomials B„)(x) by (Norlund,
Ref. 13, p. 130)

D (N) 22' (N) (~/2)

ZT cos(25zT)= g ( —1)"82„(5')(2zT) "

SlIlZT 2n!n=0
(8)

that we are required to expand. This can be done in one
step in terms of higher-order Bernoulli polynomials (see
the Appendix), but the structure is more clearly brought
out if the parts are treated separately. In terms of ordi-
nary Bernoulli polynomials B„(x), we have, quite gen-
erally,

v

g( + i)( vf

n! dx
(x —1)(x —2) . (x —n ),

n&v,
8„(")(x)=f (t —1) (t n)dt . —

X

Alternatively, Tables 6 and 11 in Ref. 13 may be con-
sulted.

( T(»)) now follows from (5) as
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Cd+, d+, Dd+, (5)( T/2)

(d —1) //2

+ g [Cd+1 2q+(4g —1)(d —1)Cd 12 ]D2 (5)(T/2) )'

p=0

We next give some specific expressions in the confor-
mally invariant case, writing the general form in d+1
dimensions as ( T =2ir/P)

( T } (4 2) —(d+1)/2

X [A()+ A2D2(5)T + AqD4(5)T + ' ' ]

(10)

where the constants A„are

d = 3 (1/45, 0, 1/24),
d =5 (62/4725, 0, 1/60, —1/360),

d =7 (578/33 075, 0, 2/105, —1/252, 1/6720),

d =9 (2536/66 825, 0,4/105, —7/810, 1/2160,

—1/151200) .

5+4n
3+4n, n =0, 1, . . . .

As n increases, 6„ tends downward to —,'. We list a
few values:

64 =0.259 664 811, 56=0.252 459 284,

6~ 0.250 619 617 6&o 0.250 155 282

Further comments on the form of the results (10) and
(11) will be found in Sec. IV.

When there is no conical singularity, i.e., when p=2ir,
the form (10) is a factorizable polynomial in 5. In par-
ticular, for the quantity (4irr )'"+" ( Too },we have

d =3, —,'(5 ——,')

It is interesting to note that, in the conformal case, there
is no term proportional to 1/p, a result valid for any d
since, using the general form (Norlund, Ref. 13, p. 147)

n/2(„+2) ( —1)
(n+1) 2

2

(n even),

A11 these forms must be extended by periodicity if 5 lies
outside the range ——,

' to —,'. When 5= —,
' (i.e., no flux) the

d = 3 result of (11) agrees with the known expression.
For the special case when d =1, a simple scaling of

the result in Ref. 14 gives the energy density on a "cir-
cle" of angle P to be

—(T /8m)[D2(5)+ —', ] .

The coefficient Ao, which determines the large p limit,
is given by

( 1 )(d+1)/2[D(d+ 1) +(d 2
1 )D(d —1) ]

2
—d —1(4 )1/2

(d+1) d
2

( —1+ cosa) ' = ~/2R exp( ie ), (12)

6 is ~/2 on the real axis, 0 on the left-hand side of the
cut a=iy (0&y ( oo), and ir on the right-hand side. e
is also ir/2 for a=+ir+iy ( —ao (y & ao) (cf. Garnir,
Ref. 15, Fig. 1).

These results are not surprising. They can be derived
directly in terms of I functions from the original in-
tegral. The d =3 expression is plotted in Fig. 1.

For even d we return to the integral W)v in (6). Since
N is now odd, the integrand has a root branch point at
the origin and we cannot recombine I into a loop, as
was done in the odd d case. (The cut structure of the in-
tegrand in (4) is described in detail by Rubinowicz. '

)

To produce a computable expression, some technicali-
ties are necessary. First, a choice of branch has to be
made. Ours is such that ( —1+ cosa )

' is positive
imaginary on the real a axis. If R and 8 are defined by

it follows that

dCd+, 2
——(d —1)Cd

We denote by 5„ the modulus of that root of
D„(x)=0 lying between ——,

' and —,
' (e.g. , 54' ———,

' —1/
i/30). Then ( T00 } will attain its limiting value, as
P~ m, from above (below) if 5 & 5~ (5 & 5~) and will tend
to + Oc ( —~ ) as p~0 if 5 & 5d+, (5 & 5d+, ) for

-0.5 o.s

FIG. 1. The vacuum energy density E—= (4nr')("+ "/2(TOO}
in the case of no conical singularity (P=2~) as a function of
the flux parameter 6 for spatial dimension d equal to 2 and 3.
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The location of I, i.e., the value of c, that leads to a
computable expression, depends on the size of the angle
P. Two cases are distinguished: P') 2r/ and P&2m. In
the latter, there can be poles in the region —m. &a &~

I

other than the Minkowski one at &x=0 and so, to avoid
crossing problems, we choose c =/3/2. If P) 2n, the
value c=m is the most convenient one and we obtain,
after some minor manipulation,

dy cosh(T5'y ) sin[nT(5' —1)]—cosh[T(5' —l)y] sin(vrT5')

(coshy /2) cosh( Ty ) —cos(AT )

On the other hand, if P & 2~ we rearrange the integral to give

R dW~=4i2 ~/ J [cosNBsi nm5si nh(Ty5)+ sinNB cosvr5 cosh(Ty5)],
o cosh( Ty /2)

(13)

(14)

where g and e are defined by Eq. (12) with e lying between 0 and m. . Equations (13) and (14) agree in the region
around f3 =2m .

When there is no conical singularity (p=2vr), the integrals can be evaluated and we find

W& ———exp( —irrN/2)2' + / '(p —5 )
. (1 —5 )7r cot(n5)/I (2p+2),

where p =(N —1)/2.
The nonpolynomial form of this result reflects the existence of the branch point.
Our choice of branch implies that ( —1)'"+"/ = exp[in(d+ I)/2] and, since II/& is imaginary, Eq. (5) gives a real

( Too). Then, for the special value P=2m, we have the closed form, in the conformal case,

( T ) (4 2) —(I+i)/2 (4 )
i /2

5 cotvr5( —,
' —5 )

(d+1) —
t

d
2

——1 —5 (1 —5). (16)

When d=2, this result can be compared with the ex-
pression for the effective Lagrangian given in Ref. 16.

Apart from its intrinsic interest, Eq. (16) provides a
useful check of the numerical integrations necessary
when P&2vr

A plot of Eq. (16) for d =2 is given in Fig. 1. The
curves for other dimensions are very similar, differing
only in vertical scaling.

As
~

5
~

exceeds —,', the curve is extended by periodici-
ty. At the joining points there is a discontinuity in the
odd derivatives of order 3 and higher.

IV. RESULTS AND DISCUSSION

A discussion of the form of the above expressions is
now presented, always restricting the numerical evalua-
tions to the conformally invariant case, which is the
most interesting one.

We consider ( Too ) as a function of P ( =2m. /T) for
fixed values of 5 and look first at odd d. For the case
d =3 a brief discussion has been a1ready given. If d ~ 3,
the general shape of the curve is independent of d. A
typical example is given in Fig. 2(a).

Application of the fact that the roots 5„decrease as n,
the order of the Bernoulli polynomial, increases shows

that the coefficients of the derivative (with respect to T )

of the ( Too) general form, (10), are such that, if 5 lies
between 54 and 5&+,, there is only one maximum as /3

varies. If 5 lies outside this range there are no turning
points.

The physical significance of these results is problemat-
ic, but, if we assume that the system adjusts itself so as
to minimize the vacuum energy, we see that the angle P
will either increase to infinity or decrease to zero de-
pending on the value of the Aux. If 6 lies between the
above stated values, the limiting value of P depends on
which side of the maximum P starts. A more interesting
behavior occurs for even d where numerical integration
is necessary (except for P=2nn ).

Figures 2(b) and 2(c) plot the d =2 and d =4 results.
Various features can be noted. For large P, (Too) again
tends to a constant positive value. The relevant asymp-
totic expansion of (14) gives, for ( Too), an infinite power
series of terms =T "D„(5),n =0,2, 3, . . . , all with pos-
itive coeScients. Hence, if 5 & 64, the asymptotic value
is approached from below, while if 6 & 64, it is ap-
proached from above.

As P tends to zero, analysis of the integral (14) shows
that ( Too) diverges, the leading term of the asymptotic
expansion being equal to

hard ]/2 d +1
P

—d —i2d + i
( )

I/21 J [cosn5 cosh(m5 cotr) sin(1 +1)r
2 2 0

+ sinvr5sinh(~5cotr) cos(d+1)r](sinr) " dr .
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-0.05

The (lengthy) expressions for the other terms will not be
given here.

The coefficient of P ' +" in (17) vanishes for a
specific value of 6, 6~, and, when 6 equals this value,
(Too) diverges as P

If d =2 then 6z =0.269170, which is larger than 64.
While if d =4, 6z =0.254881, which is less than 64.
This explains, numerically, the diferent shapes in these
two, lowest even dimensions. For d =2, if 6 lies between
64 and 6z, there is a minimum which can be made to
occur at any value of p from + oo to —ao. If 5 is out-
side the range mentioned, ( T~ ) has no turning points.
The behavior is, thus, quite sensitive to the value of the
Aux parameter over this small range.

The same remarks that were made in the odd-d case
regarding physical significance apply here equally, al-
though there is now the possibility of an "equilibrium"
value of p which is neither zero nor infinity.

I have concentrated on the analysis in this paper and
hope to return with physical applications and also a dis-
cussion of other fields and finite temperatures in a future
paper.

5=0.269

APPENDIX

--0.1

Here we outline some mathematical points of inciden-
tal interest.

Regarding the higher-order Bernoulli polynomials
mentioned in Sec. III, Barnes' defines a multiple g func-
tion by

g„(s,n
~

cu)= iI (1 —s) e "(—z)'
2m.

(1—e ")
dz

= g (n+mro) ' ifRes)r,
m=0

(Al)

-0.0 where c0=(ni„. . . , co„) and m—:(m, , . . . , m„). Barnes
gives the rules for determining the (infinite) contour I.,
which loops around the origin.

Setting a = ——,
' gk cok+b, one easily finds

s, ——,
' gco+b

~

co +g„s, ,'+co —b—~co—

il (1—s ) coshbz( —z )'
4m. g sinh( —,'n~kz)

/c =1

GZ

FIG. 2. Vacuum energy density E as a function of cone an-
gle P for various values of the flux parameter 5 and dimension
d.

If s =1 we see essentially the same integral as in Eq.
(7) for W~. Thus, W~ is the residue of g&+,(s,a

~

ru) at
s =1 (up to a factor). Barnes evaluated this residue as
the higher-order Bernoulli polynomial ~+,S'i '. (His no-
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tation has not become the standard one. ) Either from
this result or from the standard generating function
definition of these polynomials' we have, for the
coefficient CN,

N

where the D are defined in terms of the B by

D' +"(T6
l

co)=2 8' +" +T6 co
2

and the (N+ 1)-vector co equals (1, . . . , 1, T).
Barnes also gives the value of g„(s,a

l
co) for all in-

tegral s. There are poles, when s =1, . . . , r, whose resi-
dues are higher-order Bernoulli polynomials, as might be
expected.

This g function has a number of interesting properties.
For example, it satisfies the finite difference equation

g. (s a+coi
l

co) —k. (s a
l

co)= —0r r(s, a
l

coo, . . . , co„),
where co& stands for any component of m. Iteration of
this equation yields the result

g„(s,a+co, + +co„)—g g„(s,a+co, + . +a+ +co„)

g„(s,a+coi+ + a+ + a+ +co„)— . +( —1) g g„(s,a+cok)+( —1) g, (s, a)=a
] Q ] k

In the first summation, the asterisk denotes that one of
the co's is to be omitted; in the second summation every
two different pairs of co's must be successively omitted,
and so on. It is easily shown, conversely, that this result
leads to (A 1).

Another basic result is the multiplication theorem (or
the transformation formula' ). This is a generalization
of the one for ordinary Bernoulli polynomials' which is
the one we now give since it is of relevance. In terms of
the D (x ) polynomials we have

q

Gap, vs' + Gt3»'+I ~~
g

which immediately yields (A3).
Simple examples of formula (A3) are

(A4)

E(2P, 6)=—E P, +E P,2 4 + '
4

from the expression in terms of a sum over homotopy
classes of paths given in Ref. 4) that

2x+2s+1 —m

2s=0 Pl
(A2)

which can be used to check the numerical results, and
the "zero" sum rule,

From (10) this leads to a "sum rule" for ( Tpp) for odd
d. It is convenient to write E(p, 6)=(Tpp). Then,
changing the notation slightly,

E 2' p+1 =0

p 6)
1 y E p

26 +2p + 1

g ) 2g
qEZ . (A3)

In fact this equation is true for even d as well, the real
reason being more fundamental than (A2).

It is easily shown from the contour integral (4) (or

Also, since the E(2', 6) are known in closed form, we
can find similar such forms when P is any integral multi-
ple of 2n. Other applications of (A3) and (A4) will not
be presented here.

Some considerations relevant to Eq. (A4) have been
given by A. Y. Shiekh (Ph. D. thesis, Imperial College
London, 1986 and Ref. 18).
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