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We examine the situation where the perturbatively calculated effective potential develops an
imaginary part. We show that his imaginary part has a natural interpretation as a decay rate per
unit volume of a well-defined state and that it agrees quantitatively with an independent calcula-
tion of this rate. We examine in some detail the nature of this decay process.

I. INTRODUCTION

The effective potential, V.4, has been found to be a
useful tool for investigating spontaneous symmetry
breaking and other properties of quantum field theories.
However, in certain theories one encounters the
difficulty that perturbative calculations suggest that Vg
becomes complex for some values of the fields, in con-
tradiction with naive expectation and formal proofs. In
this paper we show that this does not signal an utter
breakdown of the calculational method, but is instead in-
dicative of a physical instability, whose nature we inves-
tigate. It will be seen that the imaginary part of the per-
turbatively calculated V.4 has a natural interpretation as
the decay rate per unit volume corresponding to this
process and that it agrees quantitatively with an in-
dependent calculation of this rate.

Formally, V.4 is defined in terms of a Legendre trans-
formation of W(J), the generating functional of connect-
ed Green’s functions. It can then be shown that V g(¢,.)
is the expectation value of the energy density in that
state | W) which minimizes (W | H | W) subject to the
condition that (¥ |¢(x) | ¥)=¢.. From this it immedi-
ately follows that V g(¢.) must be real. It can also be
shown that V.; must be everywhere convex. >

In practice the effective potential must usually be cal-
culated perturbatively. The results of the one-loop ap-
proximation to V. are well known.’ For the simplest
case, the theory of a single scalar field with Lagrangian

L= [dx[L3,67—V()], (1.1)
the one-loop approximation is
V1 toop = V() + 641 (VO P IV +P(),  (12)
. T

where P(¢) is a polynomial whose coefficients are fixed
by the renormalization conditions.

If V''(¢) <0 for some range of ¢ (as will be the case in
any theory with tree-level spontaneous symmetry break-
ing), the logarithm in Eq. (1.2) will cause V' ,,, to be
complex; this is the difficulty we wish to resolve.* A not
unrelated difficulty, which we will discuss first, is that in
this same range of ¢ the perturbatively calculated
effective potential is nonconvex, although Vg should not
be so. It is widely understood that the resolution of this
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latter difficulty lies in the recognition that the perturba-
tive calculation, although not being everywhere a good
approximation to Vg, is an approximation to a closely
related and physically meaningful quantity. [It is possi-
ble to modify the standard perturbative calculation so as
to approximate the true, everywhere convex, Vg (Refs.
5-13).]

The essential features can be understood at the classi-
cal level, if we take the classical analog of (W |é(x)|¥)
to be the spatial average of ¢, §. A classical effective po-
tential ¥, could then be defined as the minimum value of
the energy density among all states with a given value of
#. Now consider a theory with a potential V(¢), such as
the one shown in Fig. 1, which has two equal minima at
¢=+t0. If || >0, the energy density is minimized by
a static homogeneous configuration with ¢(x)=¢ every-
where, and V, is identical to ¥(¢). On the other hand,
when |¢| <o, the energy is minimized by an inhomo-
geneous mixed state in which ¢(x)=o0 in a fraction
f=(d+0)/(20) of space and ¢(x)= —o elsewhere. In
the infinite-volume limit the surface energy at the bound-
ary between the two regions can be neglected, and the
energy density is equal to V(o )=V(—o). V.(¢) is thus
flat in the region between the two minima. [In the gen-
eral case with V''(¢) <0, V, would be given in the corre-

-o _¢1 ¢1 o ¢
|
FIG. 1. A potential of the type considered here. V(¢) has
two equal minima at ¢==to. V'"(¢)<0 in the region

—dr1 <<
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sponding region by a straight line which could be ob-
tained by Maxwell’s construction.] Of course, if we were
interested only in homogeneous states and did not want
to consider mixed phase states, V. would not be relevant
when |¢| <o; in this region, as elsewhere, the
minimum energy density for a homogeneous state would
be given by V(¢).

In the quantum theory the behavior of V.4 in the re-
gion between the two minima is quite similar. The main
difference from the classical case is that the state which
minimizes the energy density is not a spatially inhomo-
geneous mixture of two phases but rather a quantum su-
perposition of two vacuum states. Just as in the classical
theory, the effective potential is not particularly useful in
this region if one is interested in ‘“homogeneous” states
in which the field is concentrated about a single value.
(One might imagine obtaining such states by starting
with one of the vacua and then gradually shifting the ex-
pectation value of ¢ by applying some external source.)
For such states V(¢) is not quite the appropriate quanti-
ty either. Even when |¢ | >0, the zero-point energies
of the quantum fluctuations cause V. to differ from
V(¢). To describe the homogeneous states when
|#| <o, one would want a modified effective potential
which would take into account these zero-point fluctua-
tions. This might be defined to be the expectation value
of the energy density in that state | ¥) which minimizes
(W|H |W¥) subject to the condition that
(W | ¢(x)| ¥)=6¢, and subject to the further restriction
that the wave functional for |¥) be concentrated on
configurations with ¢(x)=~¢,.. (Note that this is more
restrictive than simply requiring that the state be formed
by applying local fields to a single vacuum state, rather
than a linear combination of vacua.) To leading order,
this would differ from V(¢.) by the sum of the zero-
point energies of the quantum fluctuations of the field
about ¢. and would thus agree with the perturbative
Vi 100p in the region where the latter is real.

While this shows that the real part of the nonconvex
perturbative effective potential can be physically mean-
ingful, we must still account for the imaginary part. The
key to this is to recognize that, because the restriction to
configurations with ¢(x)=¢. does not commute with the
Hamiltonian, the states described above are unstable for
|¢. | <o. These unstable states will have decay rates
which, in the usual fashion, can be interpreted as imagi-
nary contributions to the energy.

This suggests the idea of using the state |W¥) de-
scribed above to define a function V(¢,) whose real part
is the expectation value of the energy density and whose
imaginary part is half the decay rate per unit volume.
Our claim is that it is just such a function which the per-
turbative calculation is approximating. Indeed, it seems
likely that this function is in fact the analytic continua-
tion of V.5(¢) to the region | ¢ | <o (Ref. 14). (For oth-
er variations on the effective potential with similarities
to our 7, see Refs. 15—18.)

This definition is still somewhat vague, since we have
not yet defined precisely what we mean by the require-
ment that the wave functional be concentrated on
configurations with ¢(x)=¢.. We will address this ques-
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tion in Sec. IT and show that there is a physically reason-
able statement of this requirement which leads to a V
which agrees with the perturbative results. In Sec. III
we use the results of the preceding section to analyze the
nature of the instability. We contrast the case
V"(é.) <0, for which the instability is seen perturbative-
ly, and the case V''(¢.)>0, but | ¢.| <o, in which the
decay is by nonperturbative processes. We then make
some concluding remarks. The evaluation of some in-
tegrals is discussed in the Appendix.

II. NORMAL-MODE ANALYSIS AND
CALCULATION OF THE DECAY RATE

In Sec. I a modified effective potential V(¢,) was
defined in terms of the state which minimized
(W|H |¥) subject to the requirements that
(W |¢(x)| ¥)=¢, and that the wave functional be con-
centrated on configurations with ¢(x)=~¢.. In this sec-
tion we will make this definition more precise by devel-
oping a more detailed statement of this last requirement.
Two opposing considerations must be taken into ac-
count. On the one hand, we want to approximate the
classical homogeneous state, in which ¢(x) is fixed pre-
cisely. On the other, the uncertainty principle tells us
that the more precisely we fix the coordinates the greater
will be the uncertainty in the conjugate momenta. Fix-
ing the coordinates too narrowly will thus lead to a state
with large values of these momenta. This will both raise
the energy and increase the rate at which the wave func-
tion spreads. We will see that a reasonable compromise
between these two leads to a ¥ which agrees with the
perturbative calculation of the effective potential.

We consider a theory with a real scalar field and a La-
grangian given by Eq. (1.1). The potential V(¢) is as-
sumed to have the form shown in Fig. 1. We work with
a finite volume (, with the field satisfying periodic
boundary conditions; the limit 1 — « is understood to
be taken at the end. The field ¢ may be decomposed as

d(x)=do+d(x) , (2.1)
where
1
Ozﬁfd%c b(x) . (2.2)

This implies that the integral of ¢(x) over all space van-
ishes, so that when Eq. (2.1) is substituted into Eq. (1.1)
there are no terms linear in ¢(x), and one obtains

L=0[1d>— V(¢ 1+ [d x[1(3,8 —1V"($0)$>
_%V'll(¢o)$3+ e . ] .
(2.3)

For translationally invariant states (W |¢(x)|W¥)
=(W |¢y|¥), so for any form of the effective potential
the defining state will satisfy (W |¢y|W¥)=¢.. For
V(¢.) there is a further requirement that the wave func-
tional be concentrated on configurations with ¢(x) near
¢.; this clearly should be interpreted to mean
configurations with ¢, near ¢.. In fact, Eq. (2.3) implies
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that the momentum conjugate to ¢y is Qdo, so that in
the infinite-volume limit ¢, can be treated as a classical
variable; i.e., there are states of finite energy density in
which ¢, is fixed precisely. We therefore require that
the wave functional be of the form W[¢yd(x)]
=8(do—¢.)W[H(x)]. (By contrast, the states which
define the exact effective potential in its flat region be-
tween the two minima of ¥V (¢) will have wave function-
als of the form a,8(do—0)V, [d(x)]+a_58(s
+o)V_[d(x)].)

The remaining variables, which make up ¢(x), cannot
be fixed precisely in the quantum theory without leading
to infinite energy. Instead, we can only require that ¢(x)
be, by some reasonable definition, small. At the least,
such a definition should imply that, for sufficiently weak
coupling, the terms in the Lagrangian which are of cubic
or higher order in ¢(x) can be treated as small perturba-
tions. To lowest order, (¢, ) is then determined by the
quadratic Hamiltonian

Haua =V (do)+ [d*x[ 162+ LVEP+LV"(60)87] .
(2.4)

We now expand $(x) as

$(x)=‘1:2(¢klsink-x+¢k ycosk-x) . (2.5)
Vv2Q < ’ '

[The sum is over all k, but with the understanding that
é_y;=(—1)¢,;.] The Hamiltonian then takes the form

2
Haaa=QV(90)+1 3 3 1oy +oi’dy;’) . (2.6

k j=1

where the first factor of 1 cancels the double counting of
modes from including both k and —k in the sum and

ol=K>+V"($.) . 2.7

When V"'(¢.) >0, the wy are all real and H y;,q is a sum
of harmonic-oscillator Hamiltonians. For the eigenstates
of the harmonic oscillator, the lower the energy the
more concentrated at the origin is the wave function.
Consequently, many different formulations of our restric-
tion on the wave functional will lead to the same
minimum-energy state. Only if the field is required to be
peaked more narrowly than in the oscillator ground state
will a different result by obtained; such a requirement
will give a rapidly spreading state of higher energy. As-
suming that this is not the case, the desired state |W¥)
will be the ground state of Hg,,q. The lowest-order ap-
proximation to V(¢,.) will be its energy density

E quad

_ 1g,
o =V S

1
2m)?

=V(p.)+ J& K+ V6177, (2.9)
where the second equality holds in the infinite-volume
limit. (The integral on the right-hand side is actually

divergent. The divergent part can be written as a poly-
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nomial in ¢, and is canceled by the counterterms of the
theory.)

In fact, Eq. (2.8) is in agreement with the perturbative
calculation. This can be most easily seen by
differentiating with respect to ¢, the integral expressions
for the two quantities; if the results are the same, the
two potentials differ by at most a physically uninterest-
ing constant. In fact, only the corrections to V(¢) need
be compared; since ¢, enters these only through V"', it is
simplest to take derivatives with respect to the latter
quantity. The one-loop corrections contained in Eq.
(1.2) are obtained from the integral

—i 1

I - 3 2 2_ 1"
(6e)="— s [ dk dkof In[ko*—K—V"(6,)]1] .
(2.9)
Differentiating this gives
dl(¢.) i 1 1
=— d>*k dk
dv'’ " 4r (2x) J Okl —K2—V"(d,)
= &K1 210

(27)}

which is the same as the derivative of the integral in Eq.
(2.8).

Things become more interesting when ¥V'(¢.)<0.
The modes with k> | ¥ | remain harmonic oscillators
and presumably contribute to ¥ as before. However, the
long-wavelength modes, with k?>< | V" |, now have
imaginary frequencies. These can be considered upside-
down harmonic oscillators with Hamiltonians of the
form

A=14*—1n%*. @2.11)
In contrast with the standard harmonic oscillator, there
is no lower bound on the energy.19 However, for
defining ¥ we are interested only in states which are con-
centrated about small values of ¢, so we need only con-
sider those states of the upside-down oscillator whose
wave functions are concentrated about small values of g.
When restricted to these states, H does have a lower
bound; we will see that this bound is rather sensitive to
the precise form of the constraint which we put on the
state.

No matter what the exact form of the constraint, it
cannot be maintained indefinitely. To be explicit, con-
sider imposing the requirement

(¥]g*|¥) <an™'.

If a S 1, uncertainty principle arguments show that the
conjugate momentum must be large and that the wave
function will rapidly spread; this is just as in the case of
the normal oscillator. The wave function will also
spread if a R 1, but in this case the spreading reflects the
fact that a classical particle would roll, with an exponen-
tially growing speed, down such a potential. (A detailed
analysis of the correspondence between the classical and
quantum upside-down oscillators has been given by
Guth and Pi.%0)

(2.12)
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The state | ) which minimizes the energy subject to
this constraint can be found by using Lagrange multi-
pliers. To do this we first require that (¢ |¢¥)=1 and
(¢|q*|¢¥)=an~'. Minimizing H subject to these two
constraints gives

(A 4+’ [¥) =Am | ¥) . (2.13)

(Note that factors of 1 have been extracted in order to
make the Lagrange multipliers A; dimensionless.) Solu-
tions to this exist if A; > 1; they are the states of the har-
monic oscillator with frequency

@2=(A—1)n%. (2.14)
For the state with quantum number n,
A=VA—1ln+1) (2.15)
and
1
(Wlg* | P)=tn+1)—""ps—. (2.16)
vigT|y D 1)y
Setting the latter quantity equal to an~! gives
AM=1+(n+1)Ya™? 2.17)
and hence
_
in2 1/4 |
(g,0)= | 132 e
via 27 [cos(¢p—int)]'/?
where
= t — 2.22
¢ = arctan y ( )

The overlap of the state at time ¢ with the initial state
is given by

P()= | ((0) | (1)) | ?

. —12
= |14 Sinhi) (2.23)
sin“(2¢)
At large ¢t this behaves as
P(t)~2sin2¢e ~ 7" . (2.24)

Extracting a decay rate from the exponent gives f‘:n,
no matter what the choice for a.

Another measure of the spreading of the state is the
growth in time of (¥ |g?|4¢). Using Eq. (2.21), one ob-
tains

2 1 cos2¢ + cosh2nt
(Y1) | q W}(t))_ka sin26

inh2
—($(0) | g2 | $(0)) + SR
W) sin2¢

(2.25)

2
Xp »ﬂg—tan(d)—im‘) ,
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(n+14)?

a

(Y| H | ¥)=(A—Lha)m=1y —a (2.18)

To get the minimum energy, we set n=0. So far, we
have required (¥ |q*|¢)=an~', although we only
want to impose the inequality {(¢|¢?|¢¥) <an~'. How-
ever, since the right-hand side of Eq. (2.18) is a mono-
tonically decreasing function of a, the energy is mini-
mized when the equality is saturated. Thus, the desired

state is the one with

<¢\ﬁ|¢>=—} 51;—20 (2.19)
and
1/4
Wg)=(q |¥)= Z?F e 9 /4a (2.20)

As has been noted, these states will not be stationary for
any value of a. Their “decay rate” can be extracted
from the time development of a state whose wave func-
tion is given by Eq. (2.20) at t=0. The time develop-
ment of such states was found in Ref. 20. Adapting the
results of that paper to our notation we have

(2.21)

Thus, (¢ |g?|¢) grows exponentially with time at large
t.

Returning to field theory, we can now sum the ener-
gies in each of the modes to obtain the real part of V.
There is a contribution of Jwy from each of the modes
with real frequencies; referring to Eq. (2.10), we see that
the sum of these exactly reproduces the real part of the
one-loop effective potential. The contribution from the
imaginary-frequency modes depends on the precise form
of the constraint. If Eq. (2.12) is imposed, then Eq.
(2.19) leads to

RCV((bC )= ReVl loop(¢c )

1 3, Mk
d’k—
+ (27)? f 4

1
— =2
2ak 9k

xX0(| V"' (d.)| —k?), (2.26)

where ny= | wy | and the two modes with wave number
k are assumed to satisfy a constraint of the form of Eq.
(2.12) with a =ay.

Agreement between the real parts of ¥ and V), loop 18
obtained by choosing the constraint corresponding to the
choice a =1 (i.e., ¢ =m/4) for each of the upside-down
oscillator modes. Equations (2.24) and (2.25) show that

at all times this choice both maximizes the overlap with
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the initial state and minimizes the width (relative to the
initial width) of the wave function, so one might ( in re-
trospect) even argue that this was the most natural
choice of constraint.

The wave functional W[@(x),?] is the product of the
wave functions for each of the modes. Since the modes
with real frequencies are in stationary states, the overlap
of the wave functional at time ¢ with that at t=0 is
determined by the corresponding overlaps for the
imaginary-frequency modes. At large ¢ this will fall as
e ', where the decay rate I' is the sum of the decay
rates of the individual modes; i.e., the sum of the 1, over
all the unstable modes. The imaginary part of ¥V is
1T /Q; in the infinite-volume limit this becomes

= 1
ImV ()= A3k | V(¢ | —k*]V?
mP(¢e)= 5 [k V(80| ~K']
X0(| V") | —k?)
1 . 2
=V @ )T 2.27)

Comparing with Eq. (1.2), we see that this is indeed
equal to the imaginary part of V' ,,,. Note that this re-
sult is independent of the choice of the a.

III. NATURE OF THE DECAY PROCESS

It has been shown that the imaginary part of the one-
loop approximation to the effective potential has a natu-
ral interpretation as half the decay rate perturbative unit
volume of a particular quantum state. In this section we
examine in more detail the nature of the decay process.

Before doing so, let us consider briefly the reality
properties of ¥(¢) in that part of the region between the
minima of V(¢) where V''(¢)>0; for the potential of
Fig. 1, this is the region ¢, < |¢ | <o. It was argued in
Sec. I that V(¢) should have an imaginary part for
| ¢ | <o, since the state which defines it is not a station-
ary state. However, the perturbative Vo, of Eq. (1.2)
is real when V"' (¢)>0. The reason for this is that once
¢ has been fixed the static homogeneous configuration
¢(x)=¢, is classically stable; i.e., any small fluctuation
which varies ¢(x) but leaves ¢, unchanged necessarily
increases the potential energy. [It is important to
remember that the potential energy includes the contri-
bution of the gradient terms in the Hamiltonian as well
as those of V(¢).] There are configurations with the
same value of ¢, and lower potential energy, but these
are separated from the homogeneous configuration by a
potential-energy barrier. The field can tunnel through
this barrier to form ‘“bubbles” where ¢(x)==o, but
since this is a nonperturbative process it does not result
in an imaginary part for the perturbative effective poten-
tial. The tunneling rate can be calculated by methods of
the sort used to study the decay of a metastable vacu-
um,”! and will give ¥ an exponentially small imaginary
part proportional to e ~%, where S is the action of the ap-
propriate ‘““bounce” solution.

We now return to the perturbative instability which
occurs when V"'(¢)<0. One’s first thought may be to
attribute this to a uniform “rolling” of the field down
the potential V(¢), but this cannot be so, since our un-
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derstanding of V| |,op, and indeed the definition of V, are
based on holding the spatial average of the field fixed.
The instability is due to the growth of the long-
wavelength components of @(x) for which w.2=k?
+ V" <0. We should therefore expect it to be manifest-
ed as a breakup of the original homogeneous
configuration into many uncorrelated domains. Within a
domain the field would be correlated, and &(x), the devi-
ation from ¢., would be increasing with time; these devi-
ations would vary randomly from positive to negative
from one domain to the next. These domains would be
expected to have size at least as great as
v = | V' =172 the minimum wavelength for an unsta-
ble mode.

This intuitive, somewhat classical, picture can be
given a more precise quantum-mechanical meaning by
analyzing two quantities. The first is the correlation
function

F(r,t)=(W(1)| ¢(x)$(x4T1) | (1)) . (3.1

For r=|r| Sv ! the two fields are very likely to be in
the same domain and so should be correlated in sign;
F(r,t) then measures the increase in their magnitude.
Since the individual unstable modes are growing ex-
ponentially [see Eq. (2.25)], we expect the overall growth
of the field to be also exponential, with the rate set by
the characteristic scale v, so that F(r,t)~e?*. On the
other hand, the sign of the fields will be uncorrelated for
large r and so F(r,t) should not display this growth
when 7 >>v 1
The second quantity,

G(L)=(W(1) | $ 2(x)| W(1)) (3.2)
involves the smeared field

- 1 ~ 2 012

(X)=——7577 J d’y dlyle " x—¥"/% (3.3)

¢l (277_)3/213 f )"15 y
which averages~$(x) over a region of volume ~I°.
When [ Sv 1, ¢(x) will be correlated over the entire
smearing region and so we expect G (I,t)~e*". In con-

trast, when / is much greater than the domain size &, the
smearing averages ¢(x) over N ~(1/£)° domains. These
will tend to cancel, with G (/,¢) being a measure of the
fluctuations. We thus expect G (I,¢)~ (& /1)%e %",

F(r,t) can be calculated by substituting the expansion
of Eq. (2.5) into Eq. (3.1). Because |¥) is a product of
harmonic-oscillator ground states for each of the real-
frequency modes and states of the form of Eq. (2.21) for
the imaginary-frequency modes, (V| byjdj | W) van-
ishes unless j =j' and either k=k’ or k= —k’, in which
case it is given by

(W[ ¢y, 2 | W) =(— 1 ¥ | dy;d_y,; | ¥)
=g (k)
1 2
3 2C()k’ Wy 207
;cosh2|wklt, 02 <0,
2 oy |

(3.4)



36 UNDERSTANDING COMPLEX PERTURBATIVE EFFECTIVE. ..

where the result for the unstable modes is obtained from
Eq. (2.25) with ¢ =arctan(1/2a)=m/4. This gives

F(r,t)=— 3 g(k)cosk-r (3.5)
Q k

which in the infinite-volume limit becomes

Flrnn=—3 [ d%k g(k)cosk-r . (3.6)
It is convenient to write this as

F(r,t)=F (r)+F,(r,t), (3.7)
where

F, = —8LWN,(W) (3.8)

is the contribution from the real-frequency modes with
k >v and

Ii(w(4t2—r)V?), r<2t,

2 2\1/2
8mr(4t°—r*) (3.9)

v
8m(r2—ar?)!”?

Z(ryt):

Jiw(rt—4tHV?), r>2t

is due to the unstable modes with k <v. (The evaluation
of these integrals is described in the Appendix.)

At t =0, F displays the typical behavior of field-theory
correlation functions, including the usual short-distance
divergence. At large time (1 v ~!), the asymptotic be-
havior of the Bessel functions leads to

172
v 2ut
—_— e’ r<<2t,
1024733
F(rt)= 12 (3.10)
sinrv, r>>2t .
1673

As expected, F(r,t) grows exponentially with time at
small distances, but shows no growth for large values of
r.

Similarly, Egs. (2.5), (3.2), and (3.3) lead to
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G(L,H)= [d*k glkre 1" . (3.11)

)}
It is again convenient to write this as the sum of two
terms: one from the modes with k >v and one from
those with k <v. The former is

Gi()=—2—e """ 2[Ko(30U?)+ K, (1021))] .

(3.12)
16

Although the latter integral cannot be evaluated explicit-
ly for all values of ¢, expressions valid at large and small

times can be obtained (see the Appendix). At t=0 we
. have
p?
G,(1,0)= 16 LA (LAY T (LoUD)] . (3.13)
For t >>v !,
v -
G,(,t)= 327T3/2e2”’(12v2+tv) 32 (3.14)

This has the exponential growth predicted above. As ex-
pected, the dependence on the smearing size is weak for
small values of /, but at large values G (/,t) is propor-
tional to I~

To sum up, we have shown that the perturbatively cal-
culated effective potential can be a physically meaningful
quantity even in those situations where it becomes com-
plex. It describes a well-defined, although unstable, spa-
tially homogeneous quantum state. On times scales
which are short relative to the decay rate this state will
remain homogeneous, and ¥(¢) can be reliably used in
studying its evolution.
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APPENDIX

In this appendix we describe the evaluation of the in-
tegrals in Egs. (3.6) and (3.11). We begin with the ex-
pression for F(r,t), Eq. (3.6). After doing the angular
integrations, this becomes

1 d
F(r,t)= 2 o ‘fdk g(k)coskr} s (A1)
where g (k) is given by Eq. (3.4). The contribution from the real-frequency modes is
© kr —1 d ©
F cos [
(r)= 477_ r dr fv NNV =2 dr fo dx cos(rv coshx ) (A2)

where the second equality is obtained by using the change of variables k =v coshx. The second integral is simply

—+mNo(vr), which leads immediately to Eq. (3.8).
The contribution from the unstable modes is

f Y Ik coskr

__COSkr 2
o 02—k 2)i2 cosh[2z(v

kl)]/z] ] .
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By making the substitution k =v sinf we obtain

Fy(r,t)= *,1 a4 Wzd@ cos(rv sin@) cosh(2tv cosO) ] = -1 4 [ ZﬁdG g Irv sinf—21 cosf l . (A4)
47 dr | Yo 1672 dr | 7o
If » > 2t we define B=arcsinh[2¢ /(r?—4¢2)!/2]. Equation (A4) can then be rewritten as
—1 d 27 L2 2,172 . —1 d 2 2,172
F )= adll [ do iv(r=—4r°) " “sin(0+iB) | _ e de w(r<—4r<)"/“sinf , AS
2(r0) 16m%r dr 1 Yo ¢ 167%r dr fc ¢ (A3

where the contour C runs parallel to the real axis from i3 to 2m+if3. By using the periodicity of the integrand and
the fact that it is an entire function, it is easy to show that the contour can be replaced by any parallel contour. In
particular, it can be replaced by a contour along the real axis from O to 2w, in which case the integral reduces to a
standard representation for the Bessel function J[(r2—4¢2)!'/2]. This leads to the expression given in Eq. (3.9). The
case r < 2t can be done by similar methods, or else simply by analytic continuation.
G (1,t) is given by Eq. (3.11). After performing the angular integration, one obtains the expression
1 P k2 k22

G1(l)=;:r—2~ fu dkme (A6)
for the contribution of the real-frequency modes.
rewritten as

By making the change of variables k =v cosh(y /2) this can be

UZ

G()=
! 1672

e v fow dy(1+ coshy )e — (071 coshy1/2 (A7)

Recognizing the integral representations for the Bessel functions K, and K, we obtain Eq. (3.12).
The contribution from the unstable modes is

2
Gz(l,t):zl_z fovdk—z—kkT)I/Z—Esz]zcosh[zt(vz—kz)l/z] . (A8)
T " —

The substitution k =v sin(¢ /2) converts this to
2

G,(L,t)=
g 1672

e V2 fo”d¢(1— cosd e V17058172 cosh 2vr cos(d/2)] (A9)

For t =0 the integral is a sum of two Bessel functions and we obtain Eq. (3.13). Although the integral cannot be eval-
uated explicitly when 7540, an approximate expression valid when ¢ is large can be obtained. To do this, we note that
for tv >>1 the integral is dominated by the region ¢ =0. We therefore make little error if we replace the upper limit

of the integration by « and expand the integrand about ¢ =0. This gives

2
v £ 2,2 2
G,(Lt)~——=e?" db dle — w1 +v0d /4
(LD~ e fo b de

which can be evaluated exactly to give Eq. (3.14).
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