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The results of a comprehensive analysis of existing data on the weak neutral current and the W
and Z masses are presented. The principal results are the following. (a) There is no evidence for
any deviation from the standard model. (b) A global fit to all data yields
sin 0~ = 1 —Mgr /Mz =0.230+0.0048, where this error and all others given here include full sta-

tistical, systematic, and theoretical uncertainties (computed assuming three fermion families,

m, & 100 GeV, and MH & 1 TeV). (c) Allowing p=M~ /(Mz cos'0~) as well as sin'0~ to vary
one obtains sin 0~ =0.229+0.0064 and p =0.998+0.0086. This implies 90%%uo-confidence-level

(C.L.) upper limits of 0.047 and 0.081 for the vacuum expectation values (relative to those of Higgs
doublets) for Higgs triplets with weak hypercharge of 0 and +1, respectively. (d) The parameter
6~=dr —hs (1—Ar)/sin'0, which is a measure of the radiative corrections relating deep-
inelastic neutrino scattering, the 8' and Z masses, and muon decay, is determined to be
0. 112+0.037. This is consistent with the value 5~ ——0. 106 expected for m, =45 GeV and

MH ——100 GeV and establishes the existence of radiative corrections at the 3o. level. (e) The radia-
tive corrections are sensitive to isospin breaking associated with a large m, . Assuming no devia-

tion from the standard model, consistency of the various reactions requires m«180 GeV at 90%%uo

C.L. for M& & 100 GeV, with a slightly weaker limit for larger MH. Similar results hold for the
mass splittings between fourth-generation quarks or leptons. (f) Most of the parameters in model-

independent fits to vq, ve, eq, and e+e processes are now determined uniquely and precisely. (g)
Limits are given on the masses and mixing angles of additional Z bosons expected in popular mod-
els. For theoretically expected coupling constants one finds that the neutral-current constraints
are usually more stringent than the direct-production limits from the CERN SppS collider, but
nevertheless masses as low as 120—300 GeV are typically allowed. (h) The implications of these
results for grand unification are discussed. sin 0~ is )2. 5 standard deviations above the predic-
tion of minimal SU(5) and similar models for all m, . It is closer to the prediction of simple super-
symmetric grand unified theories but is still somewhat low. (i) The dominant theoretical uncer-
tainty (the charm-quark threshold in deep-inelastic charged-current scattering) is considered in

some detail.

I. INTRODUCTION

The weak neutral current and the 8' and Z masses
have been major quantitative tests of the standard
SU(2)XU(l) electroweak model, ' the predictions of

which have been verified for a variety of probes and re-
actions at momentum scales ranging roughly from 1

MeV to 100 GeV.
Recently, many new high-precision experiments in

deep-inelastic scattering from isoscalar and nonisoscalar
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targets, vp elastic scattering, ve scattering, atomic parity
violation, e+e annihilation, and the W and Z masses
have been completed. As we await a new generation of
even more precise experiments, mainly at e+e, ep, and
hadron colliders, it is worthwhile to make a systematic
and critical study of existing results. ' Our motiva-
tions for this study are to test the standard model at the
level of radiative corrections, to extract as accurate a
value of sin 0~ as possible for comparison with grand
unified theories, supersymmetry, etc. , and to search for
indications of (or set limits on) such new physics as addi-
tional Z bosons, heavy fermions, or nonstandard Higgs
representations.

We have attempted to incorporate all published data
on v-hadron, ve, eN, pN, and e+e reactions, atomic
parity violation, and the W and Z masses, with the ex-
ception of those for which, in our opinion, either experi-
mental uncertainties or difticulties in the theoretical in-
terpretation preclude useful or reliable quantitative con-
straints. The data are summarized in Tables I—XI along
with the predictions of the standard model for
sin 0~ ——0.230. We have also tried to use the best avail-
able theoretical expressions, to make realistic estimates
of theoretical uncertainties, and to ensure that similar
experiments are treated as uniformly as possible. Elec-
troweak radiative corrections are included' ' except
where their effects are negligible compared to the experi-
mental uncertainties. Statistical, systematic, and theoret-
ical' uncertainties are generally combined in quadra-
ture, except in a few cases for which it is useful to
display the theoretical uncertainties separately, and all
available error correlations are included. Fits to the
data were carried out using the computer program
MINUIT (Ref. 16). In this paper we present the major re-
sults. Fuller details of the experiments, theoretical ex-
pressions, radiative corrections, and error analysis will
be presented elsewhere. '

eL ( u ) =p ~~ ( T~
—

s K~N Sill 0 Iv + A,„)
EL (d) =p~N ( —

&
+

&
K~N sin 0w+ ~dL )

eR ( u ) =p N ( —
—,'K N Sill 0lv+A„)

where

GL'= ——v„y"(1+y s )v„J„'
2

(4)

=ey„(gv+g~ys)e
( —)

(for v, e the charged-current contribution must be in-
cluded). In the standard model

gv Pm ( T~+2K~e sin 0lv )~ gg =P~e( —
I ) (6)

where K, =0.9897 and p, =1.0054. The most precise
measurements involve the ratio o, /o. , in which p,ve ve
cancels.

The effective parity-violating interaction between elec-
trons and quarks is

GFL' = g— (C„ey„yseq;y"q;+C2;ey„eq;y"ysq;) .v'2

eR(d)=p N(T~K N Sill 0lv+A. d )

where' p & ——1.00074, K z ——0.9902, A,„=—0.0031,
———0.0026, and A,„=—,

'
A,d ——3.5 X 10 are radi-

ative-correction parameters. (The central values of all
radiative corrections are calculated for sin 0~ ——0.23,
m, =45 GeV, and M~ ——100 GeV, where m, and MH are
the masses of the top quark and Higgs boson, respective-
ly. )

( —)

Similarly, the interaction between v
&

and electrons is
described by

II. NOTATION AND THEORETICAL EXPRESSIONS In SU(2) &&U(1) one has

The effective Lagrangian for low-energy neutral-
current interactions between massless left-handed neutri-
nos and quarks is

CI„—p ( ——+ —K
q

sin 0lv)

C, d ——p,
'

( —,
' ——', K,

'
sm 0lv ),

C2„———C,„=p«( —
—,'+2K«sin'0lv),

(8)

.H GF-L= —vy"(—I+ys)vJ5 p

where

J„=g [eL(i)q y„(1+ys)q +&II(i)q;y„(l —ys)q ]

= gq y„(gv+g~ys)q (2)

where negligibly small constants have been neglected.
For atomic parity violation, p,'q ——0.9793 and
Kpq 0.9948. For the SLAC polarized-electron experi-
ment Peq 0 970& Keq 0 993& Peq 0 993& and Keq 1 03
after incorporating additional QED corrections.

The total cross section (relative to pure QED) and
forward-backward asymmetry for e+e ~ll, l =p or ~,
are given in the standard model by

R(( ——F), A(( ——3Fq /4F ),
where gv „=—eL(i)+eII (i). In (1) we have assumed iden-
tical couplings for all neutrino flavors and neglected pos-
sible S,P, T interactions. We will assume family in-
dependence of the quark couplings: eL ~(u)=eL lI(c),
etc. In the standard model,

where

F I
= 1 —2+h vv cos5~ + (h vv+ h „„)g

F2 ———2ghzz cos5z+4X hzzhzz .
(10)
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In (10),b'av=(gi
) =( —

—,'+2sin Oii )

h„z ——(ga ) =( ——,')

Mzrz
tan6~ ——

z' —s
'

GF(1 —Ao) sMz'

2&2ira [(mz —s) +mz I z ]

(12)

where &s is the c.m. energy. Do=0.0713 represents ap-
proximately the remaining radiative corrections' in
current experiments after pure QED corrections have
been subtracted from the data. At the energies of the
SLAC and DESY e+e storage rings PEP and PETRA,

is insensitive to sin 0~. The major sin 0~ con-
straint is from the weak-electromagnetic interference (X)
term in R~~, which would be important for sin 0~ much
different from —,'. In fact, for sin 0~ near 0.23 the pure
weak (X ) term in F, is numerically larger than the
weak-electromagnetic interference term.

Finally, the 8' and Z masses are predicted to be

Ao Mw
M =, , M

sing ~( 1 —b, r )
' ~ cosO ii

(13)

where Ao ——(iral&26F )'~ =37.281 GeV.
The radiative-correction parameter hr is predicted to

be 0.0713+0.0013 for m, =45 GeV, M& ——100 GeV. As
is apparent from (13) the renormalized weak angle is
defined ' as sin 0~ =—1 —M ~ /Mz in the standard mod-
el.

III. DATA

The results of 13 high-energy experiments' on
( —)

deep-inelastic v „scattering from approximately isoscal-
ar targets are listed in Table I. The analysis is dominat-
ed by four recent high-precision experiments at CERN
(CDHS, CHARM) and Fermilab (CCFRR, FMM), but
the stability of the central values of R, and R over
many years is also displayed in Table I.

The CDHS and CHARM groups have avoided a num-
ber of theoretical uncertainties by using a formalism in
which many details of the hadronic structure functions
are absorbed into the empirical value of r =o. z/o. &.
They find sin Oii ——0.225+0.007 (CDHS) and
0.236+0.007 (CHARM) for m, = 1.5+0.3 GeV (Ref.
34), where we have combined statistical and systematic
uncertainties in quadrature. This formalism is easily
generalized to other electroweak models (which are
needed for our analysis), but unfortunately the necessary
r values are not available for many of the deep-inelastic
experiments. We therefore use instead a QCD-improved
parton model for the deep-inelastic structure functions.
This is justified by the conclusion of Ref. 33 and other
analyses that the higher-twist corrections are very
small.

For all deep-inelastic experiments except CCFRR and
FMM we have derived "model-independent" expressions
of the form R = g, [a;eL(i) +b;eii(i) ] (and similarly

for R ). These are computed by folding the Q-
dependent quark distribution functions with the ap-
propriate neutrino spectra and cuts for each reaction
and applying corrections for nonisoscalar targets where
necessary. The shapes of the valence and sea-quark dis-
tributions and U+D, S, and C, which are the first mo-
ments of u(x)+d(x), s(x), and c(x), respectively, are
specified at Qo ——5 GeV to agree with charged-current
data, and the distributions evolve in Q to reproduce the
correct QCD Q dependence of the first two moments
(similar in spirit to the Buras-Gaemers distributions ).
In addition, a correction is made for the longitudinal
structure function RL ——o.

L /o T, full electroweak radia-
tive corrections are applied to the charged-current cross
section, ' and hadron leg photonic corrections are ap-
plied to the distribution functions in both o and o.

Other (standard-model-dependent) radiative corrections
are incorporated into the expressions for the E's in (3).
The charm-quark threshold, which is mainly important
in the charged-current denominator in R, is treated as-
suming slow rescaling with an effective charm-quark
mass of m, = 1.5+0.3 GeV.

Theoretical uncertainties in the determination of
sin 0~ from deep-inelastic scattering are estimated by
varying all structure-function parameters over reason-
able ranges and by using independent estimates of the
effects of higher twist. ' Most theoretical uncertain-
ties are very small because all that enters the neutral-
current analysis are the ratios of the (appropriately
weighted) first moments of the various quark distribution
functions. For three fermion families the major uncer-
tainty turns out to be the charm-quark threshold. This
uncertainty, which is represented by the range 1.5+0.3
GeV allowed for m„ is propagated through all of the
other fits as well. There is also some apparent sensitivity
to the shapes of the quark x distributions [especially
s(x)], but this is actually due almost entirely to the c
threshold and is not independent of m, . The c thresh-
old, slow rescaling, and their implications for dimuons
are further discussed in the Appendix.

As a consistency check, the central values for sin 0~
that we obtain from the new CDHS and CHARM re-
sults are 0.2260 and 0.2377, respectively, in excellent
agreement with the central values 0.225 and 0.236 ob-
tained by CDHS and CHARM in their own analyses.
The analyses are not totally independent because we
have adjusted (U+D)/(U+D) at Qo to agree with the
value r =0.39+0.01 measured by CDHS, and because
we have used similar values for m„S/U, C/S, and
Di /Ui (Di and Ui are the first moments of the
valence d and u quarks, respectively). However, our
models for the x and Q dependence of the structure
functions and our implementation of the radiative
corrections are completely independent. [The agreement
is actually better than it appears because we have incor-
porated a reevaluation of the a(Q )-dependent effects in
the radiative corrections that systematically increases
sin 0~ by -0.001.] We therefore find the agreement to
be significant.

For CCFRR and FMM we have used values of
gL ii =EL g (1l ) +EL ii (d) extracted f1oiil tile gloilps
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TABLE I. Results for deep-inelastic scat tering from approximately isoscalar tar gets.
R =o. ~/o. ~ and R, =—o.-~/o. -~ where NC and CC represent neutral current and charged current,
respectively, while g;

—=e;(u) +e;(d) for i =L or R. The numbers in parentheses below the experi-
mental values are the standard-model predictions for sin 0~ ——0.230.

Group Experimental value Reference

CDHS (CERN)
(iron)

CHARM (CERN)
(marble-isoscalar corrected)

CCFRR (Fermilab)
(iron)

FMM (Fermilab)
(sand-steel)

CDHS (CERN)
(iron)

SKAT (Serpukhov)
(freon)

FIIM (Fermilab 15 ft)
(neon-hydrogen)

ABCDILOS (CERN-BEBC)
(neon-hydrogen)

ABBPPST (CERN-BEBC)
(deuterium)

Fermilab 15 ft
(neon-hydrogen)

CHARM (CERN)
(marble)

CITF (Fermilab)
(iron)

HPWF (Fermilab)
(CH2)

R =0.3072+0.0032
(0.3035)
R =0.3093+0.0031
(0.3127)
gL ——0.292+0.009
(0.301)
gL

——0.282+0.014
(0.301)
R =0.301+0.007
(0.303)
R =0.33+0.02
(0.32)

R =0.345+0.018
(0.313)
R =0.33+0.03
(0.31)
R =0.32+0.03
(0.33)
R, =0.320+0.010
(0.314)
R =0.28+0.03
(0.30)
R =0.30+0.04
(0.33)

gg ——0.030+0.009
(0.029)
gg ——0.044+0.014
(0.029)
R =0.363+0.015
(0.375)
R, =0.44+0. 11
(0.40)
R, =0.406+0.028
(0.367)
R =0.364+0.030
(0.364)
R, =0.35+0.05
(0.37)

R =0.377+0.020
(0.362)
R =0.35+0. 11
(0.39)
R- =0.33+0.09
(0.35)

19

20

21

22

23

24

25

27

29

30

31

published data. ' We have checked that their assump-
tions concerning quark distributions, radiative correc-
tions, and the c threshold are consistent with our own.

In addition, we have incorporated the results of nine
deep-inelastic scattering experiments on nonisosca-
lar targets (Table II), which provide information on the
isospin structure of the neutral current. We have ap-
plied the same type of analysis to these reactions as to
the isoscalar-target experiments. Of particular impor-
tance is the use of D~/U~ =0.39+0.06 at Qo, as deter-
mined in recent charged-current experiments. The
naive ansatz D ~ /U~ ——0.5, used in earlier studies ' and
by most of the experimental groups, yields considerably
diQ'erent results. (In particular the value of sin 9~
determined from the data assuming D z /Uz ——0.5 is
lowered by =0.05 than the value obtained for
D~/U~=0. 39. ) We have propagated the uncertainty in
Dz/Uz through all fits.

Other neutrino-hadron data are displayed in
Table III. For the recent high-precision (BNL E734)

( —j ( —)
v ~ ~v ~ experiment ' ' we use the world-
average Mz ——1.032+0.036 GeV for the axial-vector
form-factor mass (propagating the uncertainty through
all fits), and e=0. 125+0. 125 to represent the contribu-
tion of c and s quarks to the axial-vector matrix ele-
ment.

We include the four recent measurements of coherent

pion production vN ~v~ N. The theoretical interpreta-
tion of this reaction depends on a fairly reliable appli-
cation of PCAC (partial conservation of axial-vector
current) and a model of vr -nucleus scattering that is
verified to 15—20 % in the cross section of the corre-
sponding charged-current process. We have added a
10%%uo theoretical uncertainty (in amplitude) to the +0. 12
experimental uncertainty quoted by AP. The CHARM
and CB groups have already included theoretical uncer-
tainties in their quoted errors, and the SKAT experi-
ment avoids most theoretical uncertainties by using iso-
spin arguments for the measured ratio of the neutral-
and charged-current coherent pion-production cross sec-
tions.

Data on inclusive and exclusive incoherent pion pro-
duction and on the reaction ' v, D~v, np are in quali-
tative agreement with the standard model, but are not
used here because of uncertainties in the theoretical ma-
trix elements. These reactions were useful in earlier
studies for determining the isospin structure of the vq
couplings (and especially in excluding the dominantly
isoscalar solution), but their role is now superseded by
the more easily interpreted reactions in Tables II and
III.

The experimental results for ve scattering are list-
ed in Table IV. There are two recent high-precision ex-
periments (CHARM and E734) on both v„e and v„e
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TABLE II. Deep-inelastic scattering from nonisoscalar targets. R =o.
~ /cr, ~, R"—:o,n /cr „,

a d R -„= Nc yacc while R n /p ~Nc y~Nc and R n/p ~Nc y~Nc r ls defined as (cTNc ~Nc ) y

(o„~ —cr„„),with an analogous definition for r„. The numbers in parentheses are the standard-model

predictions for sin 0~ ——0.230.

Group Experimental value Reference

BBCIMOU (CERN-BEBC)
(hydrogen)

BEBC-TST (CERN)
(hydrogen)

SIMTT (Fermilab 15 ft)
(deuterium)

Fermilab 15 ft
(hydrogen)

ABCMO (CERN-BEBC)
(hydrogen)

Fermilab 15 ft
(hydrogen)

FIIM (Fermilab 15 ft)
(neon-hydrogen)

Fermilab 15 ft
(neon-hydrogen)

ABBPPST (CERN-BEBC)
(deuterium)

R ~ =0.384+0.028
(0.403)
R ~ =0.47+0.04
(0.45)
R ~ =0.49+0.06
(0.44)
R" =0.22+0.03
(0.23)

R ~ =0.51+0.04
(0.52)
R~ =0.48+0. 17
(0.46)

R "."=1.08+0. 19
(1.13)
r =0.06+0.06
(0.06)

R ~ =0.338+0.021
(0.333)
R~ =0.33+0.04
(0.28)

R ~ =0.36+0.06
(0.28)

R "~~ =0.88+0. 17
(1.03)

r =0.02+0.09
( —0.01)

40

41

42

43

44

45

46

47

48

scattering. Each group has extracted its most precise
value of sin 0~ from the ratio o /o. „in which manyve ve~

of the systematic uncertainties cancel. We have used the
individual cross sections (which are more useful for
searching for deviations from the standard model) but
have taken the correlations in the systematic uncertain-
ties properly into account. Appropriate acceptance
corrections are applied for both experiments. The up-
dated Columbia-Brookhaven v„e cross section and five

( —)
earlier v „e results ' are included as well.

We have computed new theoretical expressions for the
reactor V, e~v, e experiment using a more accurate v,
spectrum ' than the one used in earlier analyses, and
have folded a 15% Aux uncertainty (partially correlated
between the two E, bins) into the expressions.

Experimental results on atomic parity violation
are listed in Table V, along with the extracted weak
charge

Q~ ———2[CD„(2Z+X)+C, (Zd+2N)] . (14)

The cesium results from Paris and Boulder are very pre-
cise and the theoretical uncertainties' ' (from the atom-
ic wave functions) are quite small. The theoretical un-

certainties are 100% correlated between the Paris and
Boulder cesium experiments and also between the Mos-
cow and Oxford bismuth experiments.

Asymmetries in polarized I —X scattering, ' where
I =p or e, are listed in Table VI. A 7% theoretical un-
certainty has been folded into the theoretical expression
for the SLAC e D asymmetry.

( —) ( —)

TABLE III. Results for v p~v p elastic scattering and coherent pion production vN~v~ N.
p—= eL (u) —eq (u) —eL (d)+ E„(d) is predicted to be 1.00 in the standard model.

Group Experimental value Reference

E734 (BNL)

SKAT (Serpukhov)
coherent m

CB (Fermilab)
coherent n

CHARM (CERN)
coherent m

AP (CERN)
coherent n

dcT

dQ' VP)

(8 Q values)

P
~

=0.99+0.20

~
P

~

=0.98+0.24

~
P

~

=1.08+0.24

i P i
=0.93+0.16

do
dQ'~ (VP ~VP)

(8 Q values)

50

51

52

53

54
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( —) ( —)

TABLE IV. Results for v e~v e elastic scattering. Except for the UCI reactor experiment all cr/E are in units of 10
cm /GeV. The two uncertainties for the E734 and CHARM experiments are statistical and systematic, respectively, with the sys-
tematic uncertainties strongly correlated between o. , and o.—,. The numbers in parentheses are the predictions of the standard

P
model for sin 0~ ——0.230.

Group

E734 (BNL)

CHARM (CERN)

CB (Ferrnilab 15 ft)

(preliminary)
VMWOF (Fermilab)

GGM (CERN)

AP (CERN)

GGM (CERN)

UCI (Savannah River Reactor)
1.5 &E, &3.0 MeV

3.0&E, &4.5 MeV

ILM (LANL)

Experimental value

o. , /E = l.60+0.29+0.27

(1.55)
o. , /E =1.9+0.4+0.4

(1.6)
o. , /E = 1.52+0.39

(1.59)
o, , /E = 1.40+0.50

(1.59)
o. , /E =2.4+ o 9

(1.6)
o, , /E = 1.1+0.6
(1.6)

o, , /E = 1.16+0.20+0. 14
P

(1 ~ 33)
o. , /E, = 1.5+0.3+0.4

P
(1.3)

o —,/E =2.2+1.0
P

(1.3)
o —,/E-, = 1 0+ o.6

(1.3)

o, =(4.6+1.3))& 10 ' cm'/fission
e

(3.33)o, = ( 1.12+0.29) &( 10 cm /fission
e

(0.55)
o. , /E = 8 ~ 9+3.5

e

(9.4)

Reference

62

63

64

65

66

67

68

69

70

The 8' and Z mass results ' from UA1 and UA2 are
listed in Table VII.

Forward-backward asymmetries ( Ai~) and total cross
sections Rll (relative to pure QED) for e+e ~l+I are
listed ' in Tables VIII—XI. The numbers have been
corrected for pure QED effects by the experimental
groups. Asymmetries in e+e ~e+e, cc, and bb and
constraints from the e +e ~hadrons total cross section
are consistent with the standard model and will be dis-
cussed in our longer paper. '

IV. RESULTS

A. sin 0~

I I I

0 & —
mTop 45 GeV

o. z -k
II—~

il

o.z -$

0. 1

m = 200GeV

0.1—

Top 00G6 V

$
—~

/
—0.230

p 0.227

/
—0.222

The values of sin 0~ determined from various reac-
tions and from a global fit to all data are listed in Table
XII. For many of the individual reactions the experi-
mental and theoretical uncertainties' are displayed sep-
arately. The central values for all fits assume rn, =45
GeV and MH ——100 CzeV, while the theoretical uncer-
tainties assume m, & 100 GeV, M~ & 1 TeV, three fer-
mion families, and reasonable ranges for all other param-
eters. The theoretical uncertainties for deep-inelastic
scattering are broken down in Table XIII.

The sin 0~ values for the various reactions are in re-
markable agreement, indicating the success of the stan-
dard model. This is shown in Fig. 1(a), in which the
various sin 0~ values are displayed as a function of the

o.z -$

0. 1

0.3 m = 400GqV
TOP

0.2—

0 1
I I I I

106 10410~10o 10' 104

Q (Gev )

FIG. 1. (a) sin 6I~ for various reactions as a function of the
typical g, determined for m, =45 GeV. The best-fit line
sin'0~ ——0.230 is also shown. (b) —(d) sin 0~ values determined
for m, = 100, 200, and 400 GeV.
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TABLE V. Experimental results on atomic parity violation and the extracted weak charge Qs.
The two errors in Q~ are experimental and theoretical (Refs. 10 and 82), respectively. The numbers

in parentheses are the expectations of the standard model for sin'0~ ——0.230.

Group

Cesium
Paris (1986)

Boulder (1985)

Thallium
Berkeley (1984)

Lead
Seattle (1984)

Bismuth (876 nm)
Seattle (1984)

Bismuth (648 nm)
Moscow (1984)

Oxford (1984)
(preliminary)

Experimental value

ImE~v/P= —1.52+0. 18 mV/cm

—1.65+0. 13 mV/cm

ImE~ /P= —1.73+0.33 mV/cm

108 I~P&v/Mi 9 9+2 5

10 ImE] /M& = —7.8+1.8

—9.3+1.5

Qs—(N, Z)

68%9+3
(71.8)
74+6+ 3
(71.8)

164+31+50
(113.7)

84+21+ 13
(115.6)

116+19+29
(116.5)

70+ 16+17
(116.5)
83+ 13+20
(116.5)

Reference

74

75

76

77

78

79

80

typical Q values of the reactions.
The best fit to all data yields sin I9~ ——0.230+0.0048.

As can be seen from Tables I—XI, all data are in excel-
lent agreement with the standard model for this value of
sin 8~. The X per degree of freedom (145/184) is

slightly low (possibly due to conservative overestimates
of systematic errors or to correlations between the vari-
ous experiments that have not been taken into account),
but nevertheless reasonable. The last entry (All data) in
Table XII includes certain reactions (e.g. , deep-inelastic

( —) ( —)

scattering from nonisoscalar targets and v, e~v, e)
that are less precise than those listed explicitly in Table
XII. Our rationale for including these results is that
they will be useful in studies of limits on deviations from
the standard model, and it is desirable to use the same
data sets for all global fits. It is reassuring, however,
that reasonable variations on the data set yield con-
sistent results. For example, the first six reactions in
Table XII plus e+e data yield sin 0~ ——0.228+0.0048

while a fit to only the most precise experiments of each
type yields 0.230+0.0051. Similarly, the four new
deep-inelastic experiments give sin 0~ ——0.234+0.007,
compared to the value 0.233+0.006 obtained when the
older experiments are included. In contrast, the

( —)

CHARM and BNL E734 v „e experiments yield the
average 0.213+0.022. This is pulled up by = —,'o (to
0.223+0.019) by the other experiments listed in Table
IV.

We do not quote a sin 0~ for e+e reactions. This is

because at PEP and PETRA energies the asymmetries
are nearly an absolute prediction of the standard

model; i.e., they are practically independent of the values
of the standard-model parameters. The cross-section ra-
tios RII are predicted to be close to unity and change by
only a few percent for a wide range of sin 0~. There-
fore, all values of sin 0~ from 0. 1 to 0.4 give a good
description of the data, and to first approximation the 7
distribution is nearly flat for sin 0~ in that range. A

TABLE VI. Polarized I+X scattering. b is a measure of the o + (A, = ——') —cr (k=+ —') asym-p+C 2 p C

metry. The numbers in parentheses are the predictions of the standard model for sin'0~ ——0.230.

Group

eD (SLAC)

BCDMS (9—C) (CERN)
E„=200 GeV

E„=120 GeV

Experimental value

Polarization asymmetries
(11 Q values)

b =( —0. 147+0.044) ~ 10 GeV
( —0. 144 X 10-')
b =( —0. 174+0.080) ~ 10 GeV
( —0. 145 ~ 10-')

Reference

83

84
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TABLE VII. The 8' and Z masses (in GeV). The first uncertainties are mainly statistical and the
second are energy calibration uncertainties that are 100%%uo correlated between Mw and Mz for each
group. The numbers in parentheses are the standard-model predictions for the global best-fit value
sin'Ow ——0.230. The last two rows are predictions of the standard model, using sin Ow determined
from deep-inelastic scattering, with and without radiative corrections, respectively.

UA2 (CERN)

UA1 (CERN)

Group

UA1 + UA2 combined
Prediction from deep inelastic

(with radiative corrections;
sin Ow ——0.233+0.006)

Prediction from deep inelastic
(without radiative corrections;
sin 0 =0.242+0.006, kr =hs =0)

Mw

80.2+0.8+1.3
(80.7)
83.5+ l' 0+2.7
(80.7)
80.9+1.4
80.2+1. 1

75.9+ 1.0

Mz

91.5+1.2+1.7
(91.9)
93.0+ 1.4+3.0
(91.9)
91.9+1.8
91.6+0.9

87. 1+0.7

Reference

85

86

closer examination of the 7 distribution reveals two
shallow minima at sin 0~ ——0. 16+ o 03 and sin 0~
=0.36+0.02, with sin 0~ ——0.23 located on the edge of
the lower minimum. This structure is due to a slight
tendency for the RII values in Tables IX and XI to de-
crease with energy. Such a decrease, if significant, can

only be achieved if sin 0~ deviates significantly from —,'.
However, we do not think that these values of sin 0~
constitute compelling evidence for a deviation from the
standard model, because of the following reasons. (a)
The error bars on these minima (defined by an increase
b,J = 1 from the value at the local minimum) cannot be

TABLE VIII. Forward-backward asymmetries A„„ for e+e ~p+p . The theoretical prediction
is nominally for Mz ——91.9 GeV and sin Ow ——0.230, but in fact is almost independent of Mz and
sin Ow at PEP and PETRA energies. The PLUTO group has applied full electroweak radiative
corrections to their p asymmetry. We have renormalized their value of A» ———14%%uo to —13%,
which corresponds to our theoretical expressions.

Group

CELLO

JADE

Mark J

PLUTO
TASSO

HRS
Mark II
MAC

V's (GeV)

34.2
39.0
44.0
13.9
22.0
34.4
38.0
43.7
14.0
22.5

34.8
36.4
38.3
40.4
42.0
43.8
46. 1

34.7
13.9
22.3
34.8
38.3
43.6
29.0
29.0
29.0

A„„(go)

—6.4+6.4
—4.8+6.5+1.0

—18.8+4.5+1.0
2.7+4.9+1.0

—10.6+6.4+ 1.0
—11.1+1.8+1.0
—9 ~ 7+5.0+1.0

—19.1+2.8+1.0
+5.3+5.0+0.5
—4.3+6.1+0.5

—10.4+1.3+0.5
—13.6+ 13.5+0.5
—12.3+5.3+0.5

+ 5.0+10.5+0.5
—15.9+9.3+0.5
—15.6+3.0+0.5
—17.6+8.3+0.5
—13.0+3.2+ 1.0

—1 ~ 0+6.0
—13.0+7.0

—9.6+1.5+0.5

+2.4+8.6+0.5
—17.3+4.3+0.5
—4.9+1.5+0.5

—7. 1+1.7
—5.9+0.8+0.2

A» (theory)

—8.5
—1 1.5
—15.5
—1.2
—3.2
—8.6

—10.8
—15.3
—1.3
—3.4
—8.8
—9.8

—11.0
—12.6
—13.8
—15.4
—17.5
—8.8
—1.2
—3.3
—8.8

—1 1.0
—15.2
—5.8
—5.8
—5.8

Reference

87

88

89

90
91

92
93
94
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TABLE IX. Cross sections R» (relative to QED) for e+e ~p+p. . We assume 100% corre1ation

of the systematic errors within each experiment. In several cases we have combined the data in near-

by energy bins.

Group

CELLO

JADE

Mark J

PLUTO
TASSO

HRS
Mark II
MAC

&~ (GeV)

14.0
22.2
34.0
38.2
41.3
43.8
46.2
13.8
22.3
31.6
34.6
37.6
41.3
44.2
46.0
14.0
22.5

34.8
36.4
38.3
40.4
42.0
43.8
46. 1

34.7
34.5
38.3
43.6
29.0
29.0
29.0

R„„(%)
1.16+0.08+0.05
1.00+0.08+0.05
0.89+0.06+0.05
0.96+0.07+0.04
1.06+0. 17+0.04

0.985+0.055+0.04
0.95+0.22+0.04
1.01+0.05+0.05
1.03+0.06+0.05
1.10+0.08+0.05

0.991+0.018+0.05
1.12+0.12+0.05
0.97+0.06+0.05
0.98+0.05+0.05
1.03+0.09+0.05
1.04+0.05+0.04
1.02+0.05+0.04

0.99+0.012+0.03
1.08+0. 13+0.03
1.07+0.05+0.03
0.93+0.10+0.03
1.04+0.09+0.03
0.99+0.03+0.03
0.96+0.08+0.03
0.94+0.03+0.04

1.002+0.020+0.035
0.889+0.068+0.052
0.894+0.037+0.048
0.990+0.017+0.030
1.002+0.013+0.016

1.01+0.01+0.03

R» (theory)

1.000
1.000
1.002
1.005
1.007
1.010
1.013
1.000
1.000
1.002
1.003
1.004
1.007
1.010
1.013
1.000
1.000
1.003
1.004
1.005
1.006
1.008
1.010
1.013
1.003
1.003
1.005
1.009
1.001
1.001
1.001

Reference

89

92
93
94

interpreted as ordinary la. uncertainties. This is because
the P distribution is highly non-Gaussian, and
sin 0~——0.23 is only AX = 1.7 above the minimum
value, i.e. , within the 80%-confidence-level interval. (b)
The decrease in R~l is of the same order of magnitude as
the systematic errors in the individual experiments. We
have assumed that the systematic errors for each experi-
ment are normalization errors independent of energy,
but we do not have sufficient knowledge of (or limits on)
possible energy-dependent systematic effects to exclude
them as the origin of the decrease of the RI~.

B. p and sin 8~

where (P; ) is the VEV of a Higgs field P; with weak iso-
spin and z component I; and I3;, respectively. p&1 can
also be generated by mixing with additional Z bosons,
but that implies other effects as well and will be treated
separately. For p&l, the weak amplitudes in Sec. II are
multiplied by p, the formula for Mz is divided by &p,
and the M~ formula is unchanged.

Fits to p and sin 0~ are presented in Table XIV, and
the various theoretical uncertainties for deep-inelastic
scattering are detailed in Table XIII. One finds'
p=0. 998+0.0086 and sin 0~ ——0.229+0.0064, remark-
ably consistent with p= l. From (15) this implies 90%%uo-

confidence-level (C.L.) limits

The quantity p=Mii /(Mz cos 8~) is exactly one (in
our renormalization scheme) in the standard model or
any SU(2) XU(l) model in which all symmetry breaking
is due to Higgs doublets. ' However, p&1 can occur if
there are Higgs multiplets with I & —, with significant
vacuum expectation values (VEV's). One has

and

( )
(0.047

Pi+i
1(finis) I

(16a)

(16b)

y (I, ' I„'+I,)(y, )'—
2(y )2

on the VEV's of Higgs triplets with I3 ——0 or +1, respec-
tively, relative to that of the ordinary Higgs doublet
(these limits assume that only one new VEV is present so
that there are no cancellations). The allowed region'
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TABLE X. Forward-backward asymmetries 3„ for e + e ~~+~ . We have renormalized the
PLUTO asymmetry from —5.9%%ui to account for the different radiative corrections that have been ap-
plied.

Group

CELLO

JADE

Mark J

PLUTO
TASSO

HRS
Mark II
MAC

v's (GeV)

34.2
39.0
44.0
34.6
38.0
43.7
35.0
43.9
34.6
13.9
22.3
34.5
29.0
29.0
29.0

W „(%)
—10.3+5.2

—13.5+6.9+2.0
—22. 3+4. 1+2.0
—6.0+2.5+1.0
+7.5+6.3+1.0

—17.0+3.6+ 1.0
—8.6+3.7+1.5

—12.8+7.0+1,5
5.2+6 8 —2. 5

+ 15+12
0+ 10

—4.9+5.3+1.2
—6. 1+2.3+0.5

—4.2+2.0
—5 ~ 5+1.2+0.5

3„(theory)
—8.5

—1 1.5
—15.5
—8.7

—10.8
—15.3
—8.9

—15.4
—8.7
—1.2
—3.3
—8.6
—5.8
—5.8
—5.8

Reference

97

98

99

100
91

101
93
94

in the p-sin 0~ plane is shown in Fig. 2, and the regions
allowed by various individual reactions are shown in Fig.
3(a).

The allowed region for e+e data are shown for vari-
ous confidence levels in Fig. 3(b). Just as in the sin Hz
fit, the Ri& values lead to two minima. The standard-
model point p= 1,sin 0~ ——0.23 is on the edge of the low
sin 0~ minimum, with AX =5.6 above the minimum
value. It is therefore within the 95%%uo-C.L. contour for
the e+e data. Again the small discrepancy is con-
sistent with a Auctuation or with possible energy-

dependent systematic effects, and the evidence is not
strong enough to claim that there is new physics beyond
the standard model. However, a possible explanation in-
volving new physics is discussed below in Sec. IV F.

The e, p, and ~ vector couplings are close to zero;
hence, they and sin 0~ are not well determined by the
e+e data. However, if sin 0~ is fixed at the canonical
value 0.23 found from other reactions, then p is deter-
mined rather well, mainly by the forward-backward
asymmetries AII. One obtains p= 1.039+0.043, essen-
tially independent of sin 0~ for reasonable values.

TABLE XI. Total cross section R„(relative to QED) for e+e ~r+r . We assume 100go corre-
lation of systematic errors within each experiment.

Group

CELLO

JADE

Mark J

PLUTO
TASSO

HRS
Mark II
MAC

&s (GeV)

34.2
39.0
44.0
12.0
25.6
30.6
34.6
43. 1

14.1

22.4
34.6
40.8
44.2
46. 1

34.7
13.9
22.3
34.5
43.1

29.0
29.0
29.0

1.03+0.05+0.07
1.114+0.076+0.060
1.004+0.041+0.052

1.29+0.24+0. 20
l. 16+0.16+0.11
1.06+0. 10+0.08

0.959+0.019+0.033
0.980+0.037+0.041

1.04+0. 14+0.04
l.08+0. 11+0.03

0.965+0.033+0.03
0.93+0.09+0.03
l. 16+0.10+0.03
1.05+0. 16+0.03
0.89+0.05+0.08

1.04+0. 13
1.03+0.17

1.03+0.05+
l.05+0. 17

l. 10+0.03+0.04
0.996+0.016+0.028

0.98+0.01+0.034

R „(theory)

1.003
1.005
1.010
1.000
1.001
1.001
1.003
1.009
1.000
1.000
1.003
1.006
1.010
1.013
1.003
1.000
1.000
1.003
1.009
1.001
1.001
1.001

Reference

102

98

99

100
96

101
93

103
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Reaction sin Ow 7 /DF

TABLE XII. Determination of sin Ow from various reac-
tions. Where two errors are shown the first is experimental
and the second (in square brackets) is theoretical. In the other
cases the theoretical and experimental uncertainties are com-
bined.

1.05

1.04—
1.03—
1.02—

1.01—
0 /o

Deep inelastic (isoscalar)
( —) ( —)

V +~V
( —) ( —)

v pe~v pe
W, Z

Atomic parity violation
SLAC eD

pC
All data

0.223+0.018+[0.002]
0.228+0.007+ [0.002]
0.209+0.018+[0.014]
0.221+0.015+[0.013]

0.25+0.08
0.230+0.0048

4.1/11
1.9/3
5.9/6
10.4/10
0.1/1
145/184

0.233+0.003+[0.005] 15.1/20

0.210+0.033 13.1/14

P 1.00
0.99—

0.98—

0.97—

0.96—
0.95

0.20 0.22 0.24 0.26
2

sin jgw

FIG. 2. The allowed regions in the sin Ow-p plane at 90%%uo

C.L. and 68%%uo C.L.

C. Radiative corrections

The data are now sufficiently precise to begin testing
the standard model at the radiative correction level. A
conventional measure of radiative corrections is the pa-
rameter b, r defined in (13), which represents the radiative
corrections relating GF (measured in muon decay) to the
8' and Z masses. A simultaneous fit of deep-inelastic
(isoscalar-target) data and the W and Z masses to b, r and
sin 0~ yields the allowed region shown in Fig. 4. The
corresponding value Ar =0.077+0.037 is in excellent

agreement with the value 0.0713+0.0013 predicted for
m, =45 QeV and MH ——100 GeV.

However, the Ar-sin 0~ fit is not the best test of radi-
ative corrections, because the value of sin 0~ extracted
from the data itself depends on the radiative corrections
assumed. In particular, any noncanonical contribution
to b, r (such as a very large m, ) could also affect sin 0~.
A better measure is obtained if the M~ and Mz predic-
tions are written in terms of

TABLE XIII. Theoretical uncertainties for deep-inelastic scattering. The third column refers to
1

the sin gs fit with p= 1, while the last two columns refer to the (p, sin'Hs ) fit. U—: xu (x, QO')dx

is the first moment of u (x, Q ) evaluated at Qo ——5 GeV . U~ and Dz refer to the valence-quark dis-

tributions, AQco is an effective l'eading-order QCD A parameter, and RI ——(Fz —2xF& )/2xF& is the
longitudinal structure function [replacing RI =0. 1 by a QCD-inspired Rq(x, Q ) changes sin Hs by
only +0.0004]. Assuming three fermion families it is sufficient to parametrize the transitions be-
tween u, d, c, and s by an effective Calibbo angle. For more than three families 6 sin'Os

~
&Mc in-

creases to (+ooo'&), leading to a total theory error b sin'Ow ——+ooo5&. All theory uncertainties except
(U+D)/(U+D) are computed with r =o.„~/o.„~ fixed (to avoid double counting). Several addition-
al small ( &0.001) uncertainties (e.g. , from the shapes of the quark distributions at Qo') are due al-

most entirely to the charm threshold and are not independent of m, .

Quantity

(U+D)/( U+D)
S/U
C/S

(S—S)/2S
Dv/Uv

Kobayashi-Maskawa-Cabibbo (KMC)
angles

(3 families)
m, (GeV)

AQCD (MeV)
RL

m, (GeV)
MH (GeV)

Other rad. corrections
Higher twist

Value

0.125+0.020
0.46+0.10
0.15+0.15

0+0.1

0.39+0.06

Uud =0.973+0.002

1.5+0.3
250+ 100
0.1+0.1
25 —100
10—1000

a sin'Ow(p = 1)

+0.002
+0.0007
+0.0002
+0.0003
+0.0006

+ 0.0003

+0.0041
+0.0001
+ 0.001
+0.0012
+0.0002
+0.001
+0.002

6 sin'Ow

+0.008
+0.0003

+0.006
+ 0.0004

+0.0005 + 0.004

+ 0.001
+0.002
+0.001

+0.001
+0.0015
+0.001

+ 0.0001 +0.0007

Total +0.0054 +0.0084 +0.0075
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TABLE XIV. Determination of p and sin j9~ from various reactions. Where two errors are shown
the first is experimental and the second (in square brackets) is theoretical.

Reaction

Deep inelastic (isoscalar)
( —) ( —)

V +~V
( —) ( —)

v pe~v
W, Z

All data

sin Og

0.232+0.014+[0.008]

0.205+0.041

0.221+0.021+[0.003]
0.228+0.008+ [0.003]

0.229+0.0064

0.999+0.013+[0.008]

0.98+0.06+ [0.05]

0.976+0.056+ [0.002]
1.015+0.026+ [0.004]

0.998+0.0086

Correlation

0.90

0.12
0.19
0.63

I'/DF

15.1/19

13.0/13

3.9/10
1.6/2
145/183

sin 0—:sin 0~ —As (17) sin8 (1—5ii )'~

where sin 8 is the value (0.242+0. 006) obtained for the
weak angle from deep-inelastic scattering if all radiative
corrections (to both o and o ) are ignored, and As

represents the radiative corrections. For our canonical
m, and M~, As is —0.009+0.001. Then

Ao
Mz= o osin9 cos8 (1—5z) 1/2 )

where

bs (1—Ar)5~ ——Ar-
sin 0

1.4—

1.2—
otomic eo

(a)
~ oll doto—deep inelostic

W
I""-.-

v+ e
-—-vp

=4r +0.035+0.004,

1 —b,
(1 —tan 8 —b,s /cos 0 )

sin 0

=hr +0.024+0.003,

(19)

1.0

I I

0.3 0.40.1 0.2
Sin 8W

0.5

6~ represents all of the radiative corrections relating
deep-inelastic scattering, the 8' and Z masses, and muon
decay. The allowed region in 6z -sin 0 can be obtained
from the Ar-sin 0~ plot in Fig. 4 by appropriately shift-
ing the horizontal and vertical axes (see the right-hand
and top axes in the figure). From (19), the experimental
value of 6~ is 0. 112+0.037. This is consistent with the
prediction 6~ ——0. 106+0.004 for our canonical m„M&

1.5

1.4—

1.3—

1.2—

I I I I I

2——-h, X
= 4.6
= 2.3
= t.o

(b)l

6I = 007I3
~w - 0.106

90'Io

2 go
0.21 0.22 0.23 0.24 0.25

020 I I I I I I

—0.20

—0.10

1.0

0—
&w=0

(NQ RADIATIVE CORRECTIQNS)

W

0.9— —0.10—
— —0.10

0.8
0.0

I I I I I I I

0.10 0.20 0.30 0.40
2

stn gw

0.50 020 I I I I I I I I I

0.20 0.2 1 0.22 0.23 0.24 0,25
sin Gw

FICs. 3. (a) The allowed regions in the sin I9~-p plane at
90% C.L. for various individual reactions. (b) The allowed re-
gions for e+e data at AX =5.9 (95% C.L.), 4.6 (90% C.L.),
2.3 (68% C.L.), and 1.0 (39% C.L.), where the Ag values are
with respect to the minimum at sin 0~=0.14.

FIG. 4. The allowed region in the sin j9~-Ar (or sin 0 -6~)
plane determined from deep-inelastic (isoscalar) data and the
8'and Z masses.
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400 —0.20

300—

MH = 100 GeV
---- M = 1000 GeVH""""M H

= 1O Ge&

—0.25—

—0.30

)
200—

E

100—

—0.35

—0.40

—0.45

—0.50

—o.55—

0 I I (

0.200 0.210 0.220
n ~w

~ 2
0.230 0.240

—060 I I I

O.OO 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
e (U)

FIG. 5. Allowed regions (90% C L ) in sin 0~m, for
Higgs-boson masses of 10, 100, and 1000 GeV.

assumptions and establishes the existence of electroweak
radiative corrections at the 3o. 1evel.

A similar conclusion can also be reached from the
data in the last two rows of Table VII. The standard-
model predictions for M~ and Mz (using sin 9~ from
deep-inelastic scattering) are in excellent agreement with
observations, but the predictions without radiative
corrections [(13) and (17) with b, r =As =0] strongly
disagree with experiment.

I

—0.3 -0
o.o

(Ogl

X
-0.1--

-0.2--

—0.3--

0.1 0.2 0.3
eR(u)

D. Heavy fermions

Within the standard model with three fermion families
the only major uncertainties are m, and MH, which
affect the radiative correction parameters Ar, p, and w

in Sec. II. The Higgs-boson mass dependence is small
although not completely negligible as long as MH &1
TeV. It typically introduces an uncertainity of 0.002 in
the sin 8~ value extracted from most reactions other
than deep-inelastic scattering. For larger M& the per-
turbative calculation of radiative corrections becomes
suspect (because of the large Higgs-boson self-coupling)
so we will restrict ourselves to the case MH & 1 TeV.

The sensitivity to m, (or to splittings between fourth
family fermions) is much larger. For example, b,r~0
for m, -245 GeV and the various p and ~ parameters
exhibit similar sensitivity. The sin 0~ values obtained
for various reactions are shown in Fig. 1 (and also in
Table XVI) for m, =45, 100, 200, and 400 GeV. There
is little sensitivity for m, (100 GeV. For larger values
the sin 0~ from deep-inelastic scattering stays almost
constant (due to a near cancellation of the variations due
to p & and v„&), while the other determinations de-
crease. Clearly, the data are inconsistent with m, much
larger than 200 GeV. To quantify this we have per-
formed fits to m, and sin 8~ for various (fixed) values of
M~, including the full m, and MH dependence of the ra-
diative corrections to all processes. The allowed regions
for MH ——10, 100, and 1000 GeV are shown in Fig. 5.
The corresponding upper limits on m, alone' are

FIG. 6. (a) Allowed regions (90% C.L.) for the model-
independent vq parameters eL(u) —eL (d), (b) allowed regions
for e~(u) —e~(d). Also shown are the predictions of the stan-
dard model as a function of sin 0~ and the changes that would
be induced (relative to the standard model) for various addi-
tional Z bosons with Mz ——Mz, and 0=0.

2 1

m, &175, 180, and 200 GeV for M~ ——10, 100, and 1000
GeV, respectively, all at 90%%uo C.L. Similar limits can be
obtained from the Ar-sin 0~ fits, which use only deep-
inelastic scattering and the 8 and Z masses. It should
be emphasized that all of these limits assume that there
is no new physics that produces compensating effects.

One can place similar limits on the mass splittings be-
tween the quarks or leptons in a fourth fermion family:

I
m —mb

I
&18o «a d

I mL —m., I
&3 o «

M~ ——100 GeV. Such splittings give positive contribu-
tions to p, ~, and —Ar, independent of the sign of
m, —mb, so they cannot cancel the effect of large m,
(Ref. 109). (This is true for most but not all possible ex-
tensions of the standard model. " ) These limits become
more stringent as the average doublet mass increases.

E. Model-independent fits

Model-independent fits to the vq, ve, and eq are
presented in Figs. 6—8 and Table XV. The vq chiral cou-
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plings e, (u), e;(d), i =I., R are uniquely determined (Fig.
6) by the data in Tables I—III and are in good agreement
with the standard-model predictions.

The ve parameters gz, gz are shown in Fig. 7. The
( —)
v „e data alone allow four solutions (which dilfer by

g ~—g and by gf ~g~ ). The reactor v, e results elim-
inate solution C (Ref. 111),while the Los Alamos v, e ex-
periment eliminates solutions C and D. The remaining
two solutions [axial-vector-dominant (A) and vector-
dominant (B)] are consistent with all data ". The axial-
vector-dominant solution agrees with the standard model
and is shown in Fig. 7(b).

Assuming a single Z boson, the e+e data (mainly
the forward-backward asymmetries) are very useful for
testing e-p-~ universality in the axial-vector couplings
(the vector couplings are consistent with zero and are
not well determined). Assuming p= 1 and the canonical

1.0
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0.2—

O.O—1.0 —0.8 —0.6 —0.4 —0.2
C)U

10
t i t l I I l I f

0.0
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SU xU e -- 1.0
V

1.0
A

0. 2
x (b)

O. 6--
D

c
o. ~—

-i'.0
' '.I',f ' )'z '

j
'

o.o-,Q)
& B--/

——1.0

0.4—

0.2—

pp I I I I

-1.0 —0.8 -0.6 -0.4 —0.2
C]„

O.O

FIG. 8. (a) Allowed regions (90% C.L.) in C1„-C]d from the
SLAC eD experiment and atomic parity violation. (b) Com-
bined fit. Also shown are the predictions of the standard mod-
el as a function of sin 0~ and the changes that would be in-

duced by extra Z bosons with Mz ——Mz and 0=0. (The Z &2 I

does not contribute to Cl;. )

0. 1

0.0—

e & —0. 1— 0.

—0.2—
SU xU2 1

—0.8 —0,7
I I

—0.4 -0.5 —0.2
ge

00 ) A

-0.6

FIG. 7. (a) Allowed regions (90% C.L.) for the ve parame-
( —)

ters g& —g& for various reactions: v „e (solid lines), reactor v, e

(dot-dashed line), and v, e (dashed line). {b) Allowed (axial-
vector-dominant) region (A) {90%and 68% C.L.) from the glo-
bal fit to all ve data [the second, vector-dominant solution (B)
is off scale]. Also shown are the standard-model predictions as
a function of sin 0~ and changes that would be induced by ad-

ditional Z bosons with Mz ——Mz and 0=—0.
2 1

expression for h zz, a fit to all data yields
h g~g

——g~g~q ——0.272 +0.015 and h gg ——gag q ——0.232
+0.026, very close to the standard-model prediction —,'.
For g &

————,', these imply g~& ———0.54+0.03 and

gz ———0.46+0.05, in impressive agreement with univer-

sality.
The allowed region for the eq couplings C&„and C»

are shown in Fig. 8. These are obtained from a simul-
taneous fit of C&„, C&d, C2„, and C2d to the SLAC and
atomic parity-violation data. (The pC asymmetries are
not used because they depend on parity-conserving cou-
plings as well. ) The agreement of C&„and C,d with the
standard-model prediction is impressive. Cz„and Czd
are only weakly constrained and are not displayed. "

F. Additional Z bosons (Refs. 114—116)

Many extensions of the standard-model predict the ex-
istence of additional Z bosons. For the simplest case
(one extra Z) the physical (mass eigenstate) bosons are
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TABLE XV. Values of the model-independent neutral-current parameters, compared with the
standard-model prediction for sin't9~ ——0.230. We do not give correlations for the neutrino hadron
couplings because of the non-Gaussian 7 distributions. However, the neutrino hadron constraints are
accurately represented by the ranges listed for the variables g; =—g; {u ) +e; (d ) and
8; =arctan[e;(u)/e;(d)], i =L or R, which are very weakly correlated.

Quantity

eL(u)
eL(d)
eR(u)
eR(d)

2
gL

2
gz
OL

gw

gv

Cl„
Cid
C2u 2 C2d

1

Experimental
value

0.339+0.017
—0.429+0.014
—0. 172+0.014

—0.01 1 0 pg7

0.2996+0.0044
0.0298+0.0038

2.47+0.04
4.65

—0.498+0.027
—0.044+0.036
—0.249+0.071

0.381+0.064
0. 19+0.37

Standard-model
prediction

0.345
—0.427
—0.152

0.076
0.301
0.029
2.46
5.18

—0.503
—0.045
—0.191

0.340
—0.039

Correlations

—0.08

—0.88
0.88

7 /DF

33.6/48

33.6/48

7.5/13

15.8/15

Z) =Z ) cos0+Z2 sln0

Z2 ———Z
&

sin0+Z2 cos0,
(20)

l1
8 —L (21)

where

,

2 ~ 2
gz 1 —sin 0~

sin 0~

1/2

(22)

and (gz/gi ) =5 sin 8ii /3. In most versions of the mod-
el the extra charged 8' must be more massive than
several TeV (Ref. 117), but the limits on Mz are much

2

weaker.
(ii) Zz, which occurs in SO(10) models breaking to

SU(5) X U(1)r. The 7 charge is Q» = —I /2&10 for

where, under reasonable assumptions, the lighter boson
Z& is the particle observed by UA1 and UA2, Z

&
is the

SU(2) X U(1) boson which couples to g i (J3I—sin 8ii,JEM), Zz couples to a new current gz Jz, and 8
is a mixing angle. The extra Z manifests itself (a) be-
cause the Z, mass is reduced relative to (13) by mixing,
(b) because the Zi couplings are modified by mixing, and
(c) by Zz exchange. The changes in the standard-model
predictions for vq, ve, and eq couplings due to the ex-
change of various Z2's with 0=0 and Mz ——Mz, are in-

2 1

dicated by arrows in Figs. 6—8. (The labels LR, X, i)'j,

and g refer to the theoretical models to be discussed
below. ) For heavier Zz the changes scale as
(Mz, /Mz, ) .

It is not practical to consider a totally arbitrary g2J2,
so we focus on several theoretically interesting special
cases.

(i) ZL~, which occurs in SU(2)z XSU(2)~ XU(1) mod-
els. One has

Mo —Mz2 2

tan 0=
Mz ' —Mo'

2

(23)

where Mo ——M~/cos0~ would be the Z& mass in the ab-
sence of mixing.

(b) The unconstrained Higgs-boson case. This is the
analog of p&1 and occurs if there are Higgs triplets,

(u, d, u, e+)I and Qz ——3/2&10 for (d, v, e )I, and
(gz/gi ) =5k& sin 8ii /3, where kz —( —,

' —1) for reason-
able SO(10)-breaking chains. ' '

(iii) Z~, which occurs in E6 models breaking to
SO(10)X U(1)~. The Q~ charge is 1/&24 for
(u, u, d, d, v, e,e+)I and (gz/gi) =5A&sin 8ii /3 with
k~(A.~ (1.

(iv) Z„, which occurs in the breaking E6~SU(3)
X SU(2) X U(1) X U(1)„expected in some superstring
models. One has Q„=&3/8Qr —&5/8Q& and
(gz/g, ) =5k, sin 8ii /3.

2(v) Z (p) =cospZ&+ sinpZ~, with (gz /g i )

=5k.&sin 0~/3. This is the extra boson in E6 models
which break to GXU(1)~, where G contains the stan-
dard model. The Zz, Z&, and Z„are special cases with
P=0, ir l2 and —Z„=Z (P=ri arctan&5/3)—, respec-
tively.

We will follow the formalism in Ref. 115. We assume
k+ ——k~ ——A, z

——kp ——1, which occurs if the underlying
group breaks directly to SU(3) X SU(2) X U(1) X U'(1)
(limits on Mz and 8 scale roughly as &A, and I/&A, , re-

spectively). Limits on Mz and 8 are presented for two
2

cases.
(a) The constrained Higgs case. This case, which is

the analog of p = 1 in SU(2) X U(1), occurs if all
SU(2) XU(1) breaking is due to Higgs doublets (this is
expected in superstring models). The free parameters
are sin 0~, Mz, and 0. Mz is related by2' I
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change. That accounts for the very weak limits on Mz
2

(especially for the unconstrained case, for which even
Mz is unimportant) and the asymmetry in the sign of H.

1

In fact, it is apparent from Figs. 9(d) and 10 that the
data prefer a low mass (Mz —130 GeV) Z„over the

standard model (Mz ——co ). This is because there are no
2

cancellations in the e +e vector coupling h zz, the
slight energy dependence of R~I favors a low mass Zz,
which has a significant vector coupling to electrons.
Comments similar to those in Secs. IVA and IVB con-
cerning possible energy-dependent systematic effects and
the statistical significance of the result apply here. In
particular, the standard model is AX —5.2 above the
minimum for the constrained fit and falls within the
93 jo-C.L. contour, so there is no compelling evidence
for new physics.

At the present time the indirect limits on heavy Z's
(with A, —1) from the neutral current' are somewhat
more stringent" " than limits from direct searches
pp ~Z2+X, Z2~/+l at the CERN SOS except for a
small region in P near the Z„. This situation will
presumably change in the near future: for example, the
Fermilab pp collider should be sensitive to bosons of the
type described here up to around 400 GeV and the Su-
perconducting Super Collider (SSC) would be sensitive
up to several TeV.

V. GRAND UNIFICATION

For discussions involving grand unified theories
(GUT s), it is convenient to define a running sin Ow(p, )

by MS (modified minimal subtraction' ') where the vari-
able mass scale (p, ) is conventionally chosen to be Mw
for electroweak processes. ' That definition is quite in-
sensitive to the Higgs-scalar and toy-quark masses. It is
also straightforward to predict sin Ow(Mw) in GUT's.

The relationship between sin 0~=1—M~ /Mz and
sin Hw(Mw) is given by' (for MH ——100 GeV)

Note that they are now very well determined. For com-
parison, the SU(3), MS coupling is given by

+3(Mw ) 7 —0.008 (27)

where A~s ——150+75 MeV is used. Evolving the gauge
couplings to higher energies using the three-generation P
functions'

p, a, (p)=b;a, +, i =1,2, 3,
Bp

41
10

(28)

b2

b3

19
6

which assumes no new physics beyond the standard
model, gives the curves in Fig. 11. It is apparent that
the couplings are running towards one another, thus
strongly suggesting unification, but they do not meet at a
point. [In past years, a lower sin Ow(Mw) =0.214 led to
unification at about p =2 X 10' GeV. ] To achieve
unification requires some new physics threshold before
10' GeV which modifies the evolution equations in Eq.
(28). The issue is the following: What new physics and
at what new energy is it manifested?

The above remarks are nicely illustrated by the
minimal SU(5) model' with a "great desert, " i.e. , no
new physics between M~ and the unification mass scale
M~. Using a '(Mw)=127. 8+0.3 and a3(Mw) given in
(27) that model predicts

sin Ow(Mw)=0 214+o.oo4

M& ——2.0+
& o& 10' GeV,

(29)

essentially independent of m, and MH. The sin Ow(Mw)
prediction disagrees with the world average in (25) by
about 2.5 standard deviations (adding errors in quadra-
ture) and thereby points out the need for new physics in

sin 6)w(Mw)=[0. 9945 —G(m, /Mw )] sin Ow, (24) 60
where G (m, /Mw ) is a coinplicated function' with
G (0)=0. For m, =45 GeV, G (0.31)=0.0038; thus
sin Ow(Mw ) =0.9907 sin Ow, implying the world-
average value'

50

40
sin 9w ( M w ) =0.228+ 0.0044 . (25)

For other m, values, the relationship between sin 0~
and sin Ow(Mw) is illustrated in Table XVI. We note
that if one extracts sin Ow(Mw) directly from experi-
ment, only the deep-inelastic neutrino scattering value is
very sensitive to m, —just the opposite of sin 0~.

Employing a '(Mw ) = 127.8+0.3, one finds, for the
SU(2)L XU(1) MS couplings,

5a(Mw )
ai(Mw)= =0.0169+0.0001,

3cos Ow(Mw)
(26)

30

20

0 1

80.7 10 )08
(Gev)

I I

)012 ) 014

a(Mw )
a2(Mw) = =0.0344+0.0007 .

sin'9 w(Mw )

FIG. 11. Evolution of the couplings a; '(p), i =1,2, 3 as-
suming no new physics beyond the standard model.



1402 UGO AMALDI et al. 36

sin Owm, (GeV)

TABLE XVI. Values of sin L9w determined by a global fit to all data for various m, and MH, the
ratio sin Ow(Mw)/sin E9w, and the corresponding value of sin Ow(Mw). The latter quantity should be
compared with the SU(5) prediction 0.214+0 004 and the SUSY GUT prediction in (31).

sin Ow(Mw)
MH (Gev) sin Ow(Mw)

sin Ow

25
45
60

100
200
400

45
45

100
100
100
100
100
100

10
1000

0.229+0.004
0.230
0.230
0.227
0.222
0.209
0.229
0.231

0.994
0.991
0.991
1.01
1.05
1.18
0.994
0.982

0.227+0.004
0.228
0.228
0.229
0.233
0.248+0.005
0.228
0.227

b)

b3

33
5

(30)

Then, using a '(Mii ) and a3(Mii ) as input, one finds
the prediction

4 a(Mii )
sin Hii, .(Mii ) =0.237+ o 004— ln

15

MsUs~

Mp

(31)

That prediction appears to be closer to the value
0.228+0.0044 suggested by experiment, but somewhat
high unless AMs is on the high side ( =300 MeV), MsUsv
is larger than the usually assumed range 100—1000 GeV,
or m, is large ( =200 GeV). (In addition, M» is predict-
ed to be =5)&10' GeV, which is consistent with proton
decay bounds. ) Of course, the assumption of a single
new mass scale MsUsz in SUSY models is too simplistic
to take the exact prediction in Eq. (31) too seriously.
Properly accounting for mass splittings and allowing for
additional Higgs scalars could easily reduce
sin 0~(M~). One may interpret the new higher experi-
mental value of sin Oii (Mii ) as being consistent with
SUSY GUT's and perhaps even the first harbinger of su-
persymmetry.

the desert. As is apparent in Table XVI the discrepancy
is made worse for large m, : although the experimental
value of sin 0~ decreases with m, the sin 6 ~ value actu-
ally increases. Of course, proton decay lifetime
bounds' have required Mz ~ 7 &( 10' GeV for some
time and were the first indication of a problem with
minimal SU(5). sin Hii (Mii ) confirms and strengthens
the arguments against a "great desert" scenario.

A nice example of how new physics thresholds can
bring GUT's into better accord with low-energy phe-
nomenology is provided by supersymmetry (SUSY). In
SUSY GUT's, the evolution equations in (28) are
modified when one evolves past the scale of supersym-
metry breaking MsUs~ such that, for two light Higgs
doublets, '

VI. CONCLUSIONS

The weak neutral current (including the W and Z
masses) has long been a major quantitative test of the
standard model. A number of recent high-precision ex-
periments allow even more stringent tests of the model
and limits on deviations. We have made a careful
analysis of existing neutral-current data, attempting to
use the best possible theoretical expressions for each re-
action, to make realistic estimates of theoretical uncer-
tainties, and to treat similar experiments in a uniform
way.

Our major conclusions are as follows. (a) There is no
evidence for any deviation from the standard model. (b)
A global average to all data yields sin 0~ ——0.230
+0.0048. (c) This corresponds to the MS definition
sin Hii (Mii, )=0.228+0.0044 for m, fixed at 45 GeV.
This is larger by about 2. 5o. than the prediction
0.214+0'oo4 of minimal SU(5) and other "great desert"
models, and closer to (though still somewhat below) the
prediction ( —0.237) of many supersymmetric GUT's.
This conclusion continues to hold for other values of m,
and MH. (d) Allowing p—:Mii /(Mz cos Hii ) to vary,
one finds p=0. 998+0.0086, which is impressively close
to unity and which places upper limits of 5—8% on the
vacuum expectation values (relative to the ordinary
Higgs doublet) of many nonstandard Higgs representa-
tions. (e) The radiative correction parameter 5 ii is
determined to be 0. 112+0.037, consistent with the ex-
pectation 0.106 for m, -45 GeV and establishing the ex-
istence of radiative corrections at the 3o level. (f) The
radiative corrections are very sensitive to m, and the
mass split tings between additional quarks or leptons.
Consistency of the various reactions requires m, & 180
GeV (90% C.L.) for MH ——100 GeV, assuming no (com-
pensating) new physics beyond the standard model. (g)
Most of the vq, ve, eq, and e+e neutral-current cou-
plings are now determined uniquely and precisely (Figs.
6—8). (h) At present the weak neutral current (and the
W' and Z) give the best limits on the masses and mixings
of many theoretically popular additional Z bosons, but
the limits (typically 120—300 GeV) are still relatively
weak.
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APPENDIX: THE CHARM THRESHOLD

The major theoretical uncertainty in deep-inelastic
scattering from isoscalar targets is the charm threshold,
which is mainly important for the charged-current
denominators in R and R

There are several related uncertainties. (a) The ele-
ments U,d and U„of the KMC matrix. For three fer-
mion families these are well determined by unitarity, but
for ) 3 families they are poorly known. (b) The moment
S = fOxs (x)dx of the s sea. (c) The shapes of
s (x ),5 (x ), and the light-quark distributions. (d) The
suppression for d(x), s(x)~c or d(x), s(x)~c. We
denote the suppression factors, suitably weighed over x
and the target composition, by gd, gd, and g, =g, .

A major source of information on these quantities is
dimuon production vN~p p+X, where the extra muon
comes from c (c ) decay. From the v and v dimuon cross
sections one can determine' ' the quantities

and

I
Ucd

I 4d~p (A 1)

U 2 2S Bcs I U D ks (A2)

2xq(x, g )
'

2 (A3)

where B„ is the branching ratio for c~p averaged over
the charmed particles produced at the hadronic vertex;
however it is difficult to separate the various factors U,d,
U„, S, gd, and g, . One could try to work with just the
quantities

I U,d I gd and
I
U„

I Sg, (which are what
occur in the denominators in R, and R„). However, to
extract these from the dimuon data one needs B„,which
depends on the charm hadronization and could be ener-
gy dependent. In particular, it is not accurately known
near threshold. Also, the neutral-current cross sections
depend separately on S, and finally there is a (very small)
threshold effect in 0 from c~c. It is therefore ap-
propriate to employ a model for the charm threshold
and to use the dimuon results as a consistency check.

Slow rescaling is a simple but reasonable prescrip-
tion in which one calculates the q~c cross section in
the parton model, but assigns the produced c quark an
effective mass m, . The effect of this is that the usual
quantities

where q is the appropriate quark or antiquark distribu-
tion, are replaced by

1 —y +xy/z
zq (z, Q )8(1—z) '

1 —y +x (y2 —y)/z (A4)

where z =x +m, /2Mv. [Some earlier analyses ' omit-
ted the changes in the 1 and (1 —y) factors. That is not
adequate for the present high-precision experiments. ]
For m, = 1.5 GeV, slow rescaling predicts that charm
production accounts for 7% of the vN ~p X cross sec-
tion, g, =0.65, and gd -0.85 for typical CERN and Fer-
milab spectra. For m, ~0 (no suppression) or m, ~oo
(total suppression), sin 0 iv changes drastically (by
—0.014 and + 0.034, respectively), so it is essential to
verify the slow rescaling prescription and to obtain a
reasonable value of m, ~

There are a variety of conflicting theoretical estimates
of m, . The perturbative origin of m, would suggest a
low (current-) quark mass of =1.35 GeV. On the other
hand, the 0(1—z) factor ensures that the hadronic in-
variant mass W exceeds (m, +mz )'i . If one defines
m, so that 8') mD+mp or W ~ mz, then m, =2.6 or

C

2. 1 GeV, respectively. Of course, the definition
m, -mJi&/2 implies 1.55 GeV.

Since the appropriate definition of m, is unclear, it is
best to regard it as a phenomenological parameter deter-
mined from the dimuon cross sections. The most precise
results are from the CDHS Collaboration. ' They mea-
sured the ratios R z =o (v~p —p+ )/cr(v~@ ) and
R z

—= a.(v~p+p )/o. (v~p, +) of dimuon to single
muon cross sections as a function of E, (E„) and
showed that slow rescaling with m, =1.5 GeV correctly
described the energy dependence of R

&
and R z (after

correcting for acceptances) above =80 CJeV. However,
for E & 80 GeV the measured dimuon cross sections are
lower than the slow rescaling prediction (see Fig. 16 of
Ref. 127). The main concern of CDHS was to extract

I
U,d I

and
I
U„

I

S rather than to study the charm
threshold, so they concentrated on the high-energy re-
gion.

For the neutral-current analysis, however, the low-
energy region is vital: around half of the events have
E &80 GeV for a typical narrow band beam. If the
suppression of R 2 for E & 80 GeV were entirely due to a
breakdown of slow rescaling, then the extracted sin 0~
would increase by -0.007. Equivalently, the problem
could be that a larger m, or a steeper xs (x) distribution
is required. On the other hand, an energy dependence of
B„would affect R 2 but not the neutral-current analysis.

We have reconsidered the dimuon results using the
structure functions described in Sec. III. Based on Mark
III and other results' we assume a larger B„ than the

value (7. 1+1.3%) used by CDHS: 8„' —10% for c(t2) ( —)

produced by d, s, or s and B„'"'=7.5% for c produced by
d. This lower value for d~c is motivated by the low
branching ratio ( -4%) for A, ~p+ and the assumption
that A, is easier to produce in d~c than the other reac-
tions.

The scale of B& does not affect the test of slow rescal-
ing (which only depends on the energy dependence), but
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it is important for the extraction of U,d for more than
three fermion families. The possible energy dependence
of B„ is discussed below. The other major difference
compared to the CDHS analysis is that (in accordance
with later CDHS results' ) we use a steeper x distribu-
tion for xs(x):

xs (x)-c (1—x) (A5)

with gH =9.5 at 5 GeV (increasing to —11 at Q —20
GeV ) compared to r)H

——7 used by CDHS. This pro-
vides an additional threshold suppression and removes
some of the low-E discrepancy.

FIG. 12. (a) Ratio of measured R 2
——o.( v~p p+ )/

o.(v~p ) to the theoretical prediction from slow rescaling as
a function of E . The theoretical calculation assumes g~ ——9.5,
B„' = 10%, and B„=7.5%, where qH is the 1 —x power of

( —)
xs(x) at Qo and 8„'" are the muon branching ratios for c
produced from (d, s,s) or d, respectively. The ratios are shown
for m, =1.2, 1.5, and 1.8 GeV. Error bars (which include only
the experimental error in R~) are shown for m, =1.5 GeV
only. (b) Same for v.

The measured ratios of dimuon to single muon cross
section divided by the slow rescaling prediction' ' are
shown in Fig. 12. Slow rescaling with m, = 1.5+0.3
GeV gives an excellent description of the data except for
E &60 GeV. We suspect that the problem there is an
energy dependence of B„rather than a breakdown of
slow rescaling itself. This is motivated by the results of
the Fermilab emulsion experiment' E531, which finds
that A, production in vN is very important at low ener-
gies ( =30 GeV). This could easily give a lower B„ne ar

threshold and therefore resolve the discrepancy, but a
definite conclusion will require better statistics. Support-
ing evidence is that the antineutrino data (for which A,
production should be much less important) shows much
less structure at low E .

The antineutrino data in Fig. 12(b) are consistent with
slow rescaling but favor the lower values for m„while
the CCFRR results' (which have less statistics) favor
the upper end of the 1.2—1.8-GeV range.

Our conclusion is that slow rescaling with
m, =1.5+0.3 GeV gives a reasonable description of the
dimuon data, with the +0.3 GeV uncertainty implying
an uncertainty in sin 0~ from deep-inelastic scattering
of +0.0041. It should be emphasized that m, is an
effective parameter that roughly incorporates the uncer-
tainties from the slow rescaling formalism itself as well

as those in the shapes of the s (and to a smaller extent
the d and d ) distribution functions: An equivalent state-
ment is that slow rescaling with m, =1.5 GeV correctly
describes dimuon (and therefore charm) production to
within 15% when averaged over the appropriate spectra,
implying an uncertainty of &0.005 in sin I9~. Finally,
there is evidence for an energy dependence of B„near
threshold, and the quantities in (A 1) and (A2) extracted
from the high-energy dimuon data are only weakly
correlated with m, .
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